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The ocean of text

Web pages Bl

Blo oS Tweets

News stories

Digital books

SMS messages




Processing lexts




General approach - representation space
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Document space

Representation space
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8 Mapping
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After mapping the documents

perform the tasks in the

representation space



Ideal approach - full semantics

Document space Semantic space that allows full
“understanding” of the text

P

Type(Objectl, Medicine)&
Type(Object2, Email )&
MainAction(Object2, Sale)&
M (ainAction(X, Sale)&
Type(X, Email)
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Most common approach: BOW representation
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Working in the BOW space: Finding

GO 816 computer science technion

Mapping

Relevancy of a

\ 4 v
query tO a computer 0.012 computer 0.33
document IS TCE 0.011 Scien.ce 0.33
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Digital 0.002
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Working in the BOW space: Categorizing

Jll,
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Mapping
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Advantages and Disadvantages of BOW

BOW

Universal
(allow automatic mapping of any text)

Language independent
Easy estimation of semantic distance

Support for polysemy and synonymy

Encompasses common-sense
knowledge

Allow full understanding

Automatically generated

=N < B < B < =2



How about full semantics?

Universal

(allow automatic mapping of any text)

Language independent
Easy estimation of semantic distance

Support for polysemy and synonymy

Encompasses common-sense
knowledge

Allow full understanding

Automatically generated

10

Full Semantics
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Can we design something in between?

BOW Full Semantics

Universal
(allow automatic mapping of any text)

X

Language independent
Easy estimation of semantic distance

Support for polysemy and synonymy

Encompasses common-sense
knowledge

Allow full understanding

=N < B < B < =2
<<, B <

Automatically generated
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Explicit Semantic Analysis (ESA)

BOW Full Semantics

Universal

(allow automatic mapping of any text)

X

Language independent
Easy estimation of semantic distance

Support for polysemy and synonymy

Encompasses common-sense
knowledge

Allow full understanding

Pl <. = R <.

Automatically generated

ESA
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Ingredients

An ontology: A flat or

hierarchical collection
of concepts

A collection of textual

. Wikipedia articles
documents associated

with each concept

Wikipedia text
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Every Wikipedia article represents a
concept

Panthera

Srom Wik acdia, the “vo enopoicped o A Wlklp e dlaJ
Panthera iz a geaue ¢f tha 'ar y Feldas (11e catg), whicn conaing [ou: we -kacsn a,rti Cl e

Iv ag ecec 82: tha lo, | ger, Jaguss, and lecoad. The ganus corsrese asod Faf of
tha bly ceta. One mean ng of tre vword pantharis 1o das grate cals of 1l famiy.
Only 1ve3e tcur cal eoezies haya the atelor cal charges enesling 1ver 12 «carn Tae
srmmacy reesut foe his vees asx armed Lo be P incomp «le ous fcal oo of P byoid
suee, Howerer, reew wiudise wooav hal e ek iy 1o e is due o olber inurpbolugice
alures, cspacia y ol Pw laryrs, The srow leosed, Lo ook, whob i
suenciiries nwluded wilhin Puabern, docs rol owr. A thoaon s o womplowe

ases fiealbon of B bgod bBoeey, il s e soeo ol svapho age of e crgne, which s Tepn

wakze for lions, tge-s. aguars ard lespards !l Scientific classificaticn

Kingdur:  Arime 4

Species and subspecies [=it]

Panthera

A concept
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Wikipedia can be viewed as an ontology — a
collection of concepts

Note that our semantic
atoms, the concepts, are
language independent -
the title can be replaced by
an arbitrary ID

16



The semantics of a word is the vector of its
associations with Wikipedia concepts

1177



Panthera

oy

Pen

Elephant
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Building the mapping function - the ESA interpreter

Document space

Representation space

P

i il
74

|

8 Mapping

i,

i,
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Building ESA interpreter for a single word

output: a vector of
input: a word weights over
wikipedia concepts

.—» <w1,...,wn>

21




vy e mamnd
< -
?‘) Mce Tak o Lo Yevhewe L5000

r;'.:'.':f":n',';.; = Midrans SEcie kg 13- 2 in Ak ngoe, 22 ?
T R T S T R
NUT sege
b &o):pl
“ewanc cavee Mg s e e ey

wand vewh

“aea M XA AL UL Urad s L
S Conceol 20 et Dk S red I p0art) eI s Jereill 10Me TR0t L Soncest B A7 Tl emes e
Theel phem e [T Ve
L= r
" Consee [me|
Now ‘Wysemas | |7 rioes
ot b
o et 3 P I NG
Tace crgh 1A zeels
“iehw 212 0w
(L AT N b eodos sudad
Teokwrd
Aok me
- lmaa
L
Awgoein '
st TN
i Vine'di iadean tmand'in o imandmy iambin o dianln prevelabe sheivw asnelismeigoe s sntoanl

[ ] [ ]
L L L L L L e b L R T e A T e L T T Tl L L LTI
L L I Lk Rt LR T e T T e T o T NPT T
ivmiwr shasbanain ful mndi nwnde mldo lodlras nhiaih Roisned fo blhinligrmslibumusmyd it s
AT By AT PR IR SR MRS WA . RATROA TR SRR, A 8 Rt TR S IRCE (PALY A O Cat
TR L0 A Py T A YL B TR SO T TSR CRAWIRCRICR W RA SN T s Tl anvd

Odedgal'* "'~
I A N aead A St SISt Tre L Bered taeoudh IS I I A et SO O B U0 e aerend aratg e

e i e 3 . - e et b o e e B o i eaCh C()ncept iS analysed to

il b Bl wmmmd vl v amiisder Buadddobanwoe “Tniw sbheidine - \l_-n—-l--,lhl.hui.-n

ol hmlie e

ian i ml by inde v Tew mpmmend, aw o de i e o e denl B bt e w s el iy
Tow mumydeniinmpele womdsmpinwim Bomvnmid wasinmpupmir §wm ddaml i vidnam md piewnd lv idissntin
ol e [Ve']

® [} ®
eyt e Adeeriemy capmt Bad wmmed wn ver cd lambiens b Al b fmsegd oo wine mimd g oom Bay
lormrwmmss mmame delaale fadimpruy o chgenapd comiipallin com e isbmam id slon " Paiy st BaGuawy W e e I I I I l e e I I
Faran vf g beawy rl 0 el e Py e Dn o T WAy Pem sy cad P iy CAelmneencase cse e t r 1 t a S S O C]_ at]_o
CO R IS AR T I e s Irager N P AT AL SR RATAR T 00T I8 A 0T BV TN (e A Pt Rk
COed S BoAD Mk By VoeS" HFUIBCE A AE DLl nBLetCes Iy S M0eR e Wit Ty CONEE SUPNMNE TR
LR SR g PSSR TOR S e AR RS BEE P R S U R SR il ol 2 DA g

_— Son nmvaled ol miman Taegibapd oy e b bmn 7

< veren
Sy Hoordm svdamdibaamna mawd L b sl divanas o gndusada v wpsoes o iy sah
. L T e e e LR L T LT SRR R TR TEE v
- imesr e mr s e mad s e imem s ke CAserTagin e o lman et v lir mries moeaad
A

iy

s e
SHELE SN | omde pahn) dguds SR SIS T

e

ExH Nomemd o me oot o mriw s dm e by Cmd wonn by hd ey Bad g d s rersims mamyd we ias bl

22



A word is strongly associated with a concept if its normalized

frequency in the texts associated with the concept is high

Panthera

From Wikipedia, the free encyclopedia

as. the lion, tiger, jaguar, anc
ganing of the word

features, especnally of the larynx. The sno
sometimes included within Panthera, does
ossification of the hyoid bone, it lacks the spe

Species and subspecies

typical for lions, tigers, jaguars and

Panthera

TFIDF

- genu

' odesugn
ecies have the anatomlcal changes enabling to roar
plete gssification o oI

hich contains four well-known
35 about half of

ue to other morphological
1a uncia, which is

[edit)

Leopard [0.84]

23

Tiger

Scientific classification

Kingdom: Animalia

Roar [0.77]




Cat

Fram Wikipedia, the free encyclopedia

This article is about domestic felines. For other uses, see Cat (disambiguation).

Tr domestic cat, h-uu is a small carnivorous mammal. It is valued by Cat
humans for its companionship and its ability to destroy vermin. A skilled predator, t :
is known to hunt over 1,000 species for food. Intelligent, t m an be trained to obey
simple commands, and has been known to teach itself to manipulate simple mechanisms

(Entelligence‘}.
The trinomial name of the domestic m - ilvestris catus. |ts closest pre-

domesticated ancestor is believed to be the African wilc E ! W ilvestris lybica.l]
Humans have developed several dozen breeds in a varety of colours.

haue lived in close association with humans for at least 9,500 years. The egyptians other irnag-nf cats
believed that slim|cats|brought good luck!? . Conservation status

Cat [0.95]
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Panthera, Cat [0.92] Leopard [0.84] Roar [0.77]

Panthera

0.92

25



The semantcs of aword

1.0

Wikipedia,
Concept B

A

/

The semantics of a word
is a point in the million-
dimensional space
defined by the set of
Wikipedia concepts

>

1.0

Wikipedia
Concept A
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Building ESA interpreter for muluword texts

output: a vector of
input: a sequence of words weights over
wikipedia concepts

i,

oo daaccs o caiei)
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The semantics of text

Wordl word? words3 word4

Wikipedia, The semantics of a
Concept text fragment is the
centroid of the
semantics of its
words

1.0

Wikipedia
Concept
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Disambiguation

Rodent

Window

Screen M Screen e e
0.80

A mouse £ Combi
and a

Screen - 0.45




Real example

“A group of European-led astronomers has made
a photograph of what appears to be a planet
orbiting another star. If so, it would be the first

confirmed picture of a world beyond our solar
system.”

planetary extrasolar

orbit planet

30
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Concept-based text processing
with Explicit Semantic Analysis (our group)

Computing semantic relatedness of words and texts

[Gabrilovich & Markovitch - I[JCAI 2007, JAIR 2009]
+ ESA is used to represent words and texts in the space of Wikipedia concepts

Text categorization: assigning category labels to documents

[Gabrilovich & Markovitch - [JCAI 2005, JMLR 2007, JAIR 2009]
* ESA is used for feature generation (top concepts)

Information retrieval: find documents relevant to a query

[Egozi, Gabrilovich, Markovitch AAAI 2008, TOIS 2012]
* ESA is used for measuring the distance between queries and documents

Word sense disambiguation: identify the right word sense

[Raviv & Markovitch AAAI 2012]
« ESA is used for measuring the distance between contexts and meanings
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Using the ESA for Computing Semantic

Relatedness (semantic distance)

Assemble impressive
presentations using Apple-
designed themes or ope

Choose a font
smoothing style from

the

op-up menu at the

|III|IIII||III|IIII|IIII|II|||||I|||l||IIIII|||I||||||||||I!|II|[IIII|II|||III|||H|IIII|III||||II[I|I|RI||II||I||||I||||I|I|III|||III|IIIQIII|lII
mm1234587"891011121314

16
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Why computing semantic distance?

Semantic distance is an
atomic operator in
many NLP tasks
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Computing semantic relatedness between words

B Word 1 Word 2
1.0

v
Wikipedia ‘
»

Concept

0.0 -

Concept



Panu..era !

0.92

Panthera

0.84

Words are strongly related if
they share highly weighted
oonc336epts



Wordl word2 words3 word4 Word5 wordo

Wikipedia
Concept

0.0 Computing
' semantic
0.0 1.0 relatedness
Wikipedia betwe eIl teXt
fragments

Concept




I need a
curtain and a
screen

I need a
mouse and a
A web site of a computer store screen

A web site of a home
Improvement store
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Evaluation on word-relatedness

Wordnet-based (Jarmaz, 2003) 0.833-0.35
Roget’s Thesaurus (Jarmasz, 2003) 0.55
LSA (Finkelstein et al., 2002a) 0.56

Wikirelate (Strube & Ponzetto, 2006) 0.19-0.48
ESA-ODP 0.65
ESA-Wikipedia (11-11-05) 0.74

ESA-Wikipedia (26-3-06) 0.75
39



Evaluation on text-relatedness

Bag of words (Lee et. al., 2005) 0.1-0.5
LSA (Lee et. al., 2005) 0.6
ESA-ODP 0.69
ESA-Wikipedia, (11-11-05) 0.71

ESA-Wikipedia, (26-3-06) 0.72

40



Using ESA for Text Gategorization




T'he induction process

Feature

Functions

Labeled Objects

Induction
Algorithm

Feature

BExtractor

Learning

Performance

Unlabeled Object Unlabeled Feature Vector

~
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Text Categorization

Labeled Documents

Feature Induction
Extractor Algorithm

Learning

Performance

Unlabeled Feature Vector
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Wikipedia
Concepts

ESA as a
Feature
Geenerator

Feature Induction
Extractor Algorithm

Learning

Performance

-+

Unlabeled Text Unlabeled Feature Vector

~

4

-




Enriched
Examples




Reuters- Reuters Corpus OHSUMED
21578 Volume 1 (RCV1)

Movie Reviews

20 Newsgroups
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T'asks (other groups)

Cross-language information retrieval
Query-intent prediction
Cross-language plagiarism detection
Event-driven ad placement

News recommendation

Query session detection

Dataless classification

Automatic image tagging

Link discovery

Social-media driven image retrieval
Blog analysis

Humanoid robot conversation
Measuring descriptiveness of web comments

47



Additonal applications of ESA (by other research groups)

+ Information retrieval
# Query-intent prediction [Hu et al. "09]
« Query expansion [Luo et al. “12]
+ Query session detection [Hagen et al. "11]
« Search mission detection [Hagen et al. “13]
+ Document indexing [Janusz et al. "12]
+ Semantic search on the linked data web [Freitas et al. “12]
« Clustering of scientific articles [Szczuka & Janusz "13]
» Named entity disambiguation [Fernandez et al. “11]
# Author disambiguation [Kang "12]
+ Semantic indexing [Swieboda et al 2014]

# An Arabic Question Answering System for the Holy Quran [Abdelnasser et. al. 2014]
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Additonal applications of ESA (by other research groups)

+ Natural language processing
+ Document summarization [Zhou et al. “10]
+ Textual entailment [Zesch et al. "13]
+ Multi-domain language model adaptation [Kilgour et al. "11]
+ Opinion mining [Ma & Wan ‘08]
+ Machine translation [Matsuno & Ishida ‘12]
= Question answering [Walter et al. "12]
« Automatic answer-quality evaluation [Peleg et. al. 2016]
+ Question answering system over linked data [Park et. al. "14]
+ Non-Factoid question answering [Yang et. al. 2016]
+ Keyword Question Answering [Han et. al. "15]
+ Ontology translation [Asooja et al. "12]
+ Sentiment classification [Negi & Rosner “13]
» Named entity disambiguation [Fernandez et al. “11]
+ Author disambiguation [Kang "12]

+ Semantic tagging [Janusz et al "14]
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Additional applications of ESA (cont’d)

* Multimedia applications
+ Recommendation of web resources [Scholl et al. "10]
+ Social-media driven image retrieval [Popescu & Grefenstette "11]
* Automatic image tagging [Leong et al. "10]

* Matching texts and images (recommending text advertisements) [Zhang et
al. ’12]

+ Recommending Missing Symbols [Voros et al 2014]
* Music genre classification [Aryafar & Shokoufandeh "11]

+ Fusion of Text and Audio Semantic Representations [Aryafar and
Shokoufandeh "15]
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Additional applications of ESA (cont’d)

* Recommendation systems

+ News recommendation [Son et al. “13]

* Tweet recommendation [Lu, Lam & Zhang “12]

* Recommending learning resources [Schmidt et al. "11]
“ User modeling

“ Personalized TV guide [Musto et al. “12]

* Enriching user profiles [Narducci et al. "11]
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Additional applications of ESA (cont’d)

+ Healthcare
* Labeling fire and rescue incidents with threats [Krasuski & Janusz ‘13]
+ Identifying verbal impairments [Gaspers et al. "12]

+ Computing Semantic Relatedness of Biomedical Text [Jaiswal &
Bhargava 2014]

* Software engineering

# Traceability link recovery [Mahmoud, Niu & Xu “12]

* Knowledge driven query sharding in databases [Krasuski & Szczuka “12]

+ Web service discovery [Metke-Jimenez et al. “‘11]
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Additional applications of ESA (cont’d)

“ Multi-lingual applications

* Cross-language information retrieval [Potthast et al.,
'08; Sorg & Cimiano "08]

* Cross-language plagiarism detection [Potthast et al.
"11]

“ A Multilingual and Cross-lingual Text Analytics
Toolkit [Zhang & Rettinger 2014]
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Additional applications of ESA (cont’d)

« Other applications
+ Humanoid robot conversation [Kraft et al. “10]

“ Career guidance based on semantic relatedness
|Gurevych et al. "07]

« Dataless classification [Chang et al. ’08, Song & Roth
‘14]

« Link discovery [Hoffart et al. ‘09; Knoth et al. “11]
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Cross-Language IR

* It is important to understand the following:

* ESA concepts are language-independent. They are actually
represented by meaningless ID

* The only component that is language-dependent is the
interpreter

* For each language, we need the articles’ text in that language
to build the language-specific interpreter

* The output of all the interpreters will be in the same space -
space of concepts (IDs)
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Steve Jobs
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It is very likely that
a document talking
about Apple Inc. in
any of these
languages will be

mapped to concept
6744251

These are texts in
different languages

associated with the
concept 6744251
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Cross-Language IR

ESA - Language A

Query in
Language A

ESA - Language B

Document in
Language B




Extensions and modifications ot ESA

+ Using multiple knowledge resources (+ Wiktionary, WordNet, GermaNet) [Szarvas
et al. "11]

+ Temporal Semantic Analysis [Radinsky et al. "11]

# Compact Hierarchical ESA [Liberman & Markovitch "09]

+ Explicit Localized Semantic Analysis [Son et al. "13]

« Self-adaptive (context aware) ESA [Wang et al. "08]

+ Wikipedia-based kernels for text categorization [Minier et al. “07]

« Stratified ESA, Thematically Reinforced ESA [Haralambous & Klyuev "12, ‘14]

+ Music genre classification [Aryafar & Shokoufandeh “11]

+ Econo-ESA [Rahutomo & Aritsugi '14]

+ Thematically Reinforced Explicit Semantic Analysis [ Haralambous & Klyuev, 2014]
+ Sense-aware ESA [Wu & Giles 2015]
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Compact Hierarchical ESA

Vodka Brandy
1 | Vodka Brandy
2 | Absolut Vodka Albrecht Brandi
3 | Smirnoft George Brandis
4 | SKYY vodka Kristina Brandi
5 | Bloody Mary (cocktail) Brandy (entertainer)
6 | Gin (Case Closed) Brandi Chastain
7 | Mixed drink shooters and drink shots Jonathan Brandis
8 | Vodka Belt Brandy & Mr. Whiskers
9 | Grey Goose (vodka) Brandi Carlile
10 | Beer cocktail Tom Brandi

ESA representation for “vodka” and “Brandy”
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Main topic
classifications
Food and drink

Alcoholic Mixed drinks Alcoholic Mixed drinks

beverages beverages

Distilled Duo and trio Distilled
beverages cocktails beverages
Vodkas Brandies Rom_a_n lan

l l l I l spirits '

l Vodka I ‘ Brandy I

60

classifications

CHESA
representation
for “vodka”

and “Brandy”




emporal Semantic Analysis
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Sense-aware ESA

Ilapple”
9
a8
Find related concepts J,
" C1 Apple: The apple is the pomaceous fruit of the apple tree ... A
C2 Pome: ... ; C3 Fruit: ...; C4 Tree : ... ;
C5 Apple Inc.: Apple Inc. is an American multinational corporation in Cupertino ...;
C6 Cupertino, California: ...;
C7 Apple Corps: Apple Corps Ltd is a multi-armed multimedia corporation ...;
L )

lv Sense induction

Sense
space

Sense Assignment l Weighting sense-aware concepts
T1: The apple tree is 4 )

@Lﬁ-————'—‘ Cl C2 C3 C4 C5 Ce C7..

apple(T1)=(255 89 163 186 4 0 2..)

T2: The apple apple(T2)=(0 0 0 0 688 8 22.)
keyboardis small ... |\ J
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Using Other Ontologies

+ We used the Open Directory Project

* Other groups used various domain-specific ontologies,
for domains such as biomedical IR or Quran QA
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I hip with
[dl[ml[o][z] open directory project KST‘%";;‘}E’F,,
about dmoz |dmozblog | suggest URL | help | link | editor login

advanced
Arts Business Computers
Movies, Television, Music... Jobs, Real Estate, Investing... Internet, Software, Hardware...
Games Health Home

Video Games, RPGs, Gambling... Fitness, Medicine, Alternative... Family, Consumers, Cooking...

Kids and Teens News Recreation
Arts, School Time, Teen Life...  Media, Newspapers, Weather...  Travel, Food, Outdoors, Humor...

Reference Regional Science

Maps, Education, Librarnies... US, Canada, UK, Europe... Biology, Psychology, Physics...
Shopping Society Sports

Clothing, Food, Gifts... People, Religion, Issues... Baseball, Soccer, Basketball...
World

Catala, Dansk, Deutsch, Espafiol, Francais, Italiano, H 4<{%, Nederlands, Polski, Pycckuii, Svenska...

Help build the largest human-edited directory ofthe web
Copyright © 2011 Netscape

4,870,495 sites - 90,550 editors - over 1,006,708 categories
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Top:Computers:Artficial Intelligence:Machine Learning

o David W. Aha: Machine Learning Page’X - A machine learning
resources from Applications to Tutorials.

« Computational Learning Theory - A research field devoted to studying the
design and analysis of algorithms for making predictions about the future based
on past experiences. The emphasis in COLT is on rigorous mathematical
analysis. COLT 1s largely concerned with computational and data efficiency.

e Gowachin - A competition on Grammatical Inference.

« Grammatical Inference - Repository of information on grammatical
inference, automata induction, and language acquisition.

« Integrated Optimization - Artificial Intelligence - Site dedicated to research
of artificial intelligence algorithms applied to information retrieval, data mining
and optimization methods. Includes FAQs and Al resources for math/science
teachers and students.

« Kernel machines - A central information source for the area of Support
Vector Machines, Gaussian Process prediction, Mathematical Programming
with Kernels, Regularization Networks, Reproducing Kernel Hilbert Spaces,
and related methods. Provides links to papers, upcoming events, datasets, code.

o Machine Learning in Games - How computers can learn to get better at

playing games. This site is for artificial intelligence researchers and intrepid
game programmers. | describe game programs and their workings; they rely on
heuristic search algorithms, neural networks, genetic algorithms, temporal
differences, and other methods.
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Enriching the hierarchy by web crawling
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Rumsfeld appeared with Gen. Richard Myers,*“

” chairma;

n of the Joi;

nt Chiefs of Staff

Society/Issues/Government Operations

Society/Politics

Society/Issues/Warfare and Conflict/Specific Conflicts/Iraq,

Science/Technology/ Military Science

Society/Issues/Warfare and Conflict/Weapons

Society/History/By Region/North America/United States/Presidents/Bush, George Walker

Society/Politics/ConservatismSociety/Politics/Conservatism
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On a night when Dirk Nowitzki (34 points), Jerry Stackhouse (29), Josh*
Howard (19) and Jason Terry (17) all came up big, he couldn’t match their
”.offensive contributions

Sports/Basketball/Professional/NBA/Dallas_Mavericks

The power of context - the text itself does not mention
sports or the name of the team. The names of the
players mentioned in the context occur often in the
Web sites cataloged under this concept, including
www.nba.com/mavericks,

dallasbasketball.com
sports.yahoo.com/nba/teams/dal
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http://www.nba.com/mavericks
http://dallasbasketball.com

Summary

* Exogenous knowledge is crucial for text understanding

# Can be derived from collaboratively generated
content

* ESA is a novel method for representing text meaning
with Wikipedia-based semantics

* Numerous studies have shown that concept-based
representation benefits a large variety of tasks
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Home Contents Award Track Surveys Masthead Submission Info
IJCAI-JAIR Best Paper Prize
Overview

The Annual [JCAI-JAIR Best Paper Prize is awarded to an outstanding paper published in JAIR in
the preceding five calendar years. The prize committee is comprised of associate editors and
members of the JAIR Advisory Board, their decision is based on both the significance of the paper
and the quality of presentation. The recipient(s) of the award receives a prize of US$500 (to be
split amongst the authors of a co-authored paper). Funding for this award was provided by the
International Joint Conferences on Artificial Intelligence.

2014
2014 Prize:

Evgeniy Gabrilovich and Shaul Markovitch (2009) "Wikipedia-based Semantic
Interpretation for Natural Language Processing”, Volume 34, pages 443-438.
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