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Emails

Blogs

Digital books

Web pages

News stories

SMS messages

Tweets

Facebook posts

The ocean of text

Trillions of text objects 
produced every year
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Processing Texts

Finding

Categorizing
Routing

Summari
zing

Filtering

Translating
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General approach - representation space

Mapping

Document space

Representation space

After mapping the documents 
perform the tasks in the 

representation space
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Ideal approach - full semantics

Mapping

Document space Semantic space that allows full 
“understanding” of the text

Type(Object1,Medicine)&

Type(Object2, Email)&

MainAction(Object2, Sale)&

M(ainAction(X,Sale)&

Type(X,Email)

! Class(X,Spam)
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Most common approach: BOW representation

computer 0.012

TCE 0.011

Technion 0.003

Theory 0.009

Lecture 0.014

Seminar 0.011

Digital 0.002

Mapping

A document is represented as a table of (normalized) words’ frequency
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Working in the BOW space: Finding

Finding

BOW 
Mapping

computer 0.012

TCE 0.011

Technion 0.003

Theory 0.009

Lecture 0.014

Seminar 0.011

Digital 0.002

computer 0.33

Science 0.33

Technion 0.33

Relevancy of a 
query to a 

document is 
estimated by some 
distance between 
their BOW tables
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Working in the BOW space: Categorizing

Categoriz
ing

BOW 
Mapping

compu 0.012
TCE 0.011

Techni 0.003
Theory 0.009
Lecture 0.014
Semina 0.011
Digital 0.002

compu 0.012
TCE 0.011

Techni 0.003
Theory 0.009
Lecture 0.014
Semina 0.011
Digital 0.002

compu 0.012
TCE 0.011

Techni 0.003
Theory 0.009
Lecture 0.014
Semina 0.011
Digital 0.002

compu 0.012
TCE 0.011

Techni 0.003
Theory 0.009
Lecture 0.014
Semina 0.011
Digital 0.002

compu 0.012
TCE 0.011

Techni 0.003
Theory 0.009
Lecture 0.014
Semina 0.011
Digital 0.002

compu 0.012
TCE 0.011

Techni 0.003
Theory 0.009
Lecture 0.014
Semina 0.011
Digital 0.002

Learning

viagra
?

online
? Ritalin?

yes

order
?
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Advantages and Disadvantages of BOW

BOW

Universal  
(allow automatic mapping of any text) √

Language independent X

Easy estimation of semantic distance √
Support for polysemy and synonymy X

Encompasses common-sense 
knowledge X

Allow full understanding X

Automatically generated √
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How about full semantics?
Full Semantics

Universal  
(allow automatic mapping of any text) X

Language independent √
Easy estimation of semantic distance √
Support for polysemy and synonymy √

Encompasses common-sense 
knowledge √

Allow full understanding √
Automatically generated X
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Can we design something in between?
BOW Full Semantics

Universal  
(allow automatic mapping of any text) √ X

Language independent X √
Easy estimation of semantic distance √ √
Support for polysemy and synonymy X √

Encompasses common-sense 
knowledge X √

Allow full understanding X √
Automatically generated √ X

?
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Explicit Semantic Analysis (ESA)
BOW ESA Full Semantics

Universal  
(allow automatic mapping of any text) √ √ X

Language independent X √ √
Easy estimation of semantic distance √ √ √
Support for polysemy and synonymy X √ √

Encompasses common-sense 
knowledge X √ √

Allow full understanding X X √
Automatically generated √ √ X
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ESA Semantics
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Ingredients
An ontology: A flat or 
hierarchical collection 

of concepts

A collection of textual 
documents associated 

with each concept

Wikipedia articles

Wikipedia text
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Every Wikipedia article represents a 
concept

Panthera

A wikipedia  
article

A concept
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Panthera

Wikipedia can be viewed as an ontology — a 
collection of concepts

World 
War II

Isaac 
Newton

Island
Note that our semantic 
atoms, the concepts, are 
language independent - 

the title can be replaced by 
an arbitrary ID
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word

The semantics of a word is the vector of its 
associations with Wikipedia concepts
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“Cat”

Pets

Pen

Elephant

House

Galaxy

Veterinarian

Tom &  
Jerry

Panthera

18



Building ESA Interpreter
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Building the mapping function - the ESA interpreter

Mapping

Document space

Representation space
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Building ESA interpreter for a single word

ESAword hw1, . . . , wni

input: a word
output: a vector of 
weights over 
wikipedia concepts
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The text associated with 
each concept is analysed to 
determine the association 
between words and 
concepts
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Panthera Cat [0.92] Leopard [0.84] Roar [0.77]

TFIDF

A word is strongly associated with a concept if its normalized 
frequency in the texts associated with the concept is high 
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Cat Cat [0.95] Felis [0.74] Claws [0.67]
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Panthera Cat [0.92] Leopard [0.84] Roar [0.77]

Cat Cat [0.95] Felis [0.74] Claws [0.61]

Tom & 
Jerry Animation [0.85] Mouse [0.82] Cat [0.67]

Cat 
Cat

0.95
Panthera

0.92

Tom &  
Jerry

0.67
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Word

Wikipedia 
Concept B

0.0

1.0

0.0 1.0

The semantics of a word 
is a point in the million-

dimensional space 
defined by the set of 
Wikipedia concepts

Wikipedia 
Concept A

The semantics of a word

26



Building ESA interpreter for multiword texts

ESA hw1, . . . , wni

input: a sequence of words
output: a vector of 
weights over 
wikipedia concepts
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The semantics of text
Word1 word2 word3 word4

0.0

1.0

0.0 1.0

The semantics of a 
text fragment is the 

centroid of the 
semantics of its 

words

Wikipedia 
Concept

Wikipedia 
Concept
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Disambiguation

Mouse
Mouse

0.83
Rodent

0.79

Peripherals

0.67

Screen
Window  
Screen

0.81

Computer  
Screen

0.80

Peripherals

0.65

A mouse 
and a 

Screen

Peripherals

0.66

Computer  
Screen

0.55

Computer

0.45
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Real example
“A group of European-led astronomers has made 
a photograph of what appears to be a planet 
orbiting another star. If so, it would be the first 
confirmed picture of a world beyond our solar 
system.”

ESA planet solar 
system

solar 
system

planetary 
orbit

extrasolar 
planet
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Using ESA
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Concept-based text processing 
with Explicit Semantic Analysis (our group)

❖ Compu&ng	seman&c	relatedness	of	words	and	texts
    [Gabrilovich & Markovitch - IJCAI 2007, JAIR 2009]

❖ ESA is used to represent words and texts in the space of Wikipedia concepts

❖ Text	categoriza&on: assigning category labels to documents
    [Gabrilovich & Markovitch - IJCAI 2005, JMLR 2007, JAIR 2009]

❖ ESA is used for feature generation (top concepts)

❖ Informa&on	retrieval: find documents relevant to a query
     [Egozi, Gabrilovich, Markovitch AAAI 2008, TOIS 2012]

❖ ESA is used for measuring the distance between queries and documents

❖ Word	sense	disambigua&on: identify the right word sense
     [Raviv & Markovitch AAAI 2012]

❖ ESA is used for measuring the distance between contexts and meanings
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Using the ESA for Computing Semantic 
Relatedness (semantic distance)

Assemble impressive 
presentations using Apple-
designed themes or open 

existing Microsoft 
PowerPoint files.

Choose a font 
smoothing style from 

the pop-up menu at the 
bottom. Depending on 
the type of display you 

have, 
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Why computing semantic distance?

Clustering

Categorization

Filtering

Search
Semantic distance is an 

atomic operator in 
many NLP tasks
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Computing semantic relatedness between words
Word 1

Wikipedia 
Concept

Wikipedia 
Concept

0.0

1.0

0.0 1.0

Word 2
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Cat 
Cat

0.95
Panthera

0.92

Tom &  
Jerry

0.67

Leopard 
Cat

0.52
Panthera

0.84

Mac OS X 
v 10.5

0.61

Words are strongly related if 
they share highly weighted 

concepts
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Word1 word2 word3 word4

Wikipedia 
Concept

Wikipedia 
Concept

0.0

1.0

0.0 1.0

Word5 word6

Computing 
semantic 

relatedness 
between text 

fragments
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I need a 
mouse and a 

screen

I need a 
curtain and a 

screen

A web site of a home 
improvement store

A web site of a computer store
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Algorithm Correlation with 
human 

Wordnet-based (Jarmaz, 2003) 0.33-0.35

Roget’s Thesaurus (Jarmasz, 2003) 0.55

LSA (Finkelstein et al., 2002a) 0.56

Wikirelate (Strube & Ponzetto, 2006) 0.19-0.48

ESA-ODP 0.65

ESA-Wikipedia (11-11-05) 0.74

ESA-Wikipedia (26-3-06) 0.75

Evaluation on word-relatedness
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Evaluation on text-relatedness
Algorithm Correlation with 

human 

Bag of words (Lee et. al., 2005) 0.1-0.5

LSA (Lee et. al., 2005) 0.6

ESA-ODP 0.69

ESA-Wikipedia (11-11-05) 0.71

ESA-Wikipedia (26-3-06) 0.72
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Using ESA for Text Categorization
Assemble impressive 

presentations using Apple-

designed themes or open 

existing Microsoft PowerPoint 

files.

?+ -
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The induction process

Induction 
Algorithm

Feature 
Extractor

Labeled 
Feature 
Vectors

Feature 
Functions

Classifier

Unlabeled Object Unlabeled Feature Vector

Learning

Performance

Labeled Objects
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Text Categorization

Induction 
Algorithm

Feature 
Extractor

Labeled 
Feature 
Vectors

Bag of 
Words

Classifier

Unlabeled Feature Vector

Learning

Performance

Labeled Documents
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Induction 
Algorithm

Feature 
Extractor

Labeled 
Feature 
Vectors

Bag of 
Words

Classifier

Unlabeled Text Unlabeled Feature Vector +

-

Learning

Performance

ESA as a 
Feature 

Generator

Wikipedia 
Concepts

+
-+ -
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Enriched 
Examples
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21578

Reuters Corpus 
Volume 1 (RCV1)

OHSUMED

Short documentsFull documents

20 Newsgroups
Movie Reviews
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Tasks (other groups)
• Cross-language information retrieval
• Query-intent prediction
• Cross-language plagiarism detection
• Event-driven ad placement
• News recommendation
• Query session detection
• Dataless classification
• Automatic image tagging
• Link discovery
• Social-media driven image retrieval
• Blog analysis
• Humanoid robot conversation
• Measuring descriptiveness of web comments
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Additional applications of ESA (by other research groups)

❖ Information retrieval

❖ Query-intent prediction [Hu et al. ’09]

❖ Query expansion [Luo et al. ‘12]

❖ Query session detection [Hagen et al. ’11]

❖ Search mission detection [Hagen et al. ‘13]

❖ Document indexing [Janusz et al. ’12]

❖ Semantic search on the linked data web [Freitas et al. ‘12]

❖ Clustering of scientific articles [Szczuka & Janusz ’13]

❖ Named entity disambiguation [Fernandez et al. ‘11]

❖ Author disambiguation [Kang ’12]

❖ Semantic indexing [Swieboda et al 2014]

❖ An Arabic Question Answering System for the Holy Quran [Abdelnasser et. al. 2014]
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Additional applications of ESA (by other research groups)

❖ Natural language processing

❖ Document summarization [Zhou et al. ‘10]

❖ Textual entailment [Zesch et al. ’13]

❖ Multi-domain language model adaptation [Kilgour et al. ’11]

❖ Opinion mining [Ma & Wan ‘08]

❖ Machine translation [Matsuno & Ishida ‘12]

❖ Question answering [Walter et al. ’12]

❖ Automatic answer-quality evaluation [Peleg et. al. 2016]

❖ Question answering system over linked data [Park et. al. ’14]

❖ Non-Factoid question answering [Yang et. al. 2016]

❖ Keyword Question Answering [Han et. al. ’15]

❖ Ontology translation [Asooja et al. ’12]

❖ Sentiment classification [Negi & Rosner ‘13]

❖ Named entity disambiguation [Fernandez et al. ‘11]

❖ Author disambiguation [Kang ’12]

❖ Semantic tagging [Janusz et al ’14]
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Additional applications of ESA (cont’d)
❖ Multimedia applications

❖ Recommendation of web resources [Scholl et al. ’10]

❖ Social-media driven image retrieval [Popescu & Grefenstette ’11]

❖ Automatic image tagging [Leong et al. ’10]

❖ Matching texts and images  (recommending text advertisements) [Zhang et 
al. ’12]

❖ Recommending Missing Symbols [Voros et al 2014]

❖ Music genre classification  [Aryafar & Shokoufandeh ’11]

❖ Fusion of Text and Audio Semantic Representations [Aryafar and 
Shokoufandeh ’15]
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Additional applications of ESA (cont’d)
❖ Recommendation systems

❖ News recommendation [Son et al. ‘13]

❖ Tweet recommendation [Lu, Lam & Zhang ‘12]

❖ Recommending learning resources [Schmidt et al. ’11]

❖ User modeling

❖ Personalized TV guide [Musto et al. ‘12]

❖ Enriching user profiles [Narducci et al. ’11]
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Additional applications of ESA (cont’d)

❖ Healthcare

❖ Labeling fire and rescue incidents with threats [Krasuski & Janusz ‘13]

❖ Identifying verbal impairments [Gaspers et al. ’12]

❖ Computing Semantic Relatedness of Biomedical Text [Jaiswal & 
Bhargava 2014]

❖ Software engineering

❖ Traceability link recovery [Mahmoud, Niu & Xu ‘12]

❖ Knowledge driven query sharding in databases [Krasuski & Szczuka ‘12]

❖ Web service discovery [Metke-Jimenez et al. ‘11]
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Additional applications of ESA (cont’d)

❖ Multi-lingual applications

❖ Cross-language information retrieval [Potthast et al., 
’08; Sorg & Cimiano ’08]

❖ Cross-language plagiarism detection [Potthast et al. 
’11]

❖ A Multilingual and Cross-lingual Text Analytics 
Toolkit [Zhang & Rettinger 2014]
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Additional applications of ESA (cont’d)

❖ Other applications

❖ Humanoid robot conversation [Kraft et al. ‘10]

❖ Career guidance based on semantic relatedness 
[Gurevych et al. ’07]

❖ Dataless classification [Chang et al. ’08, Song & Roth 
‘14]

❖ Link discovery [Hoffart et al. ‘09; Knoth et al. ‘11]
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Cross-Language IR
❖ It is important to understand the following:

❖ ESA concepts are language-independent.  They are actually  
represented by meaningless ID

❖ The only component that is language-dependent is the 
interpreter

❖ For each language, we need the articles’ text in that language 
to build the language-specific interpreter

❖ The output of all the interpreters will be in the same space - 
space of concepts (IDs)
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6744251

These are texts in 
different languages 
associated with the 

concept 6744251

It is very likely that 
a document talking 
about Apple Inc. in 

any of these 
languages will be 

mapped to concept 
6744251
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Cross-Language IR

Query in 
Language A

ESA - Language A

Document in 
Language B

ESA - Language B
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Extensions and modifications of ESA

❖ Using multiple knowledge resources (+ Wiktionary, WordNet, GermaNet) [Szarvas 
et al. ’11]

❖ Temporal	Seman,c	Analysis	[Radinsky	et	al.	’11]
❖ Compact Hierarchical ESA [Liberman & Markovitch ’09]
❖ Explicit	Localized	Seman,c	Analysis	[Son	et	al.	’13]
❖ Self-adaptive (context aware) ESA [Wang et al. ’08]
❖ Wikipedia-based kernels for text categorization [Minier et al. ‘07]
❖ Stratified ESA, Thematically Reinforced ESA [Haralambous & Klyuev ’12, ‘14]
❖ Music	genre	classifica,on		[Aryafar	&	Shokoufandeh	‘11]
❖ Econo-ESA	[Rahutomo	&	Aritsugi	’14]	
❖ Thema,cally	Reinforced	Explicit	Seman,c	Analysis	[	Haralambous	&	Klyuev,	2014]	
❖ Sense-aware	ESA	[Wu	&	Giles	2015]
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Compact Hierarchical ESA

Wikipedia-based Compact Hierarchical Semantics

Vodka Brandy
1 Vodka Brandy

2 Absolut Vodka Albrecht Brandi

3 Smirno� George Brandis

4 SKYY vodka Kristina Brandi

5 Bloody Mary (cocktail) Brandy (entertainer)

6 Gin (Case Closed) Brandi Chastain

7 Mixed drink shooters and drink shots Jonathan Brandis

8 Vodka Belt Brandy & Mr. Whiskers

9 Grey Goose (vodka) Brandi Carlile

10 Beer cocktail Tom Brandi

Table 5: The top 10 ESA-generated concepts for the words vodka and brandy

Car Automobile
1 Polish car number plates Automotive industry

2 Concept car Automobile

3 Sports car Federation Internationale de l’Automobile

4 Armored car Automotive design

5 Greek car number plates American Automobile Association

6 Executive car California Automobile Association Build-
ing

7 City car Monte Carlo Rally

8 Compact car Automobile Club de l’Ouest

9 Full-size car Car accident

10 Car bomb Automobile Magazine

Table 6: The top 10 ESA-generated concepts for the words car and automobile
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ESA representation for “vodka” and “Brandy” 
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Liberman and Markovitch

























(a) Compact representation of
vodka

























(b) Compact representation of
brandy

Figure 13: Comparison of the compact top-down CHESA representations of the words vodka
and brandy

tomobile are considered synonyms17, their CHESA representations do di�er. For the
word car, the concepts related to sports are prominent, while the word automobile is
represented exclusively with concepts related to technology. These di�erences reflect
di�erences in usage: the word automobile is used less in the context of sports and car
racing.

Table 6 shows the top 10 concepts generated by ESA for both words. We see that
ESA generates overly-specific and redundant concepts for the two words. For example,
among the top 10 concepts generated for car, 7 refer to di�erent car types and 2 refer
to types of car number plates. It is thus unable to capture the relations between them.

4. Smile vs. Chord
The aforementioned examples stress the importance of generalization when represen-
tations are compact. As ESA is unable to generalize, salient semantic relations are
often missed. Nevertheless, in some cases, generalization may lead to unexpected re-
sults. Figure 15 shows the top-down, size 10 representations for the words smile and

17. http://thesaurus.reference.com/browse/car
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CHESA 
representation 

for “vodka” 
and “Brandy” 
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Temporal Semantic Analysis

  Word1   Word1
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Sense-aware ESA
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Using Other Ontologies

❖ We used the Open Directory Project

❖ Other groups used various domain-specific ontologies, 
for domains such as biomedical IR or Quran QA
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Top:Computers:Artificial Intelligence:Machine Learning
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Enriching the hierarchy by web crawling
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Enriched hierarchy
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Society/Issues/Government Operations

Society/Politics

Society/Issues/Warfare and Conflict/Specific Conflicts/Iraq,

Science/Technology/ Military Science

Society/Issues/Warfare and Conflict/Weapons

Society/History/By Region/North America/United States/Presidents/Bush, George Walker

Society/Politics/ConservatismSociety/Politics/Conservatism

 Rumsfeld appeared with Gen. Richard Myers,“
”.chairman of the Joint Chiefs of Staff
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  On a night when Dirk Nowitzki (34 points), Jerry Stackhouse (29), Josh“
 Howard (19) and Jason Terry (17) all came up big, he couldn’t match their
”.offensive contributions

 The power of context - the text itself does not mention
 sports or the name of the team.  The names of the
 players mentioned in the context occur often in the
 Web sites cataloged under this concept, including
www.nba.com/mavericks,
 dallasbasketball.com 
sports.yahoo.com/nba/teams/dal 

Sports/Basketball/Professional/NBA/Dallas_Mavericks
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http://www.nba.com/mavericks
http://dallasbasketball.com


Summary

❖ Exogenous knowledge is crucial for text understanding

❖ Can be derived from collaboratively generated 
content

❖ ESA is a novel method for representing text meaning 
with Wikipedia-based semantics

❖ Numerous studies have shown that concept-based 
representation benefits a large variety of tasks
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