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Abstract

This paper extends the formalism of prioritized synchronous
composition (PSC), proposed by Heymann for modeling in-
teraction (and control) of discrete event systems, to per-
mit system interaction with their environment via interface
masks. This leads to the notion of masked prioritized syn-
chronous composition (MPSC), which we formally define. We
show that MPSC can alternatively be computed by “unmask-
ing” the PSC of “masked” systems, thereby establishing a
link between MPSC and PSC. We next show that MPSC is
associative and thus suitable for modeling and analysis of su-
pervisory control of discrete event systems. Finally, we use
MPSC of a discrete event plant and a supervisor for control-
ling the plant behavior and show (constructively) that con-
trollability together with normality of the given specification
serve as conditions for the existence of a supervisor.

1 Introduction

Supervisory control of discrete event systems (DES’s)
has been studied using prioritized synchronous composition
(PSC) [3]in [4,9, 7, 8, 1, 2]. In PSC, each system component
possesses an event priority set specifying the set of events
whose execution in the environment requires its participa-
tion. The formalism of PSC, models the interaction between
discrete event plants and supervisors quite effectively when
all the events are completely observable at their interface. In
this setting the priority set of the plant includes the events
that are uncontrollable (such as sensor and failure events) and
controllable (such as actuator events), whereas that of the su-
pervisor includes the events that are controllable and driven
(such as command events). Thus the controllable events are
in the priority sets of both the plant and supervisor, and
can be blocked by either of them, whereas the uncontrollable
(resp. driven) events can only be blocked by the plant (resp.
supervisor).

In many situations, systems interact via interfaces. For
example in an elevator system when a user requests an eleva-
tor, one of the elevators responds to the request. An internal
logic decides which elevator should respond, but this informa-
tion is masked from the user. Similarly, in a pumping station
consisting of several pumps, a command to start a pump may
be nonspecific, and the decision which pump to start may be
resolved by an internal logic that is masked from the agent
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issuing the command. These examples illustrate that certain
events of the system may be masked at the system interface
from the control perspective. Similarly, events may also be
masked from the observation perspective. For example, dif-
ferent kinds of failure events may be reported to the environ-
ment as the same type of failure; thus masking the difference
between the failure events from the environment. In fact we
can view unobservable events as those that are masked to be
indistinguishable from “silent” events. Thus it is sensible to
generalize the netion of PSC of systems (in which the in-
terface mask is the identity function) to describe prioritized
synchronization of systems interacting through non-identity
interface masks.

An effort to generalize PSC in such a direction was first
presented in [10], and the generalization was called masked
composition (MC). In MC, each system was associated with
two types of mask functions: a control mask that identified
events “from the control perspective”, and an observation
mask that identified events “from the observation perspec-
tive”. One of the limitations of this formalism is the difficulty
to model] with it a wide range of realistic physical systems and
their interaction.

In the present paper we introduce a very intuitive general-
ization of PSC, which we call masked prioritized synchronous
composition (MPSC). MPSC retains the basic concept of PSC
in that each system has its own event priority set, i.e., the
set of events in which it must participate in order for them to
occur in the composition. The new concept that we add here
to generalize PSC, is that each system is allowed to interact
with its environment via interfaces that are modeled as event
mask functions.

Since a system may have multiple interfaces, the mask
functions are not unique to the system, but rather to the
particular interface of the system. When two or more systems
interact via a common interface, they use their respective
mask functions to map their respective “internal” events to
the “external” or interface events. Since internal events of a
system that are masked to a common external event interact
with the environment indistinguishably, it is necessary that
a mask function respect the priority partition of the events,
i.e., two events can be masked to a common external event
if and only if they are either both or none in the priority set
of the system. (Otherwise an event in the environment could
synchronize with both a priority event and a non-priority
event, leading to ambiguity with respect to the requirement
for system participation in the synchronous execution.)

2 Notation and Preliminaries

Given an event set 2, we let £* denote the set of all finite-
length sequences of events from ¥, called traces, including
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the trace of zero length, denoted €. A subset of * is called
a language. Given trace s € X*, we let |s| denote its length.
For a language H C ¥*, the prefiz-closure of H, denoted
pr(H), is the set of all prefixes of traces from H. H is called
prefiz-closed if H = pr(H).

Nondeterministic state machines (NSM’s) are used to
model discrete event systems. A NSM P is a five tuple:
P :=(Xp,Xp,0p,z%, XT), where Xp is its set of states, Lp
is its set of events, dp : Xp x (Zp U {€}) — 2%7 is its tran-
sition function, % € Xp is its initial state, and X% C Xp
is its set of marked, or final, states. P is called determin-
istic if |dp(z,0)| < 1 for all x € Xp and ¢ € Tp, and
|8p(z,€)] =0. A triple (z,0,2') € Xp x (EpU {e}) x Xp is
called a transition if ' € ép(z,0); If o = ¢, the transition is
called silent or an e-transition. The generated and the marked
languages of P are denoted L(P) and L,,(P), respectively.
Given an interface mask M : ¥p — X from the internal
events L p to external interface events X, the “masked” NSM
M(P) = (Xp,E,&M(p),x‘},,X}!‘) is obtained by replacing
each transition (z,0,2') of P by the transition (z, M (g (2

When two systems P and () interact via prioritize syn-
chronization, their interface events are the same as their own
internal events since in PSC the interface masks of both P
and @ is the identity function, i.e,, £p = Xg := X. Let-
ting A, B C ¥ denote the event prlonty sets of P and Q
respectlvely, their PSC, denoted P 4ljp @, is the NSM de-

finedas P 4|lp Q := (X ¥,6,2%, X™), where X 1= Xpx Xg,
0= (x?a,mOQ), X™ = XP x X7, and the transition func-

tion 6 : X x TU {e} — 2% is defined as:

Vi = (zp,2q) € X,0 € Bt

6P ($P’ U)XJQ(xlh 0’) if ‘SP(a:P’U) ¢ 016Q(wq70) # 0
8(x,0):= dp(zp, 0)x{zq} if §p(xp,0) # @75Q($q7 o)=00¢B
10)= if 6g(wq, o) # 0,8p(xp,0) =D,0 € A

{zp}xdQ (x4, 0)
? otherwise,

8z, €):={0p(zp, ){zp}] U [{zp}xdg (g, €)]-

The event priority set of P 4| @ is given by AU B.

Thus, if an event is executable in both systems, then it
occurs synchronously with the participation of both the sys-
tems. Otherwise if it is executable in only one of the systems,
and the other system cannot block it (it is not in the event
priority set of the other system), then it occurs without the
participation of the other system. Finally, the composition
can execute e-transitions asynchronously. In the special case
when the event priority sets of both systems are the entire
event set X, then in their composition each event can only
occur synchronously, resulting in the reduction of the PSC to
the strict synchronous composition (SSC).

We recall the conditions of controllability and normality
of discrete event systems which we shall need later. Given
an event set ¥, a prefix-closed language H C X¥*, a set
of events £ C %, and a mask function M defined over T,
a language K C H is said to be (H, $)-controllable [6] 1f
pr(K)ENH C pr(K), and it is said to be (H, M)-normal [6] if

M~'M(pr(K))NH C pr(K). We further recall that control-
lability (resp. normality) is preserved under language union.
Consequently, the supremal controllable (resp. the supremal
normal) sublanguage of a given language exists. Similarly,
controllability (resp. normality) of prefix-closed languages
is preserved under language intersection, whence the infimal
prefix-closed and controllable (resp. the infimal prefix-closed
and normal) superlanguage of any given language exists.

3 Masked Prioritized Synchronization

In this section we formalize the notion of masked priori-
tized synchronous composition (MPSC) of two systems as dis-
cussed in the introduction. Two systems, modeled as NSM’s
P and @, are connected as shown in Figure 1. P and Q

Interface event set, L,
System P Mask, M, Mask, M System, Q
Event set, Z,, ] Event set, L,

Figure 1: P and @ interacting via a common interface

evolve over their “internal” events £ p and X respectively,
and their event priority sets are A C ¥p and B C g respec-
tively. The systems interact via a common interface consist-
ing of the interface (or “external”) events ¥;. The interface
mask of P is given by Mp : ¥p — ¥y, and that of @ is
given by Mg : £g — ;. The composed system is denoted
by P 4B @, where the two interface masks Mp and Mg are
not explicitly included in the notation (to keep the notation
simple).
The interface masks respect the event priority-partition
consistency condition, that is,
Vo,0' € Bp: [Mp(o) = Mp(d') £ €] = [0 € A o o' € 4).

A similar condition is satisfied by the interface mask Mg.
Interface masks that respect the event priority-partition con-
sistency condition are called priority consistent masks.

Example 1 Consider for example a pumping station G con-
gisting of two identical pumps P, and P; and a synchronizer
R sharing a common interface, as shown in Figure 2. The

Purnping Station, G

(5 1\
%
Interface ——
Id

(D) D
Caaat >0
Pump 1, P Pump 2, Py

Synchronizer, R

Controlling Station, S

1d = Identity mask function

Figure 2: Interacting pumping and controlling stations

event set of pump ¢ consists of {a;,b;, fi,7:}, representing
start, stop, fail, and repair respectively, and that of the syn-
chronizer consists of {a1,a2}. The synchronizer assures that
the two pumps are started alternately, and the first pump
is started initially. The priority set of pump 7 consists of
{ai, b;, fi}, and that of the synchronizer consists of {a1,a2}.
Also the three systems interact with each other via the iden-
tity interface mask. So the MPSC of the three systems is
equivalent to their PSC, and can be obtained using the defi-
nition of PSC. The event priority set of the pumping station
G is given by the union of the event priority sets of its three
subsystems.
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The pumping station G interacts with a controlling sta-
tion S at a different interface and offers a start, and a stop
button, and a fail indicator at this interface. The controlling
station can start (event a), stop (event 4), or issue a repair
command (event r) whenever a fail (event f) is indicated.
The priority set of the controlling station consists of {a,b,r},
and its interface mask is the identity function. The interface
mask M¢ of the pumping station identifies a;’s to a, b;’s to
b, fi’s to f, and r;’s to r, at the interface with the control-
ling station. Clearly, M¢ is priority consistent. Since a;’s
and b;’s are priority events of G, and are masked to a and b
respectively, which are priority events of S, a;’s and b;’s are
controllable events. However, they are only partially control-
labie since both a;’s (resp. b;’s) are enabled in G when a
(resp. b) is enabled in S. On the other hand, fi’s are uncon-
trollable events since they are in the priority set of G, and
are masked to f which is a non-priority event of S. Similarly,
r;’s are the driven events since they are non-priority events
of G, and are masked to r which is a priority event of S.

Definition 1 Consider systems P and () interacting via a
common interface with events ¥; as shown in Figure 1,
their respective event priority sets A and B, and their re-
spective priority consistent interface masks Mp and Mg.
Then the masked prioritized composition of P and Q is given
by P als Q := (X,%,4,2% X™), where X = Xp x Xg,
%= [EpxTQJUEpUEg, 20 = (2B,2Q), X™ = XPx X2,
and 6 : X x (3 U {€}) - 2X is defined as follows:

Va = (25,74) € X,0 = (0p,04) € Tp X Eqﬁ

9P (%p, 0p)x6Q(2q,0¢) if Mp(op) = Mg(og) # ¢,
Mz, 0):= 6p(Tp,0p),0q(q,04) # 0
(] otherwise

[0 (wq, MalMP(Up))7 MalMp(ap) NB =19

6p(@p, op)x{xq} if dp(2p,0p) # 0, and [[Mp(op) = €]V
5z, 0p):=

] . otherwise

3. V(z,04,7') € X x Bg x X, replace it by (z, Mo(0,),s")

Thus the behavior observed at the interface consists of only
the external events 3;.

Similarly, the behavior of the MPSC of P and Q pro-
Jected to the events of P, denoted (P 45 Q)1Xp, can be
obtained by “erasing” each Tg-event label from all transi-
tions of P 4]p Q as follows:

1. ¥(z,(0p,04),2') € X x (Zp x Lg) x X, replace it by
(z,0p,2")

2. ¥(z,0,4,7") € X x Eg x X, replace it by (z,¢€,2')

It is easily seen that the generated (resp. marked) language of
(P 4l @)1Ep is contained in the generated (resp. marked)
language of P. Thus MPSC of P with Q restricts the be-
havior of P. This fact can be used to employ MPSC as a
mechanism of control. :

Example 2 The MPSC of the pumping station G and the
controlling station S of Example 1 is shown in Figure 3. In

Figure 3: MPSC of pumping and controlling stations

each state number of the composition, the first index denotes

167 (29, M7 Mg(0g)), M5 Mo (eq) 1 A = Wthe state of the synchronizer, the second that of the pump

{zp Ix0q (zq,04) if 8 (2q,04) # B, and [[Mg(oq) = €]V
8{z,0q):=

otherwise
8(z, €):= [0p (zp, )x{zp ) U [{#p} X8 (x4, €)].

The event priority set of P 4]p Q is given by
A®B:=[AxIg]U[Zp x BJUAUB.

Intuitively, P and @ interact by either executing syn-
chronously events ¢, and oy, respectively, whenever these
are executable in the respective states and are masked to
a common interface event that is observable at the interface
or, alternatively, they execute individual events (without par-
ticipation of the other system) whenever the event is either
unobservable at the interface, or no corresponding event of
the other system (with respect to interface identity) is exe-
cutable at the current state and the event cannot be blocked
by the other system (in the sense of PSC). An e-transition
can, of course, occur asynchronously in the composition.

Remark 1 The “external” behavior of the MPSC of P and

@ observed at the interface, denoted (P a]p Q)1%;, can be

obtained by replacing each transition of P alB @ as follows:

L ¥Y(z,(0p,04),2") € X x (Zp x £g) x X, replace it by
(:L‘, MP(UP)!:C,) = (.’L’, MQ(GQ)’ IL")

2. V(z,05,2') € X X Zp x X, replace it by (z,Mp(o,),z")

1, the third that of the pump 2, and the fourth that of the
controlling station. Each transition is labeled by a pair of
symbols—the first (resp. second) is the event label of the
corresponding transition in G (resp. S).

In the initial state (1111), a; is enabled in R and Py, as
in Py, and ¢ in §. Since a is in the priority set of R and
Py, and it is masked to a which is in the priority set S, a;
synchronizes with a causing a transition to the state (2212).
On the other hand, since a is in the priority set of R also,
which refuses it in its initial state, as is initially blocked in
the composition. Similar analysis can be used to derive the
entire NSM of the composed system as depicted in Figure 3.

Next we show that the MPSC of two systems can alterna-
tively be obtained by first “masking” the individual systems,
next computing their PSC, and finally relabeling the tran-
sitions by “unmasking” them as described in the following
algorithm.

Algorithm 1 Consider systems P and Q interacting via a
common interface with events X as shown in Figure 1, their
respective event priority sets A and B, and their respective
priority consistent interface masks Mp and Mg. Then their
MPSC P 4]p Q = (X,%,6,2% X™) can be obtained as fol-
lows:
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1. Compute the “masked” NSM’s Mp(P) and Mq(Q),
and masked event priority sets Mp(A4) := Mp(4) —
{e} € 2y and My(B) := Mg(B) - {e} C Z;

2. Compute the PSC Mp(P) 37,,( Az, 5 Mo(Q)

3. Replace each transition
in Mp(P) 37, 4137, 5y Ma(Q) to obtain NSM R as
follows:

(a) Y((zp,zq),0, (25, 2})) € X x Ty x X, replace it by
transitions
i ((Zp,24), (9p, 04), (T, 7)) € X X (EpXEQ) X
X if z, € 0p(zp,0p), T, € dq(zq,04),
Mp(ap) = Mg(oq) = 0.

il. ((zp,2q),0p,(Tp,7g)) € X x Tp x X if
z, € 6p(Tp,0p),%q = Ty, 6q(xq,M51(a)),
Mal(o') NB =0, Mp(op) =0.

iii. ((zp,2q),0q,(2p,75)) € X x g x X if 2, =
x,0p(zp, M5'(0)), M5 (o) NA =0, o} €
0g(zq,04), Mg(oy) = 0.

(b) Y((2p, Tq), €, (25, T,)) € X % {€} x X, replace it by
transitions
i ((xp,24),0p, (x5, 7)) € X x (EpU{e}) x X if
x;, € 0p(zp,0p), Tg = z;,MP(U'p) = €.
ii. ((xmzq)’aq, (2?;,,1!;)) € X x (EQU{C}) x X if

Tp = Tp, Ty € 0Q(T4,09), Mq(og) = €.

Theorem 1 Let P,Q,A,B,Mp,Mg,R be as in Algo-
rithm 1. Then P 4)p @ = R.

We next investigate the associativity of MPSC. It is
known from [4], Theorem 13.4 (see also [7] where a detailed
proof was given) that PSC is associative, i.e., given NSM’s
P,Q, R that evolve over a common event set ¥ along with
their respective priority sets A, B,C C ¥ the following holds:

(P allB @) ausllc R =P allpuc (@ Bllc R).

Thus associativity lets us compute the composition of several
systems by computing it two at a time.

We show that the property of associativity also holds for
MPSC of systems interacting via a common interface. Con-
sider for example three NSM’s P, @, R with respective event
priority set A C Xp, B C Xg,C C X interacting via a com-
mon interface as shown in Figure 4. The interface masks of
P,Q, R are given by Mp, Mg, Mg respectively.

System, P
Event set, Lp

Mask, M,

Interface event set, L,

Mask, M Mask, M

System, Q Systerny R
Event set, X Eventset, Ly

Figure 4: P,Q, R interacting via a common interface

In order to demonstrate associativity of MPSC we show
that MPSC of P,Q, R can be computed by first computing

the MPSC of any of the two systems and next composing
this with the third system. Two ways of achieving this are
shown in Figure 5. In Figure 5(a) composition of P,Q is
first obtained and next this is composed with R, whereas
in Figure 5(b) composition of @, R is first obtained which
is then composed with P. We use the mask function pair

MPSC of P&Q| MPSC of %

Mask, (MM Mssk, MM
—F—— Interface event set, DT
Mask. My Mask, M
) ]
@ ®

Figure 5: Two ways of associating composition of P,Q, R

(Mp, Mg) to denote the mask function of the composition
P alB @, the first (resp. second) component of which applies
to transitions with an event label in Xp (resp. Xg). Note
that whenever a transition in P 4]g @Q is labeled by an event
pair (0p,04) € Tp x Xg we have Mp(0,) = Mg{o,) # ¢,
i.e., both the events are masked to the same interface event
which is observable at the interface. So there is no confusion
of event synchronization when the composed system P 4]z Q
interacts with R.

Theorem 2 Consider systems P, (), R interacting via a com-
mon interface with events Xy, their respective event priority
sets A, B, C, and their respective priority consistent interface
masks MP, MQ, MR. Then

[P alB @] (aeB)lc R = P al(Bec) (@ Blc Rl

4 Supervisory Control

In this section we extend the supervisory control the-
ory to the present setting where a supervisor controls a
discrete event plant by interacting with it at a common
interface via masked prioritized synchronization similar to
that shown in Figure 1. The plant is modeled by a NSM
G = (X¢,%¢, 0G,1%, X %) having event priority set A C T
and priority consistent interface mask Mg : ¥¢ — X, where
¥ s is the set of interface events. Since the supervisor exercises
its control of enabling/disabling events based on its observa-
tion of the event-traces generated by the plant, it is modeled
by a deterministic state machine S := (X5, s, 0s, %, XT*).
The event priority set of the supervisor B C ¥g and its in-
terface mask Mg : ¥g — Xy are given.

It is natural to require that each event of the plant is
either in the priority set of the plant or it is identified via the
interface masks with some event that is in the priority set
of the supervisor, i.e., Mg(Xg — A) C Mg(B) := Ms(B) —
{€¢}. This requirement is consistent with the corresponding
requirement in the setting of PSC that each event of the plant
is either in its own priority set or in the priority set of the
supervisor. This rules out the possibility that a non-priority
event of the plant is identified with no event of the supervisor
or is masked to e. Table 1 summarizes the controllability and
observability property of each event of the plant that results
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from the event priorities and interface masks of the plant and
the supervisor. A similar reasoning is used to obtain Table 2

plant event supervisor event event type

priority priority controllable & observable
priority non-priority uncontrollable & observable
priority no event (epsilon) | uncontrollable & unobservable

driven & observable
non-existent
non-existent

non-priority
non-priority
non-priority

priority
non-priority
no event {epsilon)

Table 1: Properties of plant events

summarizing the properties of the events of the supervisor.

supervisor event | plant event event type

priority priority controliable & observable
priority non-priority driven & observable
priority no event (epsilon) | non-existent

uncontrollable & observable
non-existent
non-existent

priority
non-priority
no event {epsilon)

non-priority
non-priority
non-priority

Table 2: Properties of supervisor events

The control objective is given by a specification K C X%,
describing the permitted event sequences of the controlled
plant (G als S)1Ta. The control task is to design a deter-
ministic supervisor S such that the controlled plant behavior
satisfies the specification.

Example 3 Consider the pumping station G and interface
Mg of Example 1 as the uncontrolled plant. The control task
is to design a controlling station S that restricts the plant to
operate so that at most one pump is running at any given
time. This desired specification is shown in Figure 6. The

TimL g-{ay, 8 by, by}
2 at

{13 {1}

by b
Figure 6: Design specification for the pumping station

event priority set and the interface mask function of a con-
trolling station to be designed enforcing such a specification
are as given in Example 2.

We are interested in obtaining a necessary and sufficient
condition for the existence of a supervisor for the supervi-
sory control problem described above. Define the set of un-
controllable events X, = A — M;'Mg(B) to be the pri-
ority events of the plant that are not identified with any
priority events of the supervisor. Note that X, includes
any priority events of the plant that are unobservable un-
der Mqa. We show that (L(G), 3, )-controllability together
with (L(G), Mg)-normality of the desired behavior K, serves
as a necessary and sufficient condition for the existence of
a supervisor. We first state two preliminary results about
controllability and normality.

Let K¥+M¢ denote the infimal prefix-closed (Z%,X4)-
controllable and (X}, Mg)-normal superlanguage of K. Then
the first lemma states that K=+Me N L(G) equals the infimal
prefix-closed (L(G), £, )-controllable and (L{G), M )-normal
superlanguage of K.

Lemma 1 Consider plant G, language K C L(G), set of un-
controllable events ¥,, C XL, and interface mask Mq. Then
K¥Me v [(G) = pr(K) if and only if K is (L(GQ), Ty)-
controllable and (L(G), M¢)-normal.

The next lemma provides an alternate characterization of
(5%, M¢g)-normality.

Lemma 2 Consider K C X7, and a mask Mg. Then the
following are equivalent:

1. K is (X%, Mg)-normal.

2. Vs,s',t € B : [st € pr(K),Mg(s) = Mg(s")] = [s't €
pr(K)].

3. Yu,v € £,0,0" € (BgU{e}) : [uov € pr(K), Mg(o) =
Mg(d')] = [uc'v € pr(K))].

Remark 2 Let S be a trim deterministic state machine that
accepts a (I, Mg)-normal language K C X. Then it fol-
lows from the third assertion of Lemma 2 that S can be cho-
sen such that transitions on a pair of indistinguishable events
(under M¢) from any state whenever defined have the same
successor state, and transitions on unobservable events (un-
der M) from any state whenever defined are self-loops.

Theorem 3 Consider a plant G with priority set A C T
and priority consistent interface mask Mg Yo = Xf
such that € § Me(Xg — A). Let K C L{G) be a prefix-
closed nonempty desired language, £ be the event set of
the supervisor, B C Xg its event priority set, and Mg :
¥s — X its priority consistent interface mask such that
B D M3;'Mg(Zg ~ A). Then there exists a deterministic
supervisor S such that L((G a]p S)tEg) = K if and only if
K is (L(G), L,)-controllable and (L(G), Mg)-normal, where
By 1= A - Mz (Ms(B) - {€}).

Remark 3 Theorem 3 provides a necessary and sufficient
condition for the existence of a deterministic supervisor in
terms of the familiar conditions of controllability and nor-
mality. The existing tests for controllability and normality,
which are of polynomial complexity, can thus be applied to
verify the existence of a supervisor (see for example [6, Sec-
tions 3.2.3, 4.2.3)).

The proof of Theorem 3 (omitted here for brevity) is
constructive, and provides a technique to obtain a super-
visor whenever one exists: First obtain a minimal deter-
ministic state machine S that generates K=+M¢  where
Ty = A — M5Z'(Ms(B) - {€}); and next replace each ob-
servable event label o, € L of any transition in S by an
event label 0, € ¥g such that Ms(o,) = Mg(oy) # €, and
delete all transitions of S on unobservable events.

In case the specification language does not satisfy ei-
ther controllability or normality condition, a mazimally per-
missive supervisor can be obtained by replacing the speci-
fication language by its supremal prefix-closed (L(G), X,)-
controllable and (L{G), M¢)-normal sublanguage, which can
be computed using the existing algorithms (see for example
[6, Section 4.2.2]).

2956



Example 4 We now return to Example 3 where a speci-
fication for the pumping station G was formulated. This
specification, shown in Figure 6, when intersected with the
generated language of the pumping station imposes the lan-
guage K C L(G) as shown in Figure 7. In this figure each

Figure 7: Specification K C L(G) for pumping station G

state has four components, the first component denotes the
state of the synchronizer (Figure 2), the second that of the
pump 1 (Figure 2), the third that of the pump 2 (Figure 2),
and the last that of the specification (Figure 6). '

Since K 1is prefix-closed and nonempty, from Theo-
rem 3 there exists a deterministic supervisor S such that
L((G Al S)1Ze) = K if and only if K is (L(G),X,)-
controllable and (L(G), Mz)-normal. In this case X, =
{f1, fo} and M identifies a;’s to a, b;’s to b, fi’s to f, and
r;’s to r. We use Lemma, 1 to verify (L(G), X, )-controllability
and (L(G), Mg)-normality of K. The generator for K==Mo
is shown in Figure 8(a). Then it is easy to see that the syn-

(@) b

Figure 8: Generator for K=+Me and supervisor S

chronous composition of this with G yields the same state
machine as the generator for K shown in Figure 7. This es-
tablishes that K is (L(G), £,)-controllable and (L(G), Mg)-
normal.

Using the procedure outlined in Remark 3 we arrive at the
supervisor shown in Figure 8(b) that enforces K as the pro-
jected behavior on the event set X of the composed system
G ale S.

5 Conclusion

In this paper we introduced the notion of masked priori-
tized synchronous composition {MPSC), to model the mech-
anism of interaction of discrete event systems that interact

with the environment through interfaces. This is particu-
larly useful in supervisory control where the limited control
and observation capabilities of a supervisor are captured in
the ezternal interconnection mechanism of MPSC rather than
the internal state logic of the supervisor.

We established a link between MPSC and PSC by showing
that MPSC of two systems can be computed using PSC, by
applying a “pre-masking” and a “post-unmasking” operation.
We also showed that whenever three or more systems interact
at a common interface, their MPSC possesses the desired
property of associativity. ‘

We studied the problem of obtaining a supervisor that
controls a given discrete event plant by the MPSC based in-
teraction, so that the behavior of the composed system, when
projected on the events of the plant, equals a given specifica-
tion language. The familiar conditions of controllability and
normality were found to be necessary and sufficient for the
existence of a supervisor.
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