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(57) ABSTRACT

A 3D scanning device comprises: a digital light encoding
unit comprising a digital micromirror device for encoding a
rapidly changing shape signal onto a light beam directed to
an object, a shape of said signal being selected such that
distortions thereof by a contoured object reveal three-di-
mensional information of said contour; a detector synchro-
nized with said digital light processing unit for detecting
reflections of said light beam from said object, and a decoder
for determining a 3D shape of said object from distortions of
said signal in said detected reflections.
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THREE-DIMENSIONAL VIDEO SCANNER

FIELD AND BACKGROUND OF THE
INVENTION

[0001] The present invention relates to a method and
apparatus for three dimensional video sampling or scanning
and, more particularly, but not exclusively to a method or
apparatus for obtaining scanning data in real time.

[0002] There are many ways to scan the 3D shape of
objects, and some of these methods have been in use for
many years. One such method is to obtain shape information
from shading, but this requires prior knowledge of how the
object is lit. A method that has been in use for many years
is shape from stereo, which involves using two cameras to
photograph an object. A further method is to obtain the shape
from photometric stereo. Photometric stereo uses successive
images taken from the same camera position but under
different lighting conditions.

[0003] A further technique is illustrated in appended
FIGS. 1a) and 15) and obtains shape from structured light.
Briefly the technique involves constructing a surface model
of an object based on projecting a sequence of well defined
light patterns onto the object. For every pattern an image of
the scene or object is taken. This image, together with the
knowledge about the pattern and its relative position to the
camera are used to calculate the coordinates of points
belonging to the surface of the object.

[0004] There are several variants of the Shape from Struc-
tured Light technique. That illustrated in FIG. 1 involves
projecting a plane onto an object 10 using laser light 12
(FIG. 1a). The image of such a scene is controlled to contain
only the line 12 which represents the intersection of the
object and the laser plane. Such an image is shown in FIG.
15).

[0005] In order to reconstruct the entire object 10 the laser
plane has to be projected onto different parts of the object,
and this may be achieved by either moving the laser or
moving the object. In one approach, multiple views of the
object are obtained by rotating the object on the turntable. It
is clear that the approach is not suitable for real time
operation.

[0006] Another approach currently being used is known as
shape from coded light. Referring now to FIG. 2, and the
system involves projecting rapidly changing patterns from a
projector 14 onto the object and then noting which patterns
arrive at which pixels in a detecting camera 16. Pixels at
which earlier projected patterns arrive can be assumed to be
located deeper than pixels at which later projected patterns
arrive. A processor unit 17 carries out the depth pattern
decoding, allowing output 18 to display an image with 3D
information.

[0007] An example of this approach is found in Song
Zhang and Peisen Huang, High Resolution Real Time 3D
Shape Resolution, New York State University, The paper
describes a high-resolution, real-time 3D shape acquisition
system based on structured light techniques. The system
described uses a color pattern whose RGB channels are
coded with either sinusoidal or trapezoidal fringe patterns.
Again with reference to FIG. 2, when projected by a
modified DLP projector, 14, with color filters removed, the
color pattern results in three grayscale patterns projected
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sequentially at a frequency of 240 Hz. A high-speed black
and white CCD camera 16 synchronized with the projector
captures the three images, from which the 3D shape of the
object is reconstructed. A color CCD camera (not shown)
may also be used to capture images for texture mapping.

[0008] The maximum 3D shape acquisition speed is 120
Hz (532'500 pixels), which is high enough for capturing the
3D shapes of moving objects. Two coding methods, sinu-
soidal phase-shifting, and trapezoidal phase-shifting, were
tested. The trapezoidal phase-shifting algorithm is reported
to make real-time 3D reconstruction possible.

[0009] The above-described technique is experimental ,
however, laser scanners that can be found in some commer-
cial products can be classified as part of the structured light
technique.

[0010] In orderto obtain real time 3D sensing, several new
techniques have been recently developed. In addition to the
trapezoidal phase shifting referred to above, the 3D structure
of an object can be computed from the optical recorded
deformation of a single known pattern. However, texture
within the object may cause matching problems and signifi-
cant inaccuracies.

[0011] Another interesting idea is that of 3DV-systems.
There system involves flooding a target with rapid pulses of
light. The pulses are reflected from the target in such a way
that reflections arrive first from parts of the target closest to
the camera. Reflections from more distant parts arrive later.
The system is based on measuring the travel time of a pulse
of light. The 3DV-systems products require very high pre-
cision and are thus very expensive. Furthermore they are
sensitive to textures, albeit less so than with coded light.

[0012] There is thus a widely recognized need for, and it
would be highly advantageous to have, a 3D scanning
system devoid of the above limitations.

SUMMARY OF THE INVENTION

[0013] According to one aspect of the present invention
there is provided a 3D scanning device comprising:

[0014] a digital light encoding unit comprising a digital
micromirror device for encoding a succession of structural
light signals onto a light beam directed to an object, a
structure of the signal being selected such that distortions
thereof by a contoured object reveal three-dimensional
information of the contour;

[0015] a detector synchronized with the digital light pro-
cessing unit for detecting reflections of the light beam from
the object, and

[0016] a decoder for determining a 3D shape of the object
from distortions of the signal in the detected reflections.

[0017] Preferably, the rapidly changing time signal com-
prises binary pattern elements.

[0018] Preferably, the detector comprises a plurality of
pixels, and each pixel is configured to output a binary signal
indicating the detecting reflections.

[0019] Preferably, the rapidly changing time signal defines
a sequence of time frames.

[0020] Preferably, the detector comprises a plurality of
pixels, and each pixel is configured to output a single bit per
time frame indicating the detecting reflections.
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[0021] The system further comprises a preprocessor for
thresholding and encoding data received at pixels of the
detector thereby to recover the binary data.

[0022] According to a second aspect of the present inven-
tion there is provided a method of real time three-dimen-
sional scanning of an object, comprising:

[0023] directing a light beam at the object via a digital
micromirror device;

[0024] operating the digital micromirror device to modu-
late a rapidly changing structural light signal onto the beam;

[0025] detecting a reflection of the beam at a detector
synchronized with the beam; and

[0026] decoding the reflection to determine depth infor-
mation of the object.

[0027] Preferably, the rapidly changing structural light
signal comprises a binary pattern element.

[0028] Preferably, the detector comprises a plurality of
sensing pixels, and each pixel sends a binary signal for the
decoding.

[0029] Preferably, the rapidly changing structural light
signal defines time frames, wherein the detector comprises
a plurality of sensing pixels and each pixel sends a single bit
per time frame for the decoding.

[0030] According to a third aspect of the present invention
there is provided a 3D scanning device comprising:

[0031]

[0032] a beam source for producing a light beam for
projection towards an object;

[0033] a digital light binary signal encoding unit con-
nected downstream of the beam source, for modulating a
rapidly changing structural light signal onto the light beam,
the signal comprising a structure selected for distortion by a
three-dimensional contour,

[0034] a detector comprising sensor pixels, synchronized
with the digital light binary signal encoding unit, for detect-
ing reflections of the light beam from the object at the
sensing pixels as binary data, and

[0035] a binary decoder for determining a 3D shape of the
object from distortions of the time signal in the detected
reflections.

[0036] The system may comprise a preprocessor associ-
ated with the detector for thresholding and encoding data of
the detected reflections at the sensing pixels, thereby to
recover the binary data.

[0037] Preferably, the digital light binary signal encoding
unit comprises a digital micromirror device to modulate the
binary data onto the signal.

[0038] According to a fourth aspect of the present inven-
tion there is provided a method of real time three-dimen-
sional scanning of an object, comprising:

[0039] directing a light beam at the object;

[0040] modulating a rapidly changing shape signal onto
the beam, the signal comprising a shape selected such that
distortion thereof is indicative of a three-dimensional con-
tour of the object;
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[0041] synchronously detecting a reflection of the beam at
a detector synchronized with the modulating of the beam;
and

[0042] decoding the reflection to extract distortion infor-
mation of the modulated binary time signal, therefrom to
determine information of the three-dimensional contour of
the object.

[0043] According to a fifth aspect of the present invention
there is provided a method of real time three-dimensional
scanning of an object, comprising:

[0044] directing a light beam at the object,

[0045] modulating a light frame and a dark frame onto the
light beam in successive frames prior to reaching the object,

[0046] detecting reflections from the object of the succes-
sive frames at a detector to obtain a light frame detection
level and a dark frame detection level,

[0047] calculating a mid level between the light frame
detection level and the dark frame detection level,

[0048] setting the mid level as a detection threshold at the
detector,
[0049] modulating a plurality of structural light signals

onto the beam in further successive frames,

[0050] detecting the successive frames at the detector
using the detection threshold, thereby to provide binary
detection of the structured light signal, and

[0051] determining a three-dimensional structure of the
object from detected distortions in the structured light sig-
nals.

[0052] Preferably, the detecting is synchronized with the
modulating.

[0053] Preferably, the modulating is carried out using a
digital micromirror device.

[0054] TUnless otherwise defined, all technical and scien-
tific terms used herein have the same meaning as commonly
understood by one of ordinary skill in the art to which this
invention belongs. The materials, methods, and examples
provided herein are illustrative only and not intended to be
limiting.

[0055] Implementation of the method and system of the
present invention involves performing or completing certain
selected tasks or steps manually, automatically, or a combi-
nation thereof. Moreover, according to actual instrumenta-
tion and equipment of preferred embodiments of the method
and system of the present invention, several selected steps
could be implemented by hardware or by software on any
operating system of any firmware or a combination thereof.
For example, as hardware, selected steps of the invention
could be implemented as a chip or a circuit. As software,
selected steps of the invention could be implemented as a
plurality of software instructions being executed by a com-
puter using any suitable operating system. In any case,
selected steps of the method and system of the invention
could be described as being performed by a data processor,
such as a computing platform for executing a plurality of
instructions.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0056] The invention is herein described, by way of
example only, with reference to the accompanying drawings.
With specific reference now to the drawings in detail, it is
stressed that the particulars shown are by way of example
and for purposes of illustrative discussion of the preferred
embodiments of the present invention only, and are pre-
sented in order to provide what is believed to be the most
useful and readily understood description of the principles
and conceptual aspects of the invention. In this regard, no
attempt is made to show structural details of the invention in
more detail than is necessary for a fundamental understand-
ing of the invention, the description taken with the drawings
making apparent to those skilled in the art how the several
forms of the invention may be embodied in practice.

[0057]

[0058] FIGS. 1a and 15 are images showing the principle
according to the prior art of using structured light for
revealing the contour of a three-dimensional object;

In the drawings:

[0059] FIG. 2 is a schematic view of an earlier three-
dimensional scanner designed by the present inventor;

[0060] FIG. 3 is a schematic view of a first preferred
embodiment of the present invention, in which a digital
micromirror device is used to modulate a structural light
signal onto the projected beam, but in which the detector is
not synchronized with the modulator;

[0061] FIG. 4 shows the raw detected output when a
structural light signal, in this case comprising black and
white stripes, is applied to a pyramidical object;

[0062] FIG. 5 shows the raw detected output when
detected using binary thresholded detection according to a
preferred embodiment of the present invention;

[0063] FIG. 6 is a schematic view of a second preferred
embodiment of the present invention in which the detector
is synchronized with the modulator;

[0064] FIG. 7 is a simplified flow chart showing how the
apparatus of FIG. 6 would detect a single frame assuming
that the modulator has already been thresholded; and

[0065] FIG. 8is a simplified flow chart showing projection
and detection of a group of frames including two threshold-
ing frames at the start of the group, in accordance with the
embodiment of FIG. 6.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

[0066] The present embodiments comprise an improved
solution that comes under the structured light heading
described above. The solution is based on a recent nano-
technology development in the projection field that allows
the classical coded light technique to work in real time,
together with a modification of existing CMOS sensing
technology. The idea is to use the nano-technology to project
a sequence of binary patterns efficiently at very high frame
rate onto an object whose three-dimensional contour infor-
mation is required. The pattern strikes the object and is
distorted. Subsequently the distorted binary pattern
sequence arriving at the imaging sensor is detected at each
pixel thereof. The disparity between the sent and received
pixels may then be computed to yield the 3D shape of the
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object. In order to achieve real time processing, the sensor
does not attempt to transmit all of the information received
at each pixel. Rather, since the original coded image com-
prises binary patterns, and since the 3D depth information of
the object is available as binary information for each time
instant per pixel, only binary information (1 bit rather than
greyscale) per pixel needs to be passed from the sensor for
analysis.

[0067] The principles and operation of a 3D scanner
according to the present invention may be better understood
with reference to the drawings and accompanying descrip-
tion.

[0068] Before explaining at least one embodiment of the
invention in detail, it is to be understood that the invention
is not limited in its application to the details of construction
and the arrangement of the components set forth in the
following description or illustrated in the drawings. The
invention is capable of other embodiments or of being
practiced or carried out in various ways. Also, it is to be
understood that the phraseology and terminology employed
herein is for the purpose of description and should not be
regarded as limiting.

[0069] Reference is now made to FIG. 3, which illustrates
a first preferred embodiment of the present invention. In
FIG. 3, a T1 DLP (Digital light processing) projector 20
projects a light beam that has been modulated by a digital
micromirror device 22, typically contained within the pro-
jector. The modulation inserts information into the light
beam that later allows depth information to be decoded.
Specifically structural information is modulated into the
light beam. A preferred embodiment uses a simple pattern of
black and white stripes. The modulated beam is projected
onto an object or scene and detected at high frame rate
CMOS-based camera 24. The detected signal, summed from
all of the pixels, is directed to processor device 26, which
extracts the depth information. The depth information is
extracted from the way in which the striping in the original
signal has become distorted in the reflection. That is to say,
contour features on the object distort the stripes. In order to
recover the shape information of the object, all that is needed
is to process the contours of the original shape as recovered
from the object, as will be described in detail below.

[0070] Reference is now made to FIG. 4, which shows the
raw image at the detector following projection of a beam
modulated with a striped image. The object is a pyramid and
the stripes are black and white. However the raw image
includes shading due to lighting and or coloration and or
texture on the object.

[0071] Reference is now made to FIG. 5, which is a
simplified diagram showing the striped image as detected by
the pixels following binary thresholding as will be described
hereinbelow. The binary thresholding cancels out the shad-
ing on the object and allows the individual pixels to produce
a binary output, as will be described below.

[0072] Before continuing, it is appropriate to make some
comments on digital light processing and the digital micro-
mirror device. Digital Light Processing (DLP) is currently
used mainly for digital projectors. DLP projectors are based
on an optical semiconductor known as the Digital Micro-
mirror Device, or DMD chip, which was invented by Dr.
Larry Hornbeck of Texas Instruments in 1987. The DMD
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chip is a sophisticated light switch and comprises a rectan-
gular array of up to 1.3 million hinge-mounted microscopic
mirrors. Each of these micromirrors measures less than
one-fifth the width of a human hair, and corresponds to one
pixel in a projected image. When a DMD chip is coordinated
with a digital video or graphic signal, a light source, and a
projection lens, its mirrors can reflect an all-digital image
onto a screen or other surface. The DMD and the sophisti-
cated electronics that surround it are referred to as Digital
Light Processing technology.

[0073] A DMd panel’s micromirrors are mounted on tiny
hinges that enable them to tilt either toward the light source
in a DLP projection system (ON) or away from it (OFF)—
creating a light or dark pixel on the projection surface.

[0074] The bit-streamed image code entering the semicon-
ductor directs each mirror to switch on and off up to several
thousand times per second. When a mirror is switched on
more frequently than off, it reflects a light gray pixel. A
mirror that is switched off more frequently reflects a darker
gray pixel. This way, the mirrors in a DLP projection system
can reflect pixels in up to 1,024 shades of gray to convert the
video or graphic signal entering the DMD into a highly
detailed gray-scale image.

[0075] Returning to FIG. 3 and the embodiment shown
therein requires a large amount of data to be sent from each
pixel for processing by processor device 26. The raw image
that is received is similar to that shown in FIG. 4 and the
gray levels detected by the pixels have to be interpreted in
order to find out where the bright and dark stripes are. After
all, a white stripe on a black surface may well be intrinsically
darker than a black stripe on a white surface, depending
what other illumination is around. Whilst certainly possible,
the ability both to be able to carry and subsequently process
such a quantity of data acts as a bottleneck in system
processing speed and makes the system more expensive and
complex than might be otherwise be desired.

[0076] Reference is now made to FIG. 4, which is a
schematic diagram of a further preferred embodiment of the
present invention. Parts that are the same as in previous
figures are given the same reference numerals and are not
referred to again except as necessary for understanding the
present embodiment. In FIG. 4, a beam source 30 produces
a beam of light for projection onto an object 32. The beam
is modulated at modulator 22 with a pattern that will enable
depth mapping, for example the striped pattern discussed
above, and the modulated beam is projected onto the object
from projector 20. Projector 20 is synchronized with camera
24 using a synchronization connection. It is noted that the
use of the DMD device makes synchronization easy since it
is a digital device.

[0077] 1In a particularly preferred embodiment camera 24
uses binary CMOS detectors with adjustable reference lev-
els. As the camera and projector are synchronized, it is
known what frame is expected at which time. The beam is
received at the camera, and the detected image is sent to
processor 26.

[0078] The above-described CMOS technology enables us
to easily sense at a rate of 1000 frames per second. Com-
municating the captured images with all of their gray levels
to a processing unit at the kind of rate that a thousand frames
a second might dictate, would be a very challenging task,
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yet, as described below with respect to FIG. 6, it is only in
fact necessary to transmit binary information for each pixel
per detection frame, that is to say only a single bit.

[0079] Considering the raw image in FIG. 4 each pixel in
fact detects a gray level. However, it is possible to define a
dynamic range over the object between the brightest and
darkest pixels. Then one may set a threshold level which is
exactly between the brightest and darkest levels. The indi-
vidual pixels are thresholded and give a binary output
depending on whether their detected signal is above or
below the threshold. In this way the stripe pattern may be
recovered. A preferred embodiment for setting the thresh-
olds and then carrying out detection is explained below with
respect to FIG. 8.

[0080] Operation of the device of FIG. 6 over a single
frame is shown in the flow chart of FIG. 7. As explained, a
beam is produced in stage 40. Using the digital micromirror
device, an image is modulated onto the beam in stage 42 and
then the beam is projected onto an object or scene in stage
44. The object distorts the image in accordance with the 3D
contours of the object and the distorted image is detected at
the fast CMOS detector or camera which is synchronized
with the projector in stage 46. The image is then encoded as
a binary level at each pixel in stage 48, the pixel having been
thresholded at an earlier stage, which stage will be described
in greater detail with reference to the FIG. 8 below. Finally
in stage 50 the signal reaches the processor and then the
distortion is used to recover the 3D contour of the object.

[0081] Reference is now made to FIG. 8, which is a
simplified diagram showing how each pixel can decode the
striped signal using a single bit per frame.

[0082] A series of frames are grouped together. Using the
projectors and detectors described herein a frame rate of a
thousand frames per second can be achieved quite reason-
ably, so a group of ten frames say would cover a time period
of a hundredth of a second.

[0083] The process begins with a calibration stage that
allows a detection threshold to be calculated for the pixels in
the detector. The calibration stage comprises projecting a
first frame in the sequence or grouping, this first frame being
entirely white, followed by a second frame that is entirely
black. The two frames are detected and an average calcu-
lated. The black and white frames define the lower and upper
values of a local dynamic range and the average defines a
midpoint that can be used as a local threshold.

[0084] Once the calibration stage is over then a series of
typically eight detection frames are projected. The detection
frames involve structured light signals being modulated onto
the beam. The structure is deformed at the object as
explained and the deformations are detected at the detector.
At each pixel, the detections are now thresholded using this
threshold or local mid-range. Pixel detections lower than the
threshold lead to one binary output and those above the
threshold lead to the opposite binary output.

[0085] It is noted that a single threshold value for the
entire object could be calculated or local values for sub-
regions could be used instead. The process repeats itself
every 10 patterns which is to say that the system is recali-
brated every hundredth of a second. The process is thus very
robust to changes in lighting etc.
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[0086] Using the procedure outlined above, a sequence of
1000 projected patterns or frames per second can provide
more than 100 groupsx8 bits per group or layer, per second
for a single pixel. Each such 8 bit layer represents a depth
profile of the given pixel. There is thus provided depth map
information in a way that can be obtained and transmitted in
real time.

[0087] The preferred embodiments, therefore by coupling
the DMD capability for time modulation of binary patterns,
with a simple CMOS sensor with local synchronization and
thresholding, provide real time 3D scanning.

[0088] The calculating of the local ranges and thresholds
may be assigned to a dedicated preprocessor.

[0089] The preferred embodiment is therefore a combina-
tion of a Digital Micromirror Device (DMD), of the kind
found at the heart of Digital Light Processing (DLP) sys-
tems, with existing CMOS optical sensor technologies in the
form of digital CMOS cameras, and the result is a time
modulated, coded light, 3D video sensor.

[0090] A prototype working at 0.7 frames per second has
been built.

[0091] Projective Model of a Structured Light System

[0092] The following section teaches how shape encoded
light, such as the striping discussed above can be used in
stable manner to recover contour information of an object.

[0093] A typical structured light system consists of a
camera and a projector. The role of the projector is to light
the scanned object in such a way, that from the image (or
sequence of images) acquired by the camera a stripe code
can be extracted. The encoding can be done either spatially
using a single pattern or temporally using a series of varying
patterns

[0094] The raw output of a structured light scanner is a
stripe code assigned for every pixel in the image. Intersec-
tion of a ray in world coordinate system (WCS) with a plane
in WCS yields the world coordinates of an object point.
Using such a triangulation method, the raw sensor data is
converted into 3D data in WCS.

[0095] In the following it is assumed that both the camera
and the projector obey the pin-hole optical model. Non-
linear distortion correction may be required for lenses that
do not obey this model. The transformation from 3D world
coordinates to camera image plane coordinates is commonly
described by a 3x4 perspective projection matrix (PPM). We
model the projector by a 2x4 PPM, mapping world coordi-
nates to stripe identification code (id).

[0096] Let us define a homogenous world coordinate
system Xw, in which the object position is specified; a
homogenous camera coordinate system Xc, in which pixel
locations in the image plane are specified, and a homog-
enous projector coordinate system Xp, in which stripe ids
are specified. The latter is notable in that it contains only one
independent coordinate.

[0097] The transformation from world coordinates to cam-
era coordinates is given by

Xe=CcXw; (€8]
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[0098] where Cc is the camera PPM of the form

fo kfy @
Ce=al0 f, WI[[R ]
0 0 1

[0099] The rotation matrix Rc and the translation vector tc
define the transformation between WCS Xw and the camera-
centric reference frame Xc. The parameters fx and fy are the
camera focal length scaled to each of the CCD dimensions,
and x.° and y_.° are the origin of Xc in image coordinates.
The parameter a is a proportion coefficient and k is the shear
of the camera coordinate system.

[0100] Similarly, the transformation from world coordi-
nates to projector coordinates is given by

Xp=CpXw; ©)
[0101] where Cp is the projector PPM of the form

c [fp 0 X “
c=a

R, 1,].

[0102] Rp and tp define the transformation between WCS
and Xp. The parameter fp is the projector focal length scaled
to LCD dimensions, and xpo is the origin of Xp in projector
coordinates, which physically is the x-coordinate of the
intersection of the optical axis and the projector.

[0103] Here we implicitly assume that the stripe code
varies along the horizontal direction of the projector. Cp is
a valid camera PPM iff the submatrix formed by its first
three columns has full rank. Similarly, Pp is a valid projector
PPM iff the submatrix formed by its first three columns is of
rank 2.

[0104] Equations 1 and 3 define the transformation
T: Xw—(Xc; Xp); (5)

[0105] which maps an object point in WCS into pixel
location in the camera image plane and a stripe id (coordi-
nate in the projector system of coordinates). We refer to this
transformation as forward projection.

[0106] The world coordinates of the object point are
usually unknown and have to be determined, whereas the
pair (xc; xp) is what the structured light sensor measures and
can be extracted from the raw data. Therefore, given the
camera and the projector PPMs and a pair of measurements
(xc; Xp), one can attempt inverting 5 in order to calculate xw.
We will term the inverse transformation

T-1: (Xc; Xp)—=Xw; (6)

[0107] as backprojection and the process of determining
world coordinates from measured data as reconstruction.

[0108] Reconstruction requires the knowledge of Cc and
Cp. Therefore, calibration must be performed beforehand,
during which the forward projection operator is estimated.
This is done by measuring a set of pairs {(X., X,)ntna1 |
corresponding to a set of points with known world coordi-
nates {(x)aguct™
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[0109] Physically, a calibration object with a set of fiducial
points, whose location is known, is scanned. WCS is then
chosen to be some local coordinate system of the calibration
object, in which the coordinates of each fiducial point are
specified.

[0110] Reconstruction

[0111] In this section we assume that the forward projec-
tion operator T is known (i.e. the projective matrices Cc and
Cp are given). The reconstruction problem can be stated as
follows: given measured (xc; xp), calculate xw according to

xw=T-1(xc; xp): @]

[0112] Explicitly, xw has to satisfy the linear system of
equations

xe=Cexw (®)

xp=Cpxw: ()]
[0113] However, since all vectors are given in homog-
enous coordinates, it is possible that no xw satisfies equa-
tions 8 and 9 simultaneously. Let us denote xc=[ wcxc; weyc;
wc]T and xp=[wpxp; wp]T and let ck, pk be the k-th row of
Cc and Cp, respectively. Then, the linear system of equa-
tions can be rewritten as

wexe=clxw

WCYC=C2XW

We=C3XW (10)
and

WpXp=plxw

WP=p2XW: (11)

[0114] Substituting wc into 10 and wp into 11 yields
xXce3xw=clxw
yee3Xxw=Cc2XwW
Xpp2xw=plxw; (12)

[0115] which can be written in matrix notation as Qxw=0,
where

Q=

Ye€3—C2 .

X.C3 —C) ] (13)
XpP2—P1

[0116] The matrix Q can be split into a 3x3 matrix R and
a 3x1 vector s: Q=[R; s]. Substituting

xw=[wwxw; wwyw; wwzw; ww T yields

Wity 14
WWXW
WXy
[R,s] = = R| wwXy |+ w,s =0.
Wil
Wil
WW

[0117] Therefore, the object point in non-homogenous
world coordinates

xw=[xw; yw; zw]|T
[0118]

Rxw=-s: (15)

is a solution of the linear system
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[0119] Backprojection is therefore given by
xw=-R-1s: (16)

[0120] We bear in mind that both R and s are functions of
xc, yc and xp.

[0121] IfCc and Cp are valid camera and projector PPMs,
R is invertible except of cases where the ray originating from
the camera focal point to the object point is parallel to the
plane originating at the projector focal point and passing
through the object point. The latter case is possible either
when the object point is located at infinity, or when the
camera and the projector optical axes are parallel (this
happens when Rc=Rp). This gives a constraint on the
camera and projector mutual location. In order to make
triangulation possible, the camera should therefore not have
its optical axis parallel to that of the projector.

[0122] Reconstruction Stability

[0123] We have seen that the matrix R in Equation 15
becomes singular when the ray in the camera coordinate
system and the plane in the projector coordinates system are
parallel. A reasonable question that may arise is how stable
is the solution under random perturbations of xc and xp.
Herein we will address only perturbations in xp, since they
are the most problematic ones in structured light systems.

[0124] For simplicity, let us assume that WCS coincides
with the camera coordinate system and the transformation to
the projector coordinate system is given by

xp=Rp+tp. 17)

[0125] Without loss of generality, we assume that the
center of the camera and projector coordinate system coin-
cides with their optical axes, i.e. xco=yco=xp0=0.

[0126] Let us assume that the object point is found on
some ray in x=avc; the ray is uniquely defined by the camera
image plane coordinates xc and the point location is
uniquely defined by the parameter a. Let us denote by xp the
stripe id corresponding to the given object point.

[0127] Then, the following system of linear equations

nTxp=0
nI(Rpxc+ip)=0; (18)
[0128] must hold simultaneously; n denotes the normal to

the plane defined by the stripe id xp.
[0129] Substituting xc=avc yields
nIxp=nT(aRpve+ip); (19)

[0130] hence

nTx, 20

a= .
nTR,v.

[0131] However, in practice, the stripe id xp is estimated
using structured light, and therefore it is especially sensitive
to noise. Let us assume that instead of the real stripe id xp,
a perturbed stripe id )~(P=xp+6x]E was measured. This, in turn,
means that x,=x +8x, 0, f,]", which yields
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nTx, @1

&= .
TRy,

[0132] Hence, the perturbation in xp causes a perturbation
in the location of the object point along the ray xc=ave by

n16x, (22)

00 = T
Il [1vIl $in®,,

[0133] where Onv is the angle between the plane defined
by the normal n and the ray defined by the direction vc.
Therefore,

@23)

Ollxolly = 16allvell, [6x]-

[t
lIrll;$in®,,,

[0134] The ratio cos Op=n,/|n||, has a geometrical inter-
pretation of cosine of the projection angle. substituting it
into Equation 23 yields the sensitivity of the reconstructed
object point to perturbations in the stripe id:

S|l B cosf, 24)

[0xp1

$in®,,

[0135] Calibration

[0136] In this section we assume that the forward projec-
tion operator T is unknown and has to be estimated from a
given set of measured {(x., xp)n}n=1N and corresponding
known {x_}._,~.

[0137] Explicitly, it is desired to find such Cc and Cp that
obey

(x¢)k=Ce(xw)k (25)
(xp)k=Cp(xw)k; (26)
[0138] for k=1; ..., N. Since data measurement is not

perfect (e.g., both the camera and the projector resolution is
finite), no projection operator will fit the data perfectly. Our
goal is therefore to find such a T-1 that will relate the
measured and the known data in an optimal way. It is thus
important to address the optimality criterion.

[0139] Ttis possible to separately optimize the camera and
projector forward projections in the sense of the .2 norm.
Mathematically, this can be formulated as

N 27
Ce = argmin_ [Celx) — o)l 5.1 Cc € PPM
k=1

N
Cp = argminy [IC, (), = (xp), |2 5.1 C, € PPM.
k=1
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Let us define

By = 0 (X

() 0 ]T (28)
S VN

T
I=[er, e2, 03],

[0140] where ck is the k-th row of Cc. Using this notation,
the set of N equations 25 can be rewritten as

BkI=0; (29)

[0141] fork=1;...; N, which in turn can be expressed as
a single homogenous linear equation

Al=0; (30)

[0142] where A==[B,T, . . . , By"]". The vector of
variables 1 is the camera projection matrix Cc that needs be
determined. Since the camera PPM is defined up to a scaling
factor, we may demand |[lj,=1 in order to avoid the trivial
solution. With physically measured data, the matrix A will
usually have full rank and therefore, no 1 will be an exact
solution of equation 30. However, one can find the best
least-squares solution by solving

I=argmin [|Al|,2 s.t. ||l],=1, 31

[0143] and ensuring that the obtained Cc is a valid PPM.
Solving equation 31 is equivalent to solving equation 27 for
the camera matrix, and its solution minimizes the square
error between the measured image plane coordinates of the
set of fiducial points and those obtained by projecting the set
of the corresponding points in WCS onto the camera image
plane.

[0144] Similarly, replacing Bk and 1 in equation 28 with

5 _[ ()
T =),

}T (32

I=[py, pa]"

[0145] yields the [.2 minimization problem of equation 27
for the projector matrix.

[0146] Optimization problem equation 31 is a minimum
eigenvalue problem and it can be shown that 1 minimizing
IAl|l, is the eigenvector corresponding to the minimum
eigenvalue of ATA. It must be noted, however, that since
usually the minimum eigenvalue of ATA is very small,
numerical inaccuracies are liable to rise.

[0147] Solution to the problem in 27 finds two PPMs that
minimize the squared error between the measured data and
the forward projection of the known fiducial points in WCS
into the camera and the plane coordinate systems. However,
what is actually needed is to minimize the squared error
between the known fiducial points in WCS and the back-
ward-projected measurements. Mathematically, this can be
formulated as
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N (33)
T =argmin (1T (x, x,), - (xw)kn; s.it. Ce, C, € text PPM.
k=1

[0148] The above problem is no more separable and is
non-convex; therefore, it is preferably solved by numerical
global optimization methods. Nevertheless, an efficient solu-
tion in just a few iterations is possible using the Newton
method, since the number of variables in the problem is
small and both the cost function, its gradient, and the
Hessian can be computed analytically. As the starting point
for iterative optimization, a solution of problem 27 can be
used.

[0149] As the calibration process is performed once, it is
preferred to invest additional computational complexity in
order to obtain better projection estimation and better recon-
struction results.

[0150] Tt is expected that during the life of this patent
many relevant scanning, modulating, projection and light
detection devices and systems will be developed and the
scope of the corresponding terms herein, is intended to
include all such new technologies a priori.

[0151] Tt is appreciated that certain features of the inven-
tion, which are, for clarity, described in the context of
separate embodiments, may also be provided in combination
in a single embodiment. Conversely, various features of the
invention, which are, for brevity, described in the context of
a single embodiment, may also be provided separately or in
any suitable subcombination.

[0152] Although the invention has been described in con-
junction with specific embodiments thereof, it is evident that
many alternatives, modifications and variations will be
apparent to those skilled in the art. Accordingly, it is
intended to embrace all such alternatives, modifications and
variations that fall within the spirit and broad scope of the
appended claims. All publications, patents and patent appli-
cations mentioned in this specification are herein incorpo-
rated in their entirety by reference into the specification, to
the same extent as if each individual publication, patent or
patent application was specifically and individually indi-
cated to be incorporated herein by reference. In addition,
citation or identification of any reference in this application
shall not be construed as an admission that such reference is
available as prior art to the present invention.

What is claimed is:
1. A 3D scanning device comprising:

a digital light encoding unit comprising a digital micro-
mirror device for encoding a succession of structural
light signals onto a light beam directed to an object, a
structure of said signal being selected such that distor-
tions thereof by a contoured object reveal three-dimen-
sional information of said contour;

a detector synchronized with said digital light processing
unit for detecting reflections of said light beam from
said object, and

a decoder for determining a 3D shape of said object from
distortions of said signal in said detected reflections.
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2. The 3D scanning device of claim 1, wherein said
rapidly changing time signal comprises binary pattern ele-
ments.

3. The 3D scanning device of claim 2, wherein said
detector comprises a plurality of pixels, and each pixel is
configured to output a binary signal indicating said detecting
reflections.

4. The 3D scanning device of claim 2, wherein said
rapidly changing time signal defines a sequence of time
frames.

5. The 3D scanning device of claim 4, wherein said
detector comprises a plurality of pixels, and each pixel is
configured to output a single bit per time frame indicating
said detecting reflections.

6. The 3D scanning device of claim 1, further comprising
a preprocessor for thresholding and encoding data received
at pixels of said detector thereby to recover said binary data.

7. A method of real time three-dimensional scanning of an
object, comprising:

directing a light beam at said object via a digital micro-
mirror device;

operating said digital micromirror device to modulate a
rapidly changing structural light signal onto said beam;

detecting a reflection of said beam at a detector synchro-
nized with said beam; and

decoding said reflection to determine depth information of

said object.

8. The method of claim 7, wherein said rapidly changing
structural light signal comprises a binary pattern element.

9. The method of claim 8, wherein said detector comprises
a plurality of sensing pixels, and each pixel sends a binary
signal for said decoding.

10. The method of claim 8, wherein said rapidly changing
structural light signal defines time frames, wherein said
detector comprises a plurality of sensing pixels and each
pixel sends a single bit per time frame for said decoding.

11. A 3D scanning device comprising:

a beam source for producing a light beam for projection
towards an object;

a digital light binary signal encoding unit connected
downstream of said beam source, for modulating a
rapidly changing structural light signal onto said light
beam, said signal comprising a structure selected for
distortion by a three-dimensional contour, a detector
comprising sensor pixels, synchronized with said digi-
tal light binary signal encoding unit, for detecting
reflections of said light beam from said object at said
sensing pixels as binary data, and

a binary decoder for determining a 3D shape of said object
from distortions of said time signal in said detected
reflections.

12. The 3D scanning device of claim 11, further compris-
ing a preprocessor associated with said detector for thresh-
olding and encoding data of said detected reflections at said
sensing pixels, thereby to recover said binary data.

13. The 3D scanning device of claim 11, wherein said
digital light binary signal encoding unit comprises a digital
micromirror device to modulate said binary data onto said
signal.

14. A method of real time three-dimensional scanning of
an object, comprising:
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directing a light beam at said object;

modulating a rapidly changing shape signal onto said
beam, said signal comprising a shape selected such that
distortion thereof is indicative of a three-dimensional
contour of said object;

synchronously detecting a reflection of said beam at a
detector synchronized with said modulating of said
beam; and

decoding said reflection to extract distortion information
of said modulated binary time signal, therefrom to
determine information of said three-dimensional con-
tour of said object.

15. A method of real time three-dimensional scanning of

an object, comprising:

directing a light beam at said object,

modulating a light frame and a dark frame onto said light
beam in successive frames prior to reaching said object,

detecting reflections from said object of said successive
frames at a detector to obtain a light frame detection
level and a dark frame detection level,
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calculating a mid level between said light frame detection
level and said dark frame detection level,

setting said mid level as a detection threshold at said
detector,

modulating a plurality of structural light signals onto said
beam in further successive frames,

detecting said successive frames at said detector using
said detection threshold,

thereby to provide binary detection of said structured light
signal, and

determining a three-dimensional structure of said object
from detected distortions in said structured light sig-
nals.
16. The method of claim 15, wherein said detecting is
synchronized with said modulating.
17. The method of claim 15, wherein said modulating is
carried out using a digital micromirror device.



