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Abstract. High resolution reconstruction of 3D surfaces from images
remains an active area of research since most of the methods in use
are based on practical assumptions that limit their applicability. Fur-
thermore, an additional complication in all active illumination 3D re-
construction methods is the presence of shadows, whose presence cause
loss of information in the image data. We present an approach for the
reconstruction of surfaces via Photometric Stereo, based on the perspec-
tive formulation of the Shape from Shading problem, solved via partial
differential equations. Unlike many photometric stereo solvers that use
computationally costly variational methods or a two-step approach, we
use a novel, well-posed, differential formulation of the problem that en-
ables us to solve a first order partial differential equation directly via an
alternating directions raster scanning scheme. The resulting formulation
enables surface computation for very large images and allows reconstruc-
tion in the presence of shadows.

Keywords: Photometric Stereo, Perspective Shape from Shading, Shad-
ows, up-wind scheme, semi-Lagrangian scheme.

1 Introduction

The classical computer vision topic of Shape from Shading (SfS) was recently re-
vitalized by a series of research contributions driven in part by some interesting
new applications [1–3]. The technique based on the shape recovery from several
pictures of the same scene taken under different illuminations, namely Photo-
metric Stereo (PS), has gained some popularity, due to the feasibility of imple-
menting controlled light systems. In this context, quite a few multi-image depth
recovery techniques based on inverting shading models have been addressed in
the literature [4, 5]. Utilizing multiple images in order to remove both the nonlin-
earities in the image irradiance equation and the generally unknown albedo, new
ideas have been introduced in order to solve the PS problems more efficiently,
see [6–9].

Most of the works which addressed the PS problem, for example [1, 5, 10, 11],
reconstruct the surface in two steps:
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1. the estimation of the gradient of the surface (usually via some local mini-
mization algorithms);

2. the recovery of the height from the gradient field all over the domain (by
integration or by functional minimization).

In the framework of classical PDEs for a single input image and known albedo
there exists a well known direct approach to SfS which uses level sets [12]. Its
drawback, among others, is the need to know a-priori the albedo, which limits
the scope of applications where this method can be employed. Here, we present
a new model for a direct recovery of the surface considering Perspective Photo-
metric Stereo with n images (PPSn) with shadows. In Section 2 we recall the
differential formulation for the PPS2 introduced in [9] with only two images.
Section 3 contains the construction of the proposed differential problem taking
into account multiple images containing shadows. Note that our hypotheses are
weaker than the ones assumed in [4] which addressed the same problem without
the perspective transformation and considered a two step procedure with regu-
larization terms for smooth surfaces. We will focus here on a surface recovery
based on the direct computation of the unique weak (Lipschitz) solution of a
linear PDEs.

The theoretical formulation of the new differential approach can be easily
extended when more than three images are considered. The mathematical proof
of the existence and uniqueness of a weak solution for this new formulation is
sketched in Section 4. The numerical schemes are presented in Section 5 where
both up-wind and semi-Lagrangian methods are implemented considering the
Fast Sweeping technique. In Section 6 we show some numerical tests in order
to demonstrate the order of consistency of the numerical schemes and the fast
reconstruction of the surface respectively. In particular, in these tests we consider
images of several megapixels with a significant portion of shadow areas. Section 7
concludes the paper.

2 Perspective Photometric Stereo Technique

In this section we briefly recall the model for the PSfS, and the direct solution
method described for this case, as presented in [9]. Let us define the observed
surface as h(x, y) = (x, y, ẑ(x, y)). We define a far light source by its unit vector
ω. The associated reflectance equation is given by the Lambertian illumination
model [13]:

I = ρ(ω · n), ω = (ω1, ω2, ω3), ω3 < 0 (1)

where ρ is the unknown albedo function, I is the image and n is the incoming
unit normal to the surface. There are several ways to describe the perspective
transformation of the surface [1, 2, 14]. Here we consider the one introduced in
[15], based on the following transformation

k(ξ, η) = (ξ, η, z(ξ, η)) =
(
− x

ẑ(x, y)
f,− y

ẑ(x, y)
f, ẑ(x, y)

)
(2)
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where ẑ(x, y) = z(ξ, η) and the positive quantity f is the focal length and the
point (ξ, η) belongs to the perspective domain in the focal plane (in blue in Fig.
1), namely Ω

p
= Ωp ∪ ∂Ωp.

The differential formulation for the PSfS problem

ρ(ξ, η)
−fzξω1 − fzηω2 − (z + ξzξ + ηzη)ω3√

f2(z2ξ + z2η) + (z + ξzξ + ηzη)2
= I(ξ, η), for (ξ, η) ∈ Ωp (3)

is not well-posed even if the Dirichlet boundary condition, i.e. z(ξ, η) = g(ξ, η)
is given [15].

Fig. 1. Schematic representation of a surface taken under perspective view. The point
of the real surface (x, y, ẑ) is projected in the perspective domain in the point (ξ, η) of
the focal plane (in blue), parallel to the optical one (xy-plane) at a focal distance f .

In [9] the classical PS technique has been modified to a well posed formulation
of the PPS2 problem involving surface recovery via a direct differential approach.
Two light sources given by ω′ and ω′′ are considered resulting in the following
non-linear system of PDEs,⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ρ(ξ, η)
−zξ(fω′

1 + ξω′
3)− zη(fω

′
2 + ηω′

3)− zω′
3√

f2(z2ξ + z2η) + (z + ξzξ + ηzη)2
= I1(ξ, η), on Ωp

ρ(ξ, η)
−zξ(fω′′

1 + ξω′′
3 )− zη(fω

′′
2 + ηω′′

3 )− zω′′
3√

f2(z2ξ + z2η) + (z + ξzξ + ηzη)2
= I2(ξ, η), on Ωp

z(ξ, η) = g(ξ, η) on ∂Ωp.

(4)

Simplifying the common quantity ρ(ξ,η)√
f2(z2ξ+z2η)+(z+ξzξ+ηzη)2

, the system can be

written as the following well-posed problem,{
b(ξ, η) · ∇z(ξ, η) + s(ξ, η)z(ξ, η) = 0, on Ωp

z(ξ, η) = g(ξ, η) on ∂Ωp (5)
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where

b(ξ, η) =

(
(fω′

1 + ξω′
3)I2(ξ, η)− (fω′′

1 + ξω′′
3 )I1(ξ, η)

(fω′
2 + ηω′

3)I2(ξ, η)− (fω′′
2 + ηω′′

3 )I1(ξ, η))

)
(6)

and
s(ξ, η) = ω′

3I2(ξ, η) − ω′′
3 I1(ξ, η). (7)

We recall that (5) admits only one weak (i.e. Lipschitz) solution, under the main
assumptions that are the absence of shadows and the knowledge of the Dirichlet
boundary condition g(ξ, η). To overcome these limitations in real applications
we consider the PSfS problem with more than two images as the basic model. In
this case, an additional potential advantage beyond computational efficiency is
the possible noise robustness of the direct method. Furthermore, we exploit the
extra image data not only to address noise – but rather to allow reconstruction
in the presence of shadows. In the numerical tests we shall demonstrate that
significant portions of the image can be missing (see the black patches in Fig. 3)
without impeding the correct surface recovery.

3 Direct Surface Reconstruction Using Multiple Images
and Shadows

We now generalize the model shown in Section 2 for more than two images.
We start with 3 images, which is the minimal number of images that allow a
computation of the boundary condition without a-priori knowing the albedo
[11]. We start by writing the PDEs (5) resulting from each image pair⎧⎨⎩

b(1,2)(ξ, η) · ∇z(ξ, η) + s(1,2)(ξ, η)z(ξ, η) = 0, a.e. (ξ, η) ∈ Ωp

b(1,3)(ξ, η) · ∇z(ξ, η) + s(1,3)(ξ, η)z(ξ, η) = 0, a.e. (ξ, η) ∈ Ωp

b(2,3)(ξ, η) · ∇z(ξ, η) + s(2,3)(ξ, η)z(ξ, η) = 0, a.e. (ξ, η) ∈ Ωp

(8)

where

b(h,k)(ξ, η) =

(
(fωh

1 + ξωh
3 )Ik(ξ, η)− (fωk

1 + ξωk
3 )Ih(ξ, η)

(fωh
2 + ηωh

3 )Ik(ξ, η)− (fωk
2 + ηωk

3 )Ih(ξ, η)

)
(9)

and
s(ξ, η)(h,k) = Ik(ξ, η)ω

h
3 − Ih(ξ, η)ω

k
3 . (10)

A similar formulation has been given in [11], however in that paper the authors
propose a two step procedure, computing explicitly the partial derivatives in the
perspective variables (ξ, η). In other words, they do not treat the system (8) as a
PDE system, but rather as a linear system, where the unknowns i.e. the entries
of ∇z (namely p = ∂z

∂ξ and q = ∂z
∂η ), are computed locally.

Let us start by taking into account the differential formulation (8). We ex-
ploit the linearity of the hyperbolic equations in (8) by simply summing them,
resulting in the single differential equation{(

b(1,2) + b(1,3) + b(2,3)
) · ∇z(ξ, η) +

(
s(1,2) + s(1,3) + s(2,3)

)
z(ξ, η) = 0

z(ξ, η) = g(ξ, η).
(11)
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It is clear that, since the solution of each equation in (8) is the same (i.e. the
differential problem (5) has a unique solution [9]), the problem (11) will be
also satisfied by the same solution. However, a proof of uniqueness can not be
obtained as a consequence of this sum. In fact, it is easy to prove that by sub-
tracting some terms instead of summing all the addends, the problem becomes
ill-posed. That is why we shall prove the existence of a unique weak solution for
a problem such as (11) which also takes into account shadows and occlusions.
In order to have a well-posed problem the boundary condition g(ξ, η) is needed
which can be readily obtained using the three available images and a two step
procedure applied only on the boundary pixels assuming no occlusions on ∂Ωp.

Note that, if more than three images are available, we can easily generalize
this reasoning. In the general case, defining the functions

bn(ξ, η) =
∑

r∈([n]
2 )

br(ξ, η) and sn(ξ, η) =
∑

r∈([n]
2 )

sr(ξ, η) (12)

the extension of the PDE-based approach for the PPSn problem can be readily
stated as {

bn(ξ, η) · ∇z(ξ, η) + sn(ξ, η)z(ξ, η) = 0, a.e. (ξ, η) ∈ Ωp

z(ξ, η) = g(ξ, η) ∀(ξ, η) ∈ ∂Ωp (13)

where with
(
[n]
2

)
we call the set that contains the couple of integer indexes with

no repetition. For example, if n = 3 we have
(
[n]
2

)
= {(1, 2), (1, 3), (2, 3)}.

3.1 Weighted Perspective Photometric Stereo for Multiple Images
with Shadows

The main idea of this paper is based on the possibility of ensuring the well-
posedness of the PPSn problem formulation (13) by exploiting the linearity of
the operation involved in the basic differential formulation (5). It is also clear
that (5) still does not lose the well-posedness if we multiply both sides (i.e. b(ξ, η)
and s(ξ, η)) by a function q(ξ, η). That is:{

q(ξ, η)b(ξ, η) · ∇z(ξ, η) + q(ξ, η)s(ξ, η)z(ξ, η) = 0
z(ξ, η) = g(ξ, η)

(14)

still has a unique Lipschitz solution. We do not go deeper with the discussion
on the weak regularity of q. Here, we merely consider it as a smooth function.

We are now able to define the weighted PPSn equation (W-PPSn) by replacing
bn, sn in (12) with

bwn (ξ, η) =
∑

r∈([n]
2 )

qr(ξ, η)b
r(ξ, η) and swn (ξ, η) =

∑
r∈([n]

2 )

qr(ξ, η)s
r(ξ, η) (15)

where the index r is used here only to make clear that we are now considering(
n
2

)
continuous functions.
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We have now completed the set-up of the W-PPSn formulation with{
bwn (ξ, η) · ∇z(ξ, η) + swn (ξ, η)z(ξ, η) = 0, a.e. (ξ, η) ∈ Ωp

z(ξ, η) = g(ξ, η) ∀(ξ, η) ∈ ∂Ωp.
(16)

We will explain in the next part how shadows will influence the definition of the
vector field bwn and the scalar field swn .

A key point is the possibility to use weights qr that are not only positive. It
is possible to maintain the well-posedness of the problem also by considering
non-negative weights qr that vanish at some points for some image pairs.

It can be shown that for the set of well-posed differential equations, main-
taining a non-negative weight for at least one image pair suffices to give us a
well-posed problem.

This allows us to adapt the W-PPSn equations for the case of shadows in
some of the images. Specifically, let Sr define the areas that are shaded in either
of the images in pair r. We define q̃r as the indicator function,

q̃r(ξ, η) = �[Ω
p\Sr](ξ, η). (17)

In other words we consider the weights as switches able to locally put out go
the global sums in (15) the functions br and sr that do not contain relevant
information due to the presence of shadows in the involved images. Finally we
construct the weights qr as smooth cutoff functions based on q̃r.

4 Uniqueness of the Weak Solution of W-PPS3

In order to complete the theoretical analysis we will extend the uniqueness re-
sults of the differential problem (16) in the case of a weak solution. Discussion of
depth-discontinuities and multiple objects is beyond the scope of this paper. Our
purpose is to prove the uniqueness of solution of (16) in the Lipschitz function
space via characteristics method. The meaning of weak solution here is intended
as combination of classical solutions, each defined on a different domain. These
domains are then going to be patched together in such a way that, across the
boundaries between domains on which there are discontinuities in some deriva-
tives, the equation (16) is satisfied. Let us recall that the points where the surface
z is not differentiable are the same where the functions bwn and swn are discontin-
uous (jump discontinuity) [8]. We assume the discontinuity points as the family
of regular curves (γ1(t), . . . , γk(t)) where t is the argument of the parametric
representation.

A complete proof of the well-posedness of our model can be given in a manner
similar to [16]. It is based on the following two features of our model:

1. the absence of critical points for the projected characteristic field, i.e.
bw3 (ξ, η) �= (0, 0);

2. the propagation of the information from the boundary is not prevented
between two sets separated by discontinuity curves (γ1(t), . . . , γk(t)), see
Fig. 2.
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The following result is very important since it guarantees the absence of critical
points that would prevent the method to work.

Lemma 1. Assume that
⋂

r Sr = ∅. Then |bw3 (ξ, η)| �= 0, ∀(ξ, η) ∈ Ωp.

This last result is not only important for the proof of uniqueness of weak solution.
We use it also for the well-posedness of the numerical schemes introduced in
Section 5.

(a) (b) (c) (d)

Fig. 2. Among the four possibilities shown for bw3 , only the cases (a) and (b) allow
the information to cross the discontinuity curve γ without needing additional data as
required in (c) and (d)

The next results ensure that the characteristic method can actually be applied
since the discontinuity on γ(t) is not an obstacle for propagating a solution of
the PDE.

Theorem 1. Let γ(t) be a regular curve of discontinuity for the function bw3 (ξ, η)
(and sw3 (ξ, η)) and let (ξ, η) be a point along γ(t). Let n(ξ, η) be the outgoing
normal with respect to the set Ωp

+, then we have[
lim

(ξ,η)→(ξ,η)
(ξ,η)∈Ωp

+

bw3 (ξ, η) · n(ξ, η)
][

lim
(ξ,η)→(ξ,η)
(ξ,η)∈Ωp

−

bw3 (ξ, η) · n(ξ, η)
]
≥ 0 (18)

The result that permits to prove the uniqueness of weak solution is readily proved
now. With Lemma 1 and Theorem 1 it is possible to show that the uniqueness
can be reached using the characteristic strip method. In order to understand the
idea behind the proofs of Lemma 1 and Theorem 1 we refer to [16] where the
same results are proved in the case with only two images.

We emphasize once more the advantages of this new formulation with respect
to [11]. The first is obviously the direct computation of the height of the surface,
without passing through the preliminary computation of the partial derivatives.
This would result in a slower computation of the 3D surface and also needs the
condition that the 3D surface has to be smooth. That is the surface should be at
least C1. The second and much more important point is that, since our W-PPS3
model is based on the differential problem (5) for two images (which admits a
unique Lipschitz solution), even if we have three images with disjoint shadows
we can still reconstruct the surface.
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5 Numerical Schemes

Next, we consider the numerical methods used to obtain the solution. The dif-
ference among those presented in [9] and our is related to the different imple-
mentation. It allows to speed up the convergence of the four numerical schemes
we will discuss in the following sections. The algorithms we implemented use the
fast sweeping technique [17–20] which exploits the regularity of the vector field
bw3 .

For the numerical schemes we consider the domain Ω
p
= [ap, bp]× [cp, dp] =

[−1, 1]2 with a uniform discretization space step Δξ = (bp − ap)/n and Δη =
(cp − dp)/m where n and m are the number of intervals divide the sides of the
rectangular domain (that is ξi = ap + iΔξ, ηj = cp + jΔη with i = 0, . . . , n and

j = 0, . . . ,m). We will denote by Ω
p

d all the points of the lattice belonging to
Ω
p
, by Ωp

d all the internal points and by ∂Ωp
d all the boundary points.

5.1 Forward Numerical Schemes

We want to recall now the numerical schemes used for the forward approximation
of (16) where the propagation of the information is considered starting from the
inflow part of the boundary

Γin =
{
(ξ̃, η̃) ∈ ∂Ωp : ν(ξ̃, η̃) · lim

(ξ.η)→(˜ξ,η̃)
(ξ,η)∈Ωp

bw3 (ξ, η) ≤ 0
}

(19)

where ν(ξ, η) represents the outgoing normal to the boundary ∂Ωp. It is clear
that in the previous definition the limit is taken since it can happen that a
discontinuity curve can coincide with the boundary. Now we can formulate the
differential problem solved by the forward schemes as follow:{

bw3 (ξ, η) · ∇z(ξ, η) + sw3 (ξ, η)z(ξ, η) = 0, a.e. (ξ, η) ∈ Ωp

z(ξ, η) = g(ξ, η) ∀(ξ, η) ∈ Γin.
(20)

In order to simplify the notation we will call bw3 (ξi, ηj) as bi,j = (b1i,j , b
2
i,j) and

sw3 (ξi, ηj) as si,j .

Forward Up-Wind Scheme:

ZF
i,j =

Δη|b1i,j |ZF
i−sgn(b1i,j),j

+Δξ|b2i,j |ZF
i,j−sgn(b2i,j)

|b1i,j |Δη + |b2i,j |Δξ +ΔξΔηsi,j
. (21)

In our case the numerical schemes are applied to digital images where clearly
Δξ = Δη = Δ.

Forward Semi-Lagrangian Scheme:

zFi,j = zF (ξi − hα1
i,j , ηj − hα2

i,j)
|bi,j |

|bi,j |+ hsi,j
(22)

where αi,j =
bi,j
|bi,j | and the parameter h > 0 is assumed equal to the size of the

grid Δ in order to reach the highest order of convergence equal to one ([9]).
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5.2 Backward Numerical Schemes

The backward numerical schemes are based on the approximation of the surface
propagating the information stored on the outflow part of the boundary

Γout = ∂Ωp \ Γin. (23)

The formulation of these schemes can be easily obtained considering the following
equivalent problem{−bw3 (ξ, η) · ∇z(ξ, η)− sw3 (ξ, η)z(ξ, η) = 0, a.e. (ξ, η) ∈ Ωp

z(ξ, η) = g(ξ, η) ∀(ξ, η) ∈ Γout
(24)

and repeating always the same passages for the forward ones.

Backward Up-Wind Scheme:

ZB
i,j =

Δη|b1i,j |ZB
i+sgn(b1i,j),j

+Δξ|b2i,j |ZB
i,j+sgn(b2i,j)

|b1i,j |Δη + |b2i,j |Δξ +ΔξΔηsi,j
. (25)

Backward Semi-Lagrangian Scheme:

zBi,j = zB(ξi + hα1
i,j , ηj + hα2

i,j)
|bi,j |

|bi,j | − hsi,j
. (26)

Let us emphasize that, in order to have all these schemes well defined, we have
to take the parameter Δ (equal to h) small enough to have:

|b1i,j |+ |b2i,j |+Δsi,j �= 0 for both forward and backward u-w schemes

|bi,j |+ hsi,j �= 0 for the forward s-L scheme

|bi,j | − hsi,j �= 0 for the backward s-L scheme

(27)

always possible since |bw3 (ξ, η)| �= 0, ∀(ξ, η) ∈ Ωp, Lemma 1 ([9]). Due to lack
of space it is not possible to give theoretical results regarding these numerical
schemes. An exhaustive discussion about the consistency, proof of convergences
and estimation of the error with perturbed data, can be found in [16] where the
case with only two images is taken into account.

6 Numerical Tests

We now present several results of our method. We will consider the W-PPS3
problem with some artificial shadow regions defined in the images. The smooth
surface vreg exhibits three high slopes. The second one vlip is a Lipschitz sur-
face with a very high Lipschitz constant (i.e. the gradient changes sharply its
direction across the point where the surface is not differentiable). Note also that
the boundary condition is not constant for either of them. In particular, vlip
has a boundary condition differentiable almost everywhere. As mentioned at the
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v l
ip

ω′ : ϕ1 = 0.1 + π, θ1 = 0 → (I1) ω′′ : ϕ2 = 0.1 + π, θ2 = π
4
→ (I2) ω′′′ : ϕ3 = 0.1 + π, θ3 = 3

4
π → (I3)

v r
e
g

ω′ : ϕ1 = 0.1 + π, θ1 = 0 → (I1) ω′′ : ϕ2 = 0.1 + π, θ2 = π → (I2) ω′′′ : ϕ3 = 0.1 + π, θ3 = 3
2
π → (I3)

Fig. 3. Set of images used with the respective light sources described by their spherical
coordinates. In this case the albedo mask and Gaussian noise (10%) is added for all
the images.

beginning of the paper, well-posedness holds even if the albedo is not known.
In order to exploit this advantage of our model we consider the initial images
shown in Fig. 3. In order to reconstruct the surface in the worst situation we
set artificial shadows for which the union of the shadow sets almost completely
covers the image domain. In Fig. 3 are shown the starting data, images and light
sources directions, used in the numerical tests.

Table 1. The values of this table explain how (in precision and in time) the semi-
Lagrangian and the up-wind schemes converge for the vlip case

vlip Forward schemes Backward schemes

Δ L∞ s-L time (sec) L∞ u-w time (sec) L∞ s-L time (sec) L∞ u-w time (sec)

500 1.552 × 10−1 0.259 2.613 × 10−1 0.500 1.586 × 10−1 0.026 3.014 × 10−1 0.023

1000 9.586 × 10−2 1.313 1.651 × 10−1 2.257 9.968 × 10−2 0.135 1.818 × 10−1 0.078

2000 5.956 × 10−2 5.676 1.020 × 10−1 8.314 6.068 × 10−2 0.483 1.090 × 10−1 0.338

4000 3.957 × 10−2 21.372 6.366 × 10−2 32.089 3.856 × 10−2 1.650 6.650 × 10−2 1.247

1
0

%

500 1.980 × 10−1 0.273 2.650 × 10−1 0.492 2.587 × 10−1 0.031 3.065 × 10−1 0.021

1000 1.247 × 10−1 1.516 1.832 × 10−1 2.431 1.237 × 10−1 0.109 2.001 × 10−1 0.080

2000 8.742 × 10−2 5.601 1.127 × 10−1 8.786 8.805 × 10−2 0.418 1.194 × 10−1 0.325

4000 9.098 × 10−2 21.687 1.127 × 10−1 8.786 9.080 × 10−2 1.642 1.024 × 10−1 1.258

The size of the images take into account varies from 500 × 500 pixels (with
Δ = 0.004) to 4000 × 4000 pixels, that is 16 megapixels (for a spacial step
Δ = 0.0005). The running times quoted are for a 2.4 Ghz Core i5 computer
with 8 GB (1333Mhz) of RAM. Tables 1 and 2 show that the convergence of the
schemes is not prevented by the presence of noise even if the consistency order is
not even one like for the images without noise. The computational time is very
small even for the largest size images. The difference between the forward and
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Table 2. The values of this table explain how (in precision and in time) the semi-
Lagrangian and the up-wind schemes converge for the vreg case

vreg Forward schemes Backward schemes
Δ L∞ s-L time (sec) L∞ u-w time (sec) L∞ s-L time (sec) L∞ u-w time (sec)

500 6.152 × 10−2 0.077 1.916 × 10−1 0.062 6.152 × 10−2 0.031 2.671 × 10−1 0.019

1000 3.237 × 10−2 0.319 1.263 × 10−1 0.252 3.234 × 10−2 0.104 1.390 × 10−1 0.098

2000 1.672 × 10−2 1.416 8.065 × 10−2 1.098 1.671 × 10−2 0.415 8.167 × 10−2 0.331

4000 8.518 × 10−3 5.024 5.141 × 10−2 3.954 8.515 × 10−3 1.642 5.178 × 10−2 1.233

1
0

%

500 1.019 × 10−1 0.077 2.186 × 10−1 0.156 1.024 × 10−1 0.026 2.395 × 10−1 0.019

1000 1.303 × 10−1 0.324 1.894 × 10−1 0.737 1.299 × 10−1 0.103 1.913 × 10−1 0.106

2000 1.048 × 10−1 1.462 1.193 × 10−1 3.681 1.052 × 10−1 0.492 1.202 × 10−1 0.327

4000 4.698 × 10−2 5.096 7.186 × 10−2 16.935 4.691 × 10−2 1.649 7.228 × 10−2 1.255

the backward time of convergences is due to the direction of the vector field bw3
which results for both cases much more easy passable from the backward than
the forward.

Fig. 4 demonstrates the results obtained with the semi-Lagrangian and up-
wind fast-sweeping approach.

v l
ip

v r
e
g

Fig. 4. Left-to-right: groundtruth surface, reconstruction via the semi-Lagrangian
scheme, reconstruction via the up-wind scheme

7 Conclusion and Perspective

In this paper we have presented a new direct method for Photometric Stereo
in the case of perspective viewing geometry in the case of multiple images and
shadows. Using a fast-sweeping update, we are able to update the solution along
characteristic lines in an efficient an accurate manner. The resulting algorithm
is highly parallelizable and efficient to compute also on a single CPU, and seems
promising for real-time implementation.
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