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Abstract

The counter-intuitive features of quantum mechanics make it possible to solve problems and perform tasks that are beyond the abilities of non-quantum (classical) computers and communication devices. The field of quantum information processing studies how we can achieve such improvements by representing information as quantum states.

One of the early achievements of quantum information processing is the development of quantum key distribution (QKD). QKD protocols allow two participants (Alice and Bob) to achieve the classically-impossible task of generating a secret shared key even if their adversary is computationally unlimited.

Unfortunately, the security promises of QKD are true only in theory; practical implementations of QKD deviate from the theoretical protocols, and many of these deviations give rise to practical attacks. In this research thesis, we study the security properties of various QKD protocols in many practical settings:

First, we study practical security of semiquantum key distribution (SQKD) protocols, where either Alice or Bob is non-quantum (classical). Following practical security problems in previous SQKD protocols, we suggest a new SQKD protocol (the “Mirror protocol”) which can be securely implemented, and we prove it robust and secure against a wide range of attacks (the “uniform collective attacks”).

Then, we study “composable security” of the first QKD protocol created by Bennett and Brassard (BB84). BB84 has its unconditional security proved against adversaries performing the most general attacks in a theoretical (idealized) setting; however, some security approaches do not prove “composable security”, which requires the secret key to remain secret even when Alice and Bob actually use it for cryptographic purposes. We generalize an algebraic security approach for BB84, making it prove composable security of BB84 (and many variants of BB84) against the most general attacks.

Finally, we analyze an important practical attack (named “Bright Illumination”), showing how it can be modeled as a theoretical “Reversed-Space” attack.

Overall, all results aim to enhance our understanding on how to bridge the gap between theory and practice in various sub-fields of QKD, and they may help solve a major open problem in the field of QKD: constructing a realistic QKD implementation that can be proved truly and unconditionally secure against any possible attack.
Chapter 1

Introduction to Quantum Information Processing

The field of quantum information processing (QIP) uses the laws of quantum physics for performing tasks that are impossible (or hard) in the non-quantum world.

In this chapter, we describe the basic notions of QIP that are used in this thesis. See [NC00, Grn99, RP00, GMD02] for more background and explanations about QIP.

1.1 Quantum States

In QIP, information is represented by quantum states. A quantum state is the state of a specific physical system; all possible quantum states of the system belong to a Hilbert space, which is defined as a vector space over the field \( \mathbb{C} \) (the field of complex numbers) that has an inner product and satisfies the “completeness” property (the exact definition of this property can be found in standard textbooks, and it is satisfied by all finite-dimensional inner product spaces). A quantum pure state is represented by \( |\psi\rangle \), which denotes a normalized column vector (namely, a column vector of norm 1) in the Hilbert space. In other words, the Hilbert space is the set of all possible quantum pure states of a system (including the non-normalized states).

As an important example, the qubit Hilbert space is \( \mathcal{H}_2 \triangleq \text{Span}\{ |0\rangle, |1\rangle \} \), where \( |0\rangle \) and \( |1\rangle \) are two orthonormal vectors (namely, they are normalized, and their inner product is 0). Two other important orthonormal states in \( \mathcal{H}_2 \) are \( |+\rangle \triangleq \frac{|0\rangle+|1\rangle}{\sqrt{2}} \) and \( |--\rangle \triangleq \frac{|0\rangle-|1\rangle}{\sqrt{2}} \). The most general qubit pure state is \( |\psi\rangle = \alpha|0\rangle + \beta|1\rangle \), where \( \alpha, \beta \in \mathbb{C} \) and \( |\alpha|^2 + |\beta|^2 = 1 \) (a normalization condition). The qubit states are sometimes denoted by their vector representations in the \( \{ |0\rangle, |1\rangle \} \) basis: \( |0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \ |1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \)

\( |+\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \ |--\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -1 \end{pmatrix} \), and \( |\psi\rangle = \begin{pmatrix} \alpha \\ \beta \end{pmatrix} \).

We note that \( \{ |0\rangle, |1\rangle \} \) is an orthonormal basis named “the z basis”, “the computational basis”, or “the standard basis”, and \( \{ |+\rangle, |--\rangle \} \) is an orthonormal basis named “the x basis” or “the Hadamard
basis”. We also note various notations of both bases: the states of the z basis are sometimes denoted \{\ket{0}, \ket{1}\} or \{\ket{0}_0, \ket{1}_0\}, and the states of the x basis are sometimes denoted \{\ket{0}^\dagger, \ket{1}^\dagger\} or \{\ket{0}_1, \ket{1}_1\}.

We note that multiplying a pure state \ket{\psi} by any global phase \e^{i\phi} \equiv \cos(\phi) + i \sin(\phi) has no physical significance. In other words, two pure states that differ only by a global multiplicative phase \e^{i\phi} are identical for all intents and purposes.

The \ket{\psi} notation (the column vector) is named ket. A related notation, \bra{\psi}, is named bra, and it is a row vector defined by \bra{\psi} \equiv \ket{[\psi]}^\dagger: namely, the bra is the conjugate transpose of the ket. For example, if \ket{\psi} = \alpha \ket{0} + \beta \ket{1}, then \bra{\psi} = \alpha^* \bra{0} + \beta^* \bra{1} (where \alpha^* is the complex conjugate of \alpha); in vector notations, \bra{\psi} = \begin{pmatrix} \alpha^* \\ \beta^* \end{pmatrix}.

Given an orthonormal basis \{\ket{\psi_1}, \ket{\psi_2}, \ldots, \ket{\psi_m}\}, the inner product of two pure states \ket{\psi} = \sum_{j=1}^m \alpha_j \ket{\psi_j} and \ket{\phi} = \sum_{j=1}^m \beta_j \ket{\psi_j} is \bra{\psi} \ket{\phi} \equiv \sum_{j=1}^m \alpha_j^* \beta_j. The norm of \ket{\psi} is \|\psi\| \equiv \sqrt{\bra{\psi} \ket{\psi}} = \sqrt{\sum_{j=1}^m |\alpha_j|^2}, and \ket{\psi} is said to be normalized if \sum_{j=1}^m |\alpha_j|^2 = 1.

1.1.1 Quantum Measurements

Quantum physics allows us to measure a quantum state \ket{\psi} with respect to any orthonormal basis \{\ket{\psi_1}, \ket{\psi_2}, \ldots, \ket{\psi_m}\}. The possible measurement outcomes are all states “\psi_j” of this orthonormal basis; each outcome “\psi_j” (corresponding to the quantum state \ket{\psi_j}) is obtained with probability \p_j = \bra{\psi_j} \bra{\psi_j}. Note that \sum_{j=1}^m \p_j = \bra{\psi} \ket{\psi} = 1. Also note that a measurement result “\psi_j” is a classical (non-quantum) indicator that can be read and used; we have not discussed the resulting quantum state after measurement, but we should note that the original quantum state \ket{\psi} may be ruined (or change its state) following the measurement operation.

For example, if the quantum state \ket{\psi} = \alpha \ket{0} + \beta \ket{1} is measured with respect to the orthonormal basis \{\ket{0}, \ket{1}\} (namely, it is “measured in the z basis”), the “0” result is obtained with probability \bra{0} \ket{\psi}^2 = |\alpha|^2, and the “1” result is obtained with probability \bra{1} \ket{\psi}^2 = |\beta|^2. Notice that the normalization condition |\alpha|^2 + |\beta|^2 = 1 means that these two probabilities sum to 1.

There are also generalized definitions of quantum measurements (see, e.g., in [NC00]), but they can all be reduced to the set of quantum operations described in Section 1.4.

1.1.2 Unitary Operators

Quantum physics allows us to apply any unitary operator \U : \mathcal{H} \to \mathcal{H} to a quantum state in the Hilbert space \mathcal{H}. Unitary operators are linear operators (namely, \U[\alpha \ket{\psi} + \beta \ket{\phi}] = \alpha \ket{\psi} + \beta \ket{\phi}) that satisfy \U^\dagger = \U^{-1}. They preserve inner products and norms.

As an important example, the Hadamard operator on the qubit space is defined by
\H \equiv \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}: namely, \H \ket{0} = \ket{+} and \H \ket{1} = \ket{-}. It also satisfies \H \ket{+} = \ket{0} and \H \ket{-} = \ket{1}.
1.2 Bipartite and Multipartite Hilbert Spaces

1.2.1 Tensor Products of Hilbert Spaces

Given two physical systems, A and B, we would like to mathematically represent the compound physical system comprising two subsystems: A and B, given that a quantum state of subsystem A is represented by a vector in the Hilbert space $\mathcal{H}_A$, and a quantum state of subsystem B is represented by a vector in the Hilbert space $\mathcal{H}_B$.

In this case, a quantum state of the compound (bipartite) system AB is represented by a vector in the tensor product Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$. An orthonormal basis for this Hilbert space can be a product of two orthonormal bases for $\mathcal{H}_A$ and $\mathcal{H}_B$: namely, if $\{ |\psi_j\rangle_A \} \cup \{ |\phi_k\rangle_B \}$ is an orthonormal basis for $\mathcal{H}_B$, then $\{ |\psi_j\rangle_A \otimes |\phi_k\rangle_B | 1 \leq j \leq k \}$ is an orthonormal basis for $\mathcal{H}_A \otimes \mathcal{H}_B$.

As an important example, if A and B are both qubit systems (namely, $\mathcal{H}_A$ and $\mathcal{H}_B$ are both $\mathcal{H}_2 \triangleq \text{Span}\{|0\rangle, |1\rangle\}$), the compound two-qubit system is represented by $\mathcal{H}_2 \otimes \mathcal{H}_2 = \text{Span}\{|0\rangle \otimes |0\rangle, |0\rangle \otimes |1\rangle, |1\rangle \otimes |0\rangle, |1\rangle \otimes |1\rangle\}$. A shorter notation is $\mathcal{H}_2 \otimes \mathcal{H}_2 = \text{Span}\{|00\rangle, |01\rangle, |10\rangle, |11\rangle\}$.

The tensor product of three or more Hilbert spaces (giving a multipartite Hilbert space) is similarly defined. For example, $\mathcal{H}_2 \otimes \mathcal{H}_2 \otimes \mathcal{H}_2$ (a tripartite Hilbert space that is the three-qubit space) is

$$\text{Span}\{|000\rangle, |001\rangle, |010\rangle, |011\rangle, |100\rangle, |101\rangle, |110\rangle, |111\rangle\}.$$ (1.1)

1.2.2 Tensor Products of Vectors

Given two Hilbert spaces, $\mathcal{H}_A$ with an orthonormal basis $\{ |\psi_j\rangle_A \}$ and $\mathcal{H}_B$ with an orthonormal basis $\{ |\phi_j\rangle_B \}$, and given two vectors $|\psi\rangle_A = \sum_{j=1}^{k} \alpha_j |\psi_j\rangle_A \in \mathcal{H}_A$ and $|\phi\rangle_B = \sum_{\ell=1}^{m} \beta_{\ell} |\phi_{\ell}\rangle_B \in \mathcal{H}_B$, the tensor product vector $|\psi\rangle_A \otimes |\phi\rangle_B \in \mathcal{H}_A \otimes \mathcal{H}_B$ (or, using a shorter notation, $|\psi\rangle_A |\phi\rangle_B$) is defined as

$$|\psi\rangle_A |\phi\rangle_B \triangleq \sum_{j=1}^{k} \sum_{\ell=1}^{m} (\alpha_j |\psi_j\rangle_A \otimes (\beta_{\ell} |\phi_{\ell}\rangle_B)) = \sum_{j=1}^{k} \sum_{\ell=1}^{m} \alpha_j \beta_{\ell} |\psi_j\rangle_A |\phi_{\ell}\rangle_B. \quad (1.2)$$

For example, given $|\psi\rangle_A = \alpha |0\rangle_A + \beta |1\rangle_A \in \mathcal{H}_2$ and $|\phi\rangle_B = \gamma |0\rangle_B + \delta |1\rangle_B \in \mathcal{H}_2$, the tensor product vector $|\psi\rangle_A |\phi\rangle_B \in \mathcal{H}_2 \otimes \mathcal{H}_2$ is

$$|\psi\rangle_A |\phi\rangle_B = \alpha \gamma |00\rangle_{AB} + \alpha \delta |01\rangle_{AB} + \beta \gamma |10\rangle_{AB} + \beta \delta |11\rangle_{AB}. \quad (1.3)$$

An example is

$$|+\rangle_{AB} = \frac{|0\rangle_A + |1\rangle_A}{\sqrt{2}} \otimes \frac{|0\rangle_B - |1\rangle_B}{\sqrt{2}} = \frac{1}{2} (|00\rangle_{AB} - |01\rangle_{AB} + |10\rangle_{AB} + |11\rangle_{AB}). \quad (1.4)$$
We note that most states in $\mathcal{H}_A \otimes \mathcal{H}_B$ are not tensor product vectors, and are thus called entangled. Four important entangled two-qubit states (that form together an orthonormal basis of $\mathcal{H}_2 \otimes \mathcal{H}_2$, named the Bell basis or the BMR basis) are:

$$|\Phi_+\rangle \triangleq \frac{|00\rangle + |11\rangle}{\sqrt{2}}, \quad |\Phi_-\rangle \triangleq \frac{|00\rangle - |11\rangle}{\sqrt{2}},$$  

$$|\Psi_+\rangle \triangleq \frac{|01\rangle + |10\rangle}{\sqrt{2}}, \quad |\Psi_-\rangle \triangleq \frac{|01\rangle - |10\rangle}{\sqrt{2}}.$$  

The definition of the tensor product is easily generalized to tensor products of three (or more) vectors: for example,

$$\left[\frac{|0\rangle_A + |1\rangle_A}{\sqrt{2}}\right] \otimes |0\rangle_B = \frac{1}{\sqrt{2}}[|000\rangle_{ABC} - |001\rangle_{ABC} + |100\rangle_{ABC} - |101\rangle_{ABC}].$$  

### 1.2.3 Tensor Products of Operators

Given two linear operators, $U$ operating on the Hilbert space $\mathcal{H}_A$ and $V$ operating on the Hilbert space $\mathcal{H}_B$, the linear operator $U \otimes V$ operates on the Hilbert space $\mathcal{H}_A \otimes \mathcal{H}_B$ and is defined as follows:

$$(U \otimes V)(|\psi\rangle_A \otimes |\phi\rangle_B) \triangleq (U|\psi\rangle_A) \otimes (V|\phi\rangle_B).$$  

(It extends by linearity to vectors that are not tensor products, such as $\frac{|00\rangle_A + |11\rangle_A}{\sqrt{2}}$.)

For example, the tensor product of the Hadamard operator $H$ with itself, denoted $H \otimes H$ or $H^\otimes 2$, operates as follows:

$$H^\otimes 2|00\rangle_{AB} = (H|0\rangle_A) \otimes (H|0\rangle_B) = |++\rangle_{AB},$$

$$H^\otimes 2|01\rangle_{AB} = (H|0\rangle_A) \otimes (H|1\rangle_B) = |+-\rangle_{AB},$$

$$H^\otimes 2|10\rangle_{AB} = (H|1\rangle_A) \otimes (H|0\rangle_B) = |-+\rangle_{AB},$$

$$H^\otimes 2|11\rangle_{AB} = (H|1\rangle_A) \otimes (H|1\rangle_B) = |--\rangle_{AB}.$$

This definition is generalized to tensor products of three (or more) operators.

### 1.3 Quantum Mixed States

A quantum mixed state is a probability distribution over several pure states: namely, it is a set $\{(|\psi_j\rangle, q_j)\}_j$ consisting of pairs of pure states $|\psi_j\rangle$ and probabilities $q_j$ (where $0 < q_j \leq 1$ and $\sum_j q_j = 1$), meaning that each pure state $|\psi_j\rangle$ has probability $q_j$.

Unlike a pure state, a mixed state is not represented by a vector in Hilbert space. It is represented by a density matrix: $\rho = \sum_j q_j |\psi_j\rangle\langle\psi_j|$, where $q_j$ is the probability of the pure state $|\psi_j\rangle$. (This definition of $q_j$ should not be confused with the probabilities
of measurement results, mentioned in Subsection 1.1.1.) In particular, the pure state $|\psi\rangle$ is represented by the density matrix $\rho = |\psi\rangle\langle\psi|$. For example, if the system is prepared in state $|\psi\rangle$ with probability $\frac{1}{3}$ or in state $|+\rangle$ with probability $\frac{2}{3}$, the corresponding quantum mixed state has density matrix $\rho = \frac{1}{3}|\psi\rangle\langle\psi| + \frac{2}{3}|+\rangle\langle+|$. It should be emphasized that these probabilities are of preparation, not of any measurement. For example, if this state is measured in the $z$ basis $\{|0\rangle, |1\rangle\}$, the probability of measuring “0” is $\frac{1}{3} \cdot 1 + \frac{2}{3} \cdot \frac{1}{2} = \frac{5}{6}$, and the probability of measuring “1” is $\frac{1}{3} \cdot 0 + \frac{2}{3} \cdot \frac{1}{2} = \frac{1}{3}$; and if the state is measured in the $x$ basis $\{|+, |\rangle\}$, the probability of measuring “+” is $\frac{1}{3} \cdot \frac{1}{2} + \frac{2}{3} \cdot 1 = \frac{5}{6}$, and the probability of measuring “−” is $\frac{1}{3} \cdot \frac{1}{2} + \frac{2}{3} \cdot 0 = \frac{1}{6}$. Notice that the probability of measuring “0” is not $\frac{1}{3}$, and the probability of measuring “+” is not $\frac{2}{3}$.

We note that several different probability distributions may represent the same mixed state: namely, the states they represent are physically identical (e.g., giving exactly the same measurement results in all orthonormal bases). This happens if and only if they are represented by equal density matrices. (A similar observation is that a global phase $e^{i\phi}$ for pure states has no physical significance; and, indeed, the two pure states $|\psi\rangle$ and $e^{i\phi}|\psi\rangle$ are represented by identical density matrices, $\rho = |\psi\rangle\langle\psi|$. For example, the completely mixed state $\rho = \frac{1}{2}|\psi\rangle\langle\psi| + \frac{1}{2}|1\rangle\langle1|$ is the same as $\rho = \frac{1}{2}|+\rangle\langle+| + \frac{1}{2}|−\rangle\langle−|$, and these two density matrices are equal.

A density matrix must always satisfy three conditions: (a) it is a Hermitian matrix; (b) it is positive semidefinite; and (c) it is normalized (namely, its trace equals 1). These three conditions are also sufficient: any matrix $\rho$ satisfying them is a density matrix. From these conditions it follows that any density matrix $\rho$ can be presented as $\rho = \sum_{j} \lambda_{j} |\psi_j\rangle\langle\psi_j|$ (the spectral decomposition), where $\lambda_{j} \geq 0$, $\sum_{j} \lambda_{j} = 1$, and $\{|\psi_j\rangle\}_{j}$ is an orthonormal set (of eigenvectors); in other words, for any mixed state we can choose a corresponding probability distribution over a set of orthonormal states. For example, for $\rho = \frac{1}{3}|\psi\rangle\langle\psi| + \frac{2}{3}|+\rangle\langle+|$, the spectral decomposition is

$$
\rho = \frac{3 + \sqrt{5}}{6} \begin{bmatrix} 2|\psi\rangle + (\sqrt{5} - 1)|1\rangle \end{bmatrix} \begin{bmatrix} 2\langle\psi| + (\sqrt{5} - 1)\langle1| \end{bmatrix} + \frac{3 - \sqrt{5}}{6} \begin{bmatrix} 2|\psi\rangle - (\sqrt{5} + 1)|1\rangle \end{bmatrix} \begin{bmatrix} 2\langle\psi| - (\sqrt{5} + 1)\langle1| \end{bmatrix},
$$

and it is the unique decomposition of $\rho$ as a mixture of orthonormal pure states; on the other hand, the completely mixed state $\rho = \frac{1}{2}|\psi\rangle\langle\psi| + \frac{1}{2}|1\rangle\langle1| = \frac{1}{2}|+\rangle\langle+| + \frac{1}{2}|−\rangle\langle−|$ has an infinite number of decompositions as a mixture of orthonormal pure states, because its eigenvalue $\frac{1}{2}$ is degenerate—namely, it has two orthonormal eigenvectors corresponding to the same eigenvalue.

The probability distribution in the definition of mixed states represents the “standard” (“classical”) notion of uncertainty, and not a quantum phenomenon: it simply represents a lack of knowledge. Nonetheless, mixed states naturally appear in many areas of QIP. For
example, if a joint system AB is in the entangled pure state $\sqrt{\frac{1}{3}}|0\rangle_A|0\rangle_B + \sqrt{\frac{2}{3}}|1\rangle_A|+\rangle_B$, the quantum state of subsystem B is the mixed state $\rho = \frac{1}{3}|0\rangle_B\langle 0| + \frac{2}{3}|+\rangle_B\langle +|_B$ (see Subsection 1.3.2 for details about this computation) that we have seen before. Moreover, we note that the state of the joint system AB can also be represented as

$$\sqrt{\frac{5}{6}}|+\rangle_A + \sqrt{\frac{1}{6}}|\rangle_A,$$

$$\sqrt{\frac{5}{6}}|0\rangle_B + \sqrt{\frac{1}{6}}|1\rangle_B.$$

This is another example of multiple probability distributions corresponding to the same mixed state.

We should note an important difference between pure states and mixed states: for a pure state $|\psi\rangle$, there exists an orthonormal basis (consisting of $|\psi\rangle$ itself and states orthonormal to it) such that if we measure $|\psi\rangle$ in this basis, we obtain a specific measurement result (“$\psi$”) for certain. This claim is never true for a mixed state $\rho$: if we measure $\rho$ in any orthonormal basis, the measurement result is always uncertain.

### 1.3.1 Quantum Operations on Mixed States

Two important results (that can be mathematically proved) are:

- If we measure a mixed state $\rho$ in some orthonormal basis $\{|\psi_1\rangle, |\psi_2\rangle, \ldots, |\psi_m\rangle\}$, we get the measurement result “$\psi_j$” with probability $p_j = \langle \psi_j | \rho | \psi_j \rangle$.

- If we apply a unitary operator $U$ to a mixed state $\rho$, the resulting state is the mixed state $U\rho U^\dagger$.

### 1.3.2 Partial Trace: Removing (Ignoring and Forgetting) a Subsystem

Sometimes, we would like to compute the quantum state of a specific subsystem, while ignoring and forgetting the other subsystems. For example, given a tripartite quantum state $\rho_{ABE}$ (shared by three parties named Alice (A), Bob (B), and Eve (E)), we may want to ignore the two subsystems A, B and look only at the state of Eve’s subsystem E. In other words, we may want to assume that subsystems A, B will never be accessible to Eve (maybe they will be measured by Alice and Bob, who will then forget the measurement results or keep them secret) and find the state $\rho_E$ of subsystem E.

The mathematical operation corresponding to this scenario is the partial trace. The partial trace of a bipartite state $\rho_{XY}$ over subsystem X is defined as follows:

$$\rho_Y = \text{tr}_X(\rho_{XY}) \triangleq \sum_{|x\rangle \in \mathcal{X}} \langle x | \rho_{XY} | x \rangle,$$

where $\mathcal{X}$ is an arbitrary orthonormal basis of the Hilbert space $\mathcal{H}_X$ corresponding to subsystem X. The result of this computation is the quantum state $\rho_Y$ of subsystem Y.

In the above example, the partial trace of $\rho_{ABE}$ over subsystems A, B is:

$$\rho_E = \text{tr}_{AB}(\rho_{ABE}) \triangleq \sum_{|a\rangle \in \mathcal{A}, |b\rangle \in \mathcal{B}} \langle a | \rho_{ABE} | a \rangle | b \rangle.$$
where $A, B$ are some arbitrary orthonormal bases of the Hilbert spaces $\mathcal{H}_A, \mathcal{H}_B$ corresponding to subsystems $A, B$.

For example, the partial trace of the two-qubit pure state $|\psi\rangle_{XY} = \sqrt{\frac{1}{3}}|0\rangle_X|\rangle_Y + \sqrt{\frac{2}{3}}|1\rangle_X|1\rangle_Y$ over subsystem $X$ is

$$\rho_Y = \text{tr}_X(|\psi\rangle_{XY}\langle\psi|_{XY}) = \frac{1}{3}|\rangle_Y\langle| + \frac{2}{3}|+\rangle_Y\langle+|_Y,$$

and the partial trace of the same state $|\psi\rangle_{XY}$ over subsystem $Y$ is

$$\rho_X = \text{tr}_Y(|\psi\rangle_{XY}\langle\psi|_{XY}) = \frac{1}{3}|0\rangle_X\langle0|_X + \frac{2}{3}|1\rangle_X\langle1|_X.$$ (1.16)

More details about the partial trace are available in standard QIP textbooks (e.g., [NC00]).

1.4 List of Allowed Quantum Operations

1. *measuring* the state with respect to an orthonormal basis (Subsection 1.1.1);
2. applying a *unitary operator* (Subsection 1.1.2);
3. *adding* a new (ancillary) subsystem; and
4. *removing* (ignoring and forgetting) a subsystem (Subsection 1.3.2).

1.5 Trace Distance

The *trace distance* between two quantum states is, informally, a measure of their *distinguishability*. This measure is very useful for security definitions of quantum key distribution protocols (see details in Subsection 2.3.1).

The trace distance of two states $\rho$ and $\sigma$ is defined as follows:

$$D(\rho, \sigma) \triangleq \frac{1}{2} \text{tr} |\rho - \sigma| = \frac{1}{2} \sum_j |\lambda_j|,$$ (1.18)

where $\{\lambda_j\}$ are the eigenvalues of $\rho - \sigma$, all of which are real numbers. (We note that $|A|$ is defined as $\sqrt{AA^\dagger}$.) In other words, the trace distance $D(\rho, \sigma)$ is one half of the sum of absolute values of the eigenvalues of $\rho - \sigma$.

1.5.1 The Information-Theoretical Meaning of the Trace Distance

It can be proved [FvdG99, BBBGM02] that the trace distance $D(\rho, \sigma)$ between two quantum states $\rho$ and $\sigma$ upper-bounds the *Shannon Distinguishability* between $\rho$ and $\sigma$. The Shannon Distinguishability is defined as the classical mutual information between the random variable $T \triangleq \begin{cases} 0 & \text{The quantum state is } \rho \\ 1 & \text{The quantum state is } \sigma \end{cases}$ and the random variable $X$ (the
result of a measurement), maximized over all possible quantum measurements (including measurements consisting of adding an ancillary state, performing a general unitary transformation, and then measuring in some orthonormal basis).

In other words, the trace distance upper-bounds the information that some user, who holds a quantum state and does not know whether it is $\rho$ or $\sigma$ (it can be either $\rho$ or $\sigma$, with equal probabilities), can find by using a measurement.

Examples:

- $D(|0\rangle\langle 0|, |1\rangle\langle 1|) = 1$, because the two quantum states $|0\rangle$ and $|1\rangle$ can be distinguished for certain by measuring in the $z$ basis $\{|0\rangle, |1\rangle\}$.

- $D(|0\rangle\langle 0|, |0\rangle\langle 0|) = 0$, because the two quantum state $|0\rangle$ and $|0\rangle$ are identical, so they cannot be distinguished from each other at all.
Chapter 2

Introduction to Quantum Key Distribution

The properties of quantum mechanics permit cryptographic protocols that are more secure than standard (“classical” or “non-quantum”) protocols. Quantum key distribution (QKD) protocols allow two users, conventionally named Alice and Bob, to generate a secret shared key. This thesis is devoted to studying security properties of QKD protocols.

In this chapter, we describe relevant existing knowledge in the research field of QKD. In particular, we discuss security definitions of QKD and the notion of semiquantum key distribution (SQKD) protocols.

2.1 Motivation: Unsolved Encryption Problems in a Non-Quantum World

Cryptography is the science of protecting security and correctness of data against adversaries. One of the most important cryptographic problems is encryption—namely, transmitting a secret message from a sender (Alice) to a receiver (Bob), and ensuring the adversary (Eve) cannot read it. Two main encryption methods are used today:

- **Symmetric-key cryptography**, in which the same secret key is used by both Alice and Bob: Alice uses the secret key for encrypting her message, and Bob uses the same secret key for decrypting the message. Several examples of symmetric-key ciphers are the Advanced Encryption Standard (AES) [DR13], the older Data Encryption Standard (DES), and one-time pad (“Vernam cipher”).

- **Public-key cryptography** [DH76], in which a public key (known to everyone) and a secret key (known only to Bob) are used: Alice uses the public key for encrypting her message, and Bob uses the secret key for decrypting the message. Several examples of public-key ciphers include RSA [RSA78] and elliptic curve cryptography.
However:

- Current public-key cryptography is not formally proved secure; moreover, its security is only computational—namely, it relies on computational hardness of specific problems, such as integer factorization and discrete logarithm. Furthermore, factorization and discrete logarithm can both be efficiently solved on a quantum computer by using Shor’s factorization algorithm [Sho94, Sho99]; therefore, if a scalable quantum computer is successfully built in the future, it will break security of many public-key ciphers, including RSA and elliptic curve cryptography.

- Symmetric-key cryptography requires Alice and Bob to share a secret key in advance: namely, if Alice and Bob want to share a secret message, they must share a secret key beforehand. Moreover, no computational security proofs are known for many current symmetric-key ciphers, including AES and DES; and unconditional security against computationally-unlimited adversaries has been proved to require many resources: the secret key must be used only once and be at least as long as the secret message [Sha49].

Nonetheless, there exist ciphers that are fully and unconditionally secure (even against computationally-unlimited adversaries). For example, the one-time pad (symmetric-key) cipher is defined as follows: given a message $M$ and a secret key $K$ of the same length, the encrypted message $C$ is computed as the XOR between $M$ and $K$—namely, $C = M \oplus K$ (decryption can then be performed by computing $M = C \oplus K$). One-time pad has been proved fully and unconditionally secure against any adversary [Sha49]: even if the adversary Eve intercepts the encrypted message $C$, she gains no information on the original message $M$ (assuming she has no information on the secret key $K$; in particular, assuming $K$ is used only once).

Therefore, for achieving perfectly secure encryption, we only need an efficient way for sharing a random secret key between Alice and Bob—a task named “key distribution”. Unfortunately, unconditionally secure “classical [non-quantum] key distribution” is impossible if the computationally-unlimited adversary can listen to all communication between Alice and Bob. Fortunately, quantum key distribution can solve this problem.

### 2.2 Quantum Key Distribution

Quantum key distribution (QKD) protocols allow Alice and Bob to generate a shared random key. Typically, they require Alice and Bob to use two communication channels: (a) an insecure quantum channel (to which Eve may apply any operation allowed by the laws of quantum physics), and (b) an unjammable classical channel (to which Eve may listen, but not interfere). Eve listens to both channels and tries obtaining as much information as she can on the final shared key.

For most QKD protocols, the final key is proved to be secret even from the most powerful adversaries—adversaries who are limited only by the laws of nature and
who are otherwise capable of solving any computational problem and performing any physically-allowed operation. Moreover, the final key is proved to remain secret in the future, even if Eve improves her computational power and other capabilities.

After creating the shared key, Alice and Bob can use it for other cryptographic tasks (e.g., one-time pad encryption). More generally, QKD protocols can be used as a subroutine (secure key distribution) of more complicated cryptographic protocols; in other words, we can integrate QKD into a system to improve its security. See [SML10] for more details about this integration and the practical usability of QKD compared to other methods.

2.2.1 The QKD Protocol of Bennett and Brassard (BB84)

The first and most important QKD protocol, suggested by Bennett and Brassard in 1984, is BB84 [BB84].

In the BB84 protocol, in each round, Alice randomly chooses one of the four possible “BB84 (qubit) states” \{0, 1, +, −\} and sends it to Bob. Bob randomly chooses one of two orthonormal bases (z or x, both defined in Section 1.1) and measures the state in his chosen basis. If Bob chooses the same basis as Alice (assuming that Eve did not interfere), Bob will get the same result as Alice; and if Bob chooses a different basis from Alice (assuming, again, that Eve did not interfere), Bob will get a random result (each result with probability \(\frac{1}{2}\)). For example, if Alice sends \(|+\rangle\) and Bob measures it in the x basis, he will get the “+” result for certain; but if Bob measures it in the z basis, he will get a random result (either “0” or “1”).

After sending and receiving \(N\) qubits (in \(N\) rounds), Alice and Bob perform “classical post-processing” (namely, they process their results in a coordinated way, exchanging information via the unjammable classical channel), comprised of the following steps:

1. Alice and Bob expose and compare the bases they chose and discard the qubits for which they chose different bases.

2. Alice and Bob expose and compare a randomly chosen subset of their bits (named “the TEST bits”), check the error rate in this subset, and abort the protocol if the error rate is above a specific threshold. The remaining bits are “the INFO bits”.

3. Alice and Bob perform error correction and privacy amplification processes on the INFO bits, so that both of them have the same bit string (the final key) and Eve’s average information about it is negligible—namely, exponentially small in \(N\).

Full definitions of BB84 and several variants are available in Sections 6.2 and 7.1.

2.2.2 Types of QKD Protocols

Many QKD protocols have been suggested over the years. We should note three important classifications:
1. BB84 and similar protocols are “prepare-and-measure” protocols, because the legitimate parties prepare quantum states, transmit them, and measure them. In contrast, in “entanglement-based” QKD protocols, an untrusted center gives the legitimate parties allegedly-entangled quantum states (see Subsection 1.2.2), and the legitimate parties test them and use them for generating a secret key. “Entanglement-based” protocols were first discussed by [Eke91, BBM92], and they are usually almost equivalent to “prepare-and-measure” protocols [BBM92].

2. BB84 and similar protocols are “one-way” protocols, because each quantum state travels once from one legitimate party to the other—for example, from Alice to Bob. In contrast, “two-way” protocols [BLMR13] require each quantum state to travel twice between the legitimate parties—for example, from Bob to Alice and back to Bob; examples of two-way protocols include the semiquantum key distribution protocols discussed in Section 2.4 and Chapters 3–5.

3. All QKD protocols discussed in this thesis are “discrete-variable” protocols, because they use finite-dimensional Hilbert spaces (or, more generally, discrete random variables). In contrast, “continuous-variable” QKD protocols use different techniques; see [SBPCDL09, XMZLP20, PAB+20] for more details.

2.3 Security and Robustness of QKD

2.3.1 Security Definitions and Composable Security

The main objective of analyzing a QKD protocol is proving its unconditional security: proving that even if Eve applies the strongest and most general attacks allowed by the laws of nature (named the “joint attacks”), Eve’s average information about the final key is still negligible—namely, exponentially small in the number of rounds.

Originally, a QKD protocol was defined “secure” if the (classical) average mutual information between Eve’s final measurement result \( (E) \) and Alice’s and Bob’s final shared key \( (K) \), maximized over all possible attack strategies and measurements by Eve, was exponentially small in the number of rounds \( N \). Examples of BB84 security proofs based on this security definition include [May01, BBBMR06, SP00]; these security proofs recognized that one cannot analyze the classical data held by Eve before privacy amplification (as was done in [BBCM95]), but must analyze Eve’s quantum state [BMS96]. In other words, they assumed Eve could keep her quantum state until the end of the protocol, and only then choose the optimal measurement (based on all the data she observed) and perform this measurement.

Later, it was noticed that this security definition might not be “composable”. In other words, although the final key itself is secure if Eve measures the quantum state

\footnote{More precisely, the security definition referred to Alice’s final key \((A)\), and a separate condition \( (reliability) \) required Bob’s final key to be identical to Alice’s final key, except with negligible probability.}
she holds at the end of the QKD protocol, the proof does not apply to cryptographic applications of the final key (e.g., encryption): Eve may gain non-negligible information after the key is used, even though her information on the key itself was negligible. This means that the above definition is not sufficient for practical applications: such applications may be insecure if Eve keeps her quantum state until Alice and Bob use the final key (thus giving Eve some new information) and only then measures.

Therefore, a new notion of “(composable) full security” was defined [BOHLM005, RGK05, Ren08], following similar definitions of universally composable security in non-quantum cryptography [Can01, PW00], and using the trace distance (see Section 1.5). Intuitively, this notion requires that the final joint quantum state of Alice, Bob, and Eve generated by the QKD protocol is very close (namely, the trace distance is exponentially small in \( N \)) to the final state generated by an ideal key distribution protocol which distributes a completely random and secret final key to both Alice and Bob. In other words, if a QKD protocol is (composably) secure, then except with an exponentially small probability, one of the two following events happens: the QKD protocol is aborted, or the QKD protocol generates a secret key with the same properties as a perfect key—(a) uniformly distributed (i.e., each possible key has the same probability), (b) identical for Alice and Bob, and (c) independent of Eve’s information.

Formally:

- \( \rho_{\text{ABE}} \) is defined as the final quantum state of Alice, Bob, and Eve at the end of the protocol: Alice’s and Bob’s quantum states are simply the “classical” states \( |k_A\rangle_A, |k_B\rangle_B \), where the bit strings \( k_A, k_B \) are the final keys held by Alice and Bob, respectively (ideally, \( k_A = k_B \)); and Eve’s state includes both her quantum ancillary state and the classical information sent over the classical channel.

- \( \rho_U \) is defined as the complete mixture of all possible final keys that are identical for Alice and Bob. Namely, if the set of possible final keys is \( K \), then:

\[
\rho_U \equiv \frac{1}{|K|} \sum_{k \in K} |k\rangle_A |k\rangle_B \langle k|_A \langle k|_B. \tag{2.1}
\]

- \( \rho_E \) is defined as the partial trace of \( \rho_{\text{ABE}} \) over the system AB; the definition of the partial trace is available in Subsection 1.3.2.

For the QKD protocol to be fully (composably) secure, the definition requires the following trace distance (see Section 1.5) to satisfy

\[
\frac{1}{2} \text{tr} |\rho_{\text{ABE}} - \rho_U \otimes \rho_E| \leq \epsilon, \tag{2.2}
\]

where \( \epsilon \) is exponentially small in the number of rounds \( N \). Intuitively, \( \rho_{\text{ABE}} \) is the actual joint state of Alice, Bob, and Eve at the end of the QKD protocol; \( \rho_U \) is the ideal final state of Alice and Bob (an equal mixture of all possible final keys, that is identical
for Alice and Bob and completely uncorrelated with Eve); and $\rho_E$ is the state of Eve, uncorrelated with the states of Alice and Bob. Note that cases where the protocol is aborted are represented by the zero operator: see [Ren08, Subsection 6.1.2] for details.

We note that non-composable security does not imply composable security: in an example found by [KRBM07], the final key satisfied the non-composable security definition, but it could not be securely used even for the one-time pad encryption scheme described in Section 2.1. However, it was shown by [BOHLMO05] that if the mutual information (used in the non-composable security definition) is bounded by $\mu_2$, and the final key is uniformly random and identical for Alice and Bob except with probability $\mu_1$, then the trace distance (used in the composable security definition) can be bounded by $2^{\max(m)/2} \sqrt{\mu_2} + \mu_1$ (where $\max(m)$ is the maximal length of the final key given the number of rounds $N$).

Using this general bound of [BOHLMO05], if $\mu_2$ is exponentially small in the final key length $m$ and the exponential decay is sufficiently fast, composable security can sometimes be proved; however, this general bound sometimes does not imply composable security, and it is usually non-tight: better bounds can usually be directly found for special cases, similarly to the other bounds suggested by [BOHLMO05] and to the bounds found in Chapters 6 and 7. (We note that the results of [KRBM07] and [BOHLMO05] are consistent with each other: in the example given by [KRBM07], the mutual information is exponentially small in $m$, while the trace distance is constant, and [BOHLMO05]'s non-tight upper bound on the trace distance grows exponentially with $m$.)

Composable security proofs have been presented for many QKD protocols, including BB84 [RGK05, Ren08].

### 2.3.2 Collective, “Uniform Collective”, and Joint Attacks

Our ultimate objective is proving security of QKD against the most general attacks Eve can possibly apply. However, the most general attacks can be very complicated, so we usually first analyze an important and powerful subclass of attacks named the “collective attacks” [BM97b, BM97a, BBBGM02]. It is sometimes easier to prove security against collective attacks than security against the most general attacks; moreover, security against collective attacks is conjectured (and, in some security notions, proved [Ren08, CKR09]) to imply security against the most general attacks.

Intuitively, in a collective attack, Eve begins by attacking each round separately, and she uses a separate probe state (ancillary state) for each round. These probe states cannot be entangled or correlated with each other, but Eve can keep them in a quantum memory. Later, after Alice and Bob have completed classical post-processing, Eve can measure all her probe states together in the optimal way. A formal description of the collective attacks against BB84-like protocols is available in Subsection 6.3.1.

The definition of the “collective attacks” is slightly different in some papers (most notably, [Ren08, RGK05, CKR09]): these papers require Eve not only to attack the
rounds separately and independently, but they also require her to attack them identically (namely, she must apply the same operation in each round). To avoid confusion, we call this specific type of collective attacks “uniform collective attacks”.

The class of the “joint attacks” includes all theoretical attacks allowed by quantum physics (namely, these are the most general attacks). A formal description of the joint attacks against BB84-like protocols is available in Subsection 7.2.2.

2.3.3 Different Approaches for Security Proofs

We discuss four different approaches for proving unconditional security of QKD protocols:

1. The approach of Mayers [May01] gave the first security proof of a QKD protocol (BB84). This approach proves non-composable security against the most general theoretical attacks.

2. The approach of Biham, Boyer, Boykin, Mor, and Roychowdhury (BBBMR) [BBBMR06] (which follows previous works by similar authors [BM97b, BM97a, BBBGM02]) proves security of BB84 by connecting the information Eve obtains and the disturbance she induces in the opposite (conjugate) basis (see Subsection 7.2.4). This proof algebraically bounds the trace distance between two possible density matrices held by Eve, and it proves non-composable security against the most general theoretical attacks. In Chapter 7 we adapt this approach to prove composable security.

Security against collective attacks was proved using similar techniques [BBBGM02] that were later improved [BGM09]; in Chapter 6 we make this proof composable.

3. The approach of Shor and Preskill [SP00] proves security of BB84 by analyzing a different, entanglement-based protocol (see Subsection 2.2.2). This protocol uses quantum error correction and entanglement purification, so it requires Alice and Bob to use a quantum computer (unlike BB84); it was earlier proved secure by Lo and Chau [LC99], and then Shor and Preskill [SP00] proved it equivalent to BB84, implying security of BB84. This approach proves non-composable security against the most general theoretical attacks, but later work [BOHLMO05, KRBM07] showed it could be easily modified to prove composable security.

4. The approach of Renner [RGK05, Ren08] proves security of various QKD protocols by bounding entropies, min-entropies, and max-entropies appearing in the protocols, and it uses reductions from standard prepare-and-measure QKD protocols to entanglement-based QKD protocols. This approach proves composable security against the most general theoretical attacks.

In Chapters 6 and 7 of this thesis, we strengthen BBBMR’s security approach [BBBMR06, BGM09] by making it prove composable security. This security approach has various advantages and disadvantages compared to other approaches. On the one hand, it is
mostly self-contained, while other security approaches require many results from other areas of quantum information (such as various notions of entropy needed for Renner’s approach, and entanglement purification and quantum error correction needed for Shor and Preskill’s approach); it gives tight finite-key bounds, unlike several other methods (as detailed below); and, at least in some sense, it is simpler than other proof techniques. On the other hand, it is currently limited to BB84-like protocols.

BBBMR’s approach gives explicit and tight finite-key bounds. In contrast to this, Shor and Preskill’s approach proves only asymptotic security (for infinitely long keys). For Renner’s approach, tight finite-key bounds identical to the ones found by BBBMR’s approach have been obtained for several protocols, including BB84 [TLGR12]; but at first Renner’s approach gave very pessimistic bounds (using de Finetti’s theorem [Ren08, Ren07]); later, the bounds were improved for several protocols, including BB84 [SR08]; and finally, tight bounds have been obtained (see [TLGR12] for comparison).

We note that existence of many different proof techniques is important, because some proofs may be more adjustable to various QKD protocols or practical scenarios; some proofs may be clearer to different readers with different backgrounds; analyzing the differences between the proofs and between their obtained results may lead to important insights on the strengths and weaknesses of various techniques; and existence of many proofs makes the security result more certain and less prone to errors.

### 2.3.4 Robustness Definitions of QKD

A notion much weaker than security is the robustness of a QKD protocol [BKM07]. A QKD protocol is completely robust if any non-zero information obtained by Eve on the INFO string implies a non-zero probability that Alice and Bob find errors in the TEST bits. In other words, if a protocol is completely robust, Eve cannot obtain any useful information without causing errors that may be noticed by Alice and Bob. Robustness does not imply full security (it does not imply secrecy of Alice and Bob’s final key after classical post-processing), but it is an important step towards proving security.

To the other extreme, complete non-robustness means Eve can get full information without inducing even one error. The two practical attacks described in Subsection 2.5.3 imply their respective protocols to be completely non-robust.

### 2.4 Semiquantum Key Distribution

Semiquantum key distribution (SQKD) protocols assume either Alice or Bob is a classical party [BKM07]. Therefore, these protocols answer a theoretically interesting question: “how quantum” must a QKD protocol be to achieve secure key distribution? We already know fully classical key distribution is impossible (see Section 2.1), and we know fully quantum key distribution is possible; the existence of SQKD protocols can show that key distribution remains feasible even if one party is classical. Furthermore, SQKD
protocols may be easier to implement, so they may also have practical importance.

In SQKD protocols, the classical party can only use “classical” operations—and, in particular, it can prepare states and perform measurements only in the $z$ basis and not in the $x$ basis. For example, consider a practical implementation where $|0\rangle$ and $|1\rangle$ represent two different pulses traveling through the same path one after the other: in this case, the $z$ basis $\{ |0\rangle, |1\rangle \}$ represents classical photon pulses, while the $x$ basis $\{ |+\rangle, |-\rangle \}$ represents quantum superpositions of classical pulses. The classical party can manipulate classical photon pulses in the $z$ basis, but cannot manipulate superpositions.

The first SQKD protocol was named “QKD with Classical Bob” [BKM07, BGKM09]. In this protocol, in each round, Alice sends to Bob a randomly chosen state of the four BB84 states $\{ |0\rangle, |1\rangle, |+\rangle, |-\rangle \}$, but Bob is limited to two “classical” operations:

1. **CTRL**: Bob returns the qubit to Alice undisturbed.
2. **SIFT**: Bob measures the qubit in the $z$ basis and resends to Alice the qubit state he measured.

Bob randomly chooses one of these operations, and Alice measures the returning qubit in the basis she sent it. After $N$ qubits have been sent and received (in $N$ rounds), Alice publicly announces her basis choices for each round, and Bob publicly announces his choices (CTRL or SIFT) for each round. Then, Alice and Bob check the error rates in the CTRL bits and in a random subset of the SIFT bits, aborting if they are too high. Finally, Alice and Bob perform error correction and privacy amplification on the remaining SIFT bits sent by Alice in the $z$ basis, so that they have an identical final key that is completely secret. We note that only SIFT bits are used for generating the final key; CTRL bits are used only for security checks. This protocol was proved completely robust [BKM07] and secure [Kra15b].

Later, [ZQLWL09] suggested a simpler SQKD protocol named “QKD with Classical Alice” (the name is following [BM11]). In this protocol, in each round, Bob sends to Alice the $|+\rangle$ state, and Alice randomly chooses one of the two “classical” operations (CTRL or SIFT) and returns the resulting state to Bob. Bob then measures the received qubit in a randomly chosen basis ($z$ or $x$), and Alice and Bob proceed almost identically to “QKD with Classical Bob”. This protocol was proved completely robust by [BM11], and the proof was extended by [BM10] to include photonic implementations and multi-photon pulses.

Other SQKD protocols have also been suggested, including [LC08, SDL13, YYLH14, Kra15a, ZQZM15]; note that most SQKD protocols are required to be two-way protocols (see Subsection 2.2.2) to overcome the limitations of the classical user. Most SQKD protocols have been proven robust, and a few of them also have security analyses [Kra15b, Kra16, ZQM18, Kra18].
2.5 Practical Implementations of QKD Protocols

2.5.1 The Fock Space Notations

Quantum cryptographic protocols are usually implemented with photons. However, standard qubit notations do not describe all possible photon operations and do not properly represent the actual operations of Alice and Bob; as a result, qubit notations do not cover all possible attacks. To correct notations, we must replace the qubit Hilbert space $\mathcal{H}_2 \equiv \text{Span}\{|0\rangle,|1\rangle\}$ by an extended Hilbert space—the “Fock space” $\mathcal{F}$:

- In the simplest case, there are $m \geq 0$ photons, all of them belonging to one photonic mode. Here, the Fock state $|m\rangle$ represents $m$ photons in this single mode: $|0\rangle$ is the vacuum state, representing no photons in that mode; $|1\rangle$ represents one photon in that mode; $|2\rangle$ represents two photons in that mode; and so on.

- For describing several different pulses of photons (for example, photons traveling through different paths or at different times, or any other external degree of freedom), we need several photonic modes. For example, a single photon in one of two pulses (and, thus, in one of two modes) describes one qubit, and the 2 basis states of this qubit are $\{|0\rangle = |0\rangle \otimes |0\rangle \equiv |0\rangle|1\rangle, |1\rangle = |1\rangle \otimes |0\rangle \equiv |1\rangle|0\rangle \}$ (These two states are mathematically described as tensor products, but we omit the $\otimes$ sign for brevity.) A linear combination describes one photon in a superposition of the two pulses: for example, the $x$ basis states are $\{|+\rangle = \frac{|0\rangle+|1\rangle}{\sqrt{2}}, |-\rangle = \frac{|0\rangle-|1\rangle}{\sqrt{2}}\}$.

- More generally, for describing $m = m_1 + m_0$ photons in two different pulses (two modes), where $m_1$ photons are in one pulse and $m_0$ photons are in the other pulse, we write $|m_1\rangle|m_0\rangle$. We add subscripts to specify the type of pulse—for example, $|m_1\rangle_{t_1}|m_0\rangle_{t_0}$ for the two times $t_1, t_0$, or $|m_1\rangle_A|m_0\rangle_B$ for the two paths A, B.

- For describing more than two pulses (more than two modes), we use generalized notations: for example, $m = m_2 + m_1 + m_0$ photons traveling at times $t_2, t_1, t_0$ are denoted $|m_2\rangle_{t_2}|m_1\rangle_{t_1}|m_0\rangle_{t_0}$. In particular, the vacuum state (absence of photons) is denoted $|0\rangle$ for one mode, $|0\rangle|0\rangle$ for two modes, $|0\rangle|0\rangle|0\rangle$ for three modes, etc.

All the above notations assume identical photon polarizations (which are an internal degree of freedom) for all $m$ photons. However, a single photon in a single pulse generally has two orthogonal polarizations: horizontal ↔ and vertical ↓. The two polarizations are described as two modes for each pulse, so $k$ pulses mean $2k$ modes.

In this thesis (except Chapters 3–5, for the reasons explained in Section 3.2), polarization modes of $m = m_1 + m_0$ photons are denoted $|m_1, m_0\rangle$ without any subscript, while pulse modes are denoted $|m_1\rangle|m_0\rangle$ with subscripts. Thus:

- If there is exactly one photon in a single pulse, its two polarization modes represent one qubit. The $z$ basis states of this qubit are $|0\rangle = |0, 1\rangle$ (representing one photon
in the horizontal polarization mode and zero photons in the vertical polarization mode) and $|\psi\rangle = |1,0\rangle$ (where the single photon is in the vertical mode).

- A linear combination describes one photon in a superposition of those two polarization modes: for example, the $x$ basis states are \[ |\uparrow\rangle = \frac{|0,1\rangle + |1,0\rangle}{\sqrt{2}}, \quad |\downarrow\rangle = \frac{|0,1\rangle - |1,0\rangle}{\sqrt{2}} \].

- The $|m_1,m_0\rangle$ state represents $m = m_1 + m_0$ photons in those two polarization modes: $m_1$ photons in the vertical mode and $m_0$ photons in the horizontal mode. In particular, the vacuum state $|0,0\rangle$ represents an absence of any photon.

Formally, for two polarization modes, the entire 2-mode Fock space is:

\[ \mathcal{F} \triangleq \text{Span}\{|m_1,m_0\rangle \mid m_1 \geq 0, m_0 \geq 0\}, \quad (2.3) \]

where the $|m_1,m_0\rangle$ state represents $m_1$ indistinguishable photons in the $|\uparrow\rangle$ mode and $m_0$ indistinguishable photons in the $|\downarrow\rangle$ mode.

Similarly, a single photon in the $|\uparrow\rangle$ mode may be written as $|0,1\rangle_x$, and a single photon in the $|\downarrow\rangle$ mode may be written as $|1,0\rangle_x$. The entire 2-mode Fock space can be represented as

\[ \mathcal{F} = \text{Span}\{|m_-,m_+\rangle_x \mid m_- \geq 0, m_+ \geq 0\}, \quad (2.4) \]

where the $|m_-,m_+\rangle_x$ state represents $m_-$ indistinguishable photons in the $|\downarrow\rangle$ mode and $m_+$ indistinguishable photons in the $|\uparrow\rangle$ mode.

### 2.5.2 Experimental Implementations of Polarization-Based QKD

The BB84 protocol may be experimentally implemented in a “polarization-based” implementation, that we can model as follows: the quantum particles sent by Alice to Bob are single photons whose polarizations encode the quantum states. The four possible states sent by Alice are $|\rangle$, $|\uparrow\rangle$, $|\downarrow\rangle$, and $|\rangle\rangle$, where $|\rangle = |\leftrightarrow\rangle$ (a single photon in the horizontal polarization) and $|\uparrow\rangle = |\uparrow\rangle\rangle$ (a single photon in the vertical polarization). The $|\rangle = |\uparrow\rangle\rangle$ and $|\rangle\rangle = |\downarrow\rangle\rangle$ states correspond to orthogonal diagonal polarizations.

For measuring the incoming photons, Bob uses a polarizing beam splitter (PBS) and two detectors. Bob actively configures the PBS for choosing his random measurement basis ($z$ or $x$). If the PBS is configured for measurement in the $z$ basis, it sends any horizontally polarized photon to one path and any vertically polarized photon to the other path. At the end of each path we place a detector, which clicks whenever it detects a photon. Therefore, the detector at the first path clicks only if the $|\rangle$ mode is detected, and the detector at the second path clicks only if the $|\uparrow\rangle$ mode is detected; a diagonally polarized photon ($|\uparrow\rangle = |\uparrow\rangle\rangle$ or $|\downarrow\rangle = |\downarrow\rangle\rangle$) would cause exactly one of the detectors (uniformly random) to click. Similarly, if the PBS is configured for measurement in the $x$ basis, it distinguishes $|\rangle\rangle$ from $|\rangle$. This implementation (using an “active” basis
choice) may be slow, because Bob needs to randomly choose a basis for each arriving photon.

A variant of this implementation uses a “passive” basis choice (e.g., [KZH+02]). This variant uses one polarization-independent beam splitter, two PBSs, and four detectors. The polarization-independent beam splitter is placed in the front, and it randomly sends each photon to one path or to another. A photon going to the first path is then measured (as described above) in the $z$ basis, while a photon going to the second path is measured (as described above) in the $x$ basis. We note that in this “passive” variant, the basis is chosen “randomly” by the polarization-independent beam splitter, and Bob does not have to actively choose it; however, it is exposed to the “Fixed Apparatus” attack [BGM14] (see Example 3 of Section 8.4).

The above implementations of QKD are further discussed in Chapter 8.

2.5.3 Practical Attacks

The security promises of QKD are true in theory, but its practical security is far from being guaranteed: practical implementations of QKD use realistic photons, so they deviate from the theoretical protocols based on ideal qubits. These deviations make possible various attacks (see [LCT14, SBPCDL09]), similarly to the idea of “side-channel attacks” in classical computer security.

For example, in the “Photon-Number Splitting” attack [BLMS00] (which assumes the QKD system is implemented using photons, and assumes the quantum state sent by Alice should be a single photon), Eve exploits two facts: (a) in most implementations, Alice sometimes sends to Bob more than one photon (e.g., two photons); and (b) Bob usually cannot count the number of photons he measures. Thus, for any pulse consisting of two or more photons, Eve “steals” one of the photons and keeps it in her quantum memory for a later measurement (after Alice and Bob expose the correct bases), obtaining full information without being noticed; and she blocks all single-photon pulses.

Another example is the “Bright Illumination” practical attack [LWWESM10]: this attack uses a weakness of Bob’s measurement devices, allowing Eve to “blind” them and fully control Bob’s measurement results (full description is available in Section 8.3). Eve can then get full information on the secret key without inducing any error. An extensive discussion of this attack is available in Chapter 8.

Possible solutions to these problems include: (a) a much more careful analysis of practical devices and practical implementations; (b) “Measurement-Device Independent” QKD protocols [BHM96, Ina02, LCQ12, BP12], which may be secure even if the measurement devices are controlled by Eve; and (c) “Fully Device Independent” QKD protocols [MY98, MAP11, VV14], which may be secure even if all quantum devices are untrusted (under certain assumptions).
2.6 Hoeffding’s Theorem

The final stages of our security proofs in Chapters 6 and 7 consist mainly of applications of the following Theorem, proven by Hoeffding in [Hoe63, Section 6]:

**Theorem 2.1 (Hoeffding’s Theorem).** Let $X_1, \ldots, X_n$ be a random sample without replacement taken from a population $c_1, \ldots, c_N$ such that $a \leq c_j \leq b$ for all $1 \leq j \leq N$. (That is, each $X_i$ gets the value of a random $c_j$, such that the same $j$ is never chosen for two different variables $X_i, X_i'$.) If $X \triangleq \frac{X_1 + \ldots + X_n}{n}$ and $\mu \triangleq E[X]$ is the expected value of $X$, then:

1. For any $\epsilon > 0$,
   \[
   \Pr \left[ X - \mu \geq \epsilon \right] \leq e^{-\frac{2n\epsilon^2}{(b-a)^2}}.
   \] (2.5)

2. $\mu = \frac{1}{N} \sum_{i=1}^{N} c_i$. Namely, the expected value of $X$ is the average value of the population.

The following Corollary of Hoeffding’s theorem is useful for proving security:

**Corollary 2.2.** Let us be given an $(n + n')$-bit string $c = c_1 \ldots c_{n+n'}$, and assume that we randomly and uniformly choose a partition of $c$ into two substrings, $c_A$ of length $n$ and $c_B$ of length $n'$. (Formally, this is a random partition of the index set \{1, \ldots, n+n\} into two disjoint sets, $A$ and $B$, satisfying $|A| = n$, $|B| = n'$, and $A \cup B = \{1, \ldots, n+n\}$.) Then, for any $p > 0$ and $\epsilon > 0$,

\[
\Pr \left[ \left( \frac{|C_A|}{n} > p + \epsilon \right) \land \left( \frac{|C_B|}{n'} \leq p \right) \right] \leq e^{-2 \left( \frac{n'}{n+n'} \right)^2 \epsilon^2}, \quad (2.6)
\]

where $C_A$ and $C_B$ are random variables whose values equal to $c_A$ and $c_B$, respectively.

**Proof.** The random and uniform partition of $c$ into two substrings, $c_A$ of length $n$ and $c_B$ of length $n'$, is actually a sample of size $n$ without replacement from the population $c_1, \ldots, c_{n+n'} \in \{0, 1\}$. (The sampled $n$ bits are the bits of $c_A$, while the other $n'$ bits are the bits of $c_B$.) Therefore, we can apply Hoeffding’s theorem (Theorem 2.1) to this sampling.

Let $\bar{X}$ be the average of the sample, and let $\mu$ be the expected value of $\bar{X}$ (so, according to Theorem 2.1, $\mu$ is the average value of the population), then

\[
\bar{X} = \frac{|C_A|}{n}, \quad (2.7)
\]

\[
\mu = \frac{|C_A| + |C_B|}{n + n'}. \quad (2.8)
\]

Then $\frac{|C_B|}{n'} \leq p$ is equivalent to $(n + n')\mu - n\bar{X} \leq n' \cdot p$, and, therefore, to $n \cdot (\bar{X} - \mu) \geq
\( n' \cdot (\mu - p) \). This means that the conditions \( \left( \frac{|CA|}{n} > p + \epsilon \right) \) and \( \left( \frac{|CB|}{n'} \leq p \right) \) rewrite to

\[
(\overline{X} - \mu > \epsilon + p - \mu) \land \left( \frac{n}{n'} \cdot (\overline{X} - \mu) \geq \mu - p \right),
\]

which implies \( (1 + \frac{n}{n'}) (\overline{X} - \mu) > \epsilon \), which is equivalent to \( \overline{X} - \mu > \frac{n'}{n+n'} \epsilon \). Using Hoeffding’s theorem (Theorem 2.1), we get

\[
\Pr \left[ \left( \frac{|CA|}{n} > p + \epsilon \right) \land \left( \frac{|CB|}{n'} \leq p \right) \right] \leq \Pr \left[ \overline{X} - \mu > \frac{n'}{n+n'} \epsilon \right] \leq e^{-2 \left( \frac{n'}{n+n'} \right)^2 n \epsilon^2}.
\]

Using Corollary 2.2 for comparing the error rates in different sets of qubits (e.g., INFO and TEST bits) is allowed, on the condition that the random and uniform sampling occurs only after the qubits are sent by Alice and measured by Bob. In other words, the sampling cannot affect the bases in which the qubits are sent and measured, and it cannot affect Eve’s attack.

Similar uses of Hoeffding’s theorem for proving security of QKD are available in [BBBMR06, BGM09].

We also use another Theorem, proven by Hoeffding in [Hoe63, Section 2, Theorem 1]:

**Theorem 2.3.** Let \( X_1, \ldots, X_N \) be independent random variables with finite first and second moments, such that \( 0 \leq X_i \leq 1 \) for all \( 1 \leq i \leq N \). If \( \overline{X} \triangleq X_1 + \ldots + X_N \) and \( \mu \triangleq E[\overline{X}] \) is the expected value of \( \overline{X} \), then for any \( \epsilon > 0 \),

\[
\Pr \left[ \overline{X} - \mu \leq \epsilon \right] \leq e^{-2N\epsilon^2},
\]

and, in a similar way (see [Hoe63, Section 1]),

\[
\Pr \left[ \mu - \overline{X} \leq \epsilon \right] \leq e^{-2N\epsilon^2}.
\]

We will use the following Corollary of Theorem 2.3 for proving security of the “efficient BB84” protocol in Subsection 7.3.3:

**Corollary 2.4.** Let \( 0 \leq p \leq 1 \) be a parameter, and let \( b = b_1 \ldots b_N \) be an \( N \)-bit string, such that each \( b_i \) is chosen probabilistically and independently out of \( \{0, 1\} \), with \( \Pr(b_i = 0) = p \) and \( \Pr(b_i = 1) = 1 - p \). Then:

\[
\Pr \left[ |b| \leq \frac{(1-p)N}{2} \right] \leq e^{-\frac{1}{2} N (1-p)^2},
\]

\[
\Pr \left[ |\overline{b}| \leq \frac{pN}{2} \right] \leq e^{-\frac{1}{2} N p^2}.
\]

**Proof.** Let us define \( X_i = b_i \) for all \( 1 \leq i \leq N \). Then \( X_i \) are independent random variables with finite first and second moments, such that \( 0 \leq X_i \leq 1 \) for all \( 1 \leq i \leq N \).
and \( \mu \triangleq E[X] = 1 - p \). Therefore, using Theorem 2.3, we get the two following results:

\[
\Pr \left[ (1 - p) - X \geq \frac{1 - p}{2} \right] \leq e^{-\frac{1}{2}N(1-p)^2}, \tag{2.15}
\]

\[
\Pr \left[ X - (1 - p) \geq \frac{p}{2} \right] \leq e^{-\frac{1}{2}Np^2}. \tag{2.16}
\]

We notice that \( X = \frac{|b|}{N} = 1 - \frac{|b|}{N} \). Substituting this result, we get

\[
\Pr \left[ -\frac{|b|}{N} \geq -\frac{1 - p}{2} \right] \leq e^{-\frac{1}{2}N(1-p)^2}, \tag{2.17}
\]

\[
\Pr \left[ 1 - \frac{|b|}{N} - 1 \geq \frac{p}{2} \right] \leq e^{-\frac{1}{2}Np^2}, \tag{2.18}
\]

and, therefore,

\[
\Pr \left[ |b| \leq \frac{(1-p)N}{2} \right] \leq e^{-\frac{1}{2}N(1-p)^2}, \tag{2.19}
\]

\[
\Pr \left[ |b| \leq \frac{pN}{2} \right] \leq e^{-\frac{1}{2}Np^2}. \tag{2.20}
\]

\[\square\]

### 2.7 Notation for Bit Strings

In this thesis, we denote bit strings (of \( t \) bits, where \( t \geq 0 \) is some integer) by a bold letter (e.g., \( i = i_1 \ldots i_t \), where \( i_1, \ldots, i_t \in \{0, 1\} \)); and we refer to these bit strings as elements of \( F_2^t \)—that is, as elements of a \( t \)-dimensional vector space over the field \( F_2 = \{0, 1\} \), where addition of two vectors corresponds to a XOR operation between them. The number of 1-bits in a bit string \( s \) is denoted by \( |s| \), and the Hamming distance between two strings \( s \) and \( s' \) is \( d_H(s, s') \triangleq |s \oplus s'| \).

### 2.8 Structure of this Thesis

First, we discuss a new semiquantum key distribution protocol (the “Mirror protocol”) that solves a practical security problem:

- In Chapter 3, we present the Mirror protocol and prove it completely robust. This chapter is based on a 2017 paper we published in Physical Review A [BKLM17].

- In Chapter 4, we discuss a simplified variant of the Mirror protocol and present several attacks against it, proving this variant to be non-robust. This chapter is based on a 2018 paper we published in Entropy [BLM18].

- In Chapter 5, we prove security of the Mirror protocol against “uniform collective” attacks (defined in Subsection 2.3.2). This chapter is based on a 2020 preprint we posted to the arXiv [KLM20].
Then, we discuss composable security of generalized BB84 protocols:

- In Chapter 6, we extend [BBBGM02, BGM09] to prove fully composable security of a variant of BB84 (named “BB84-INFO-z”) against collective attacks. This chapter is based on a 2020 paper we published in Theoretical Computer Science [BLM20].

- In Chapter 7, we extend [BBBMR06] to prove fully composable security of several variants of BB84 against the most general attacks.

Finally, in Chapter 8, we explain how the practical “Bright Illumination” attack [LWWESM10] can be described as a theoretical “Reversed-Space” attack. This chapter is based on a 2020 paper we published in the TPNC conference [LM20].
Chapter 3

The Mirror Protocol and Robustness Proof

In this chapter, we present an experimental security problem of the currently existing SQKD protocols. To solve this problem, we suggest a new SQKD protocol (the “Mirror protocol”) and prove it completely robust.

This chapter is based on a paper published in Physical Review A in 2017 by Michel Boyer, Matty Katz, Rotem Liss, and Tal Mor [BKLM17].

3.1 Experimental Infeasibility of the SIFT Operation in SQKD Protocols

In the currently existing SQKD protocols (see Section 2.4), one of the “classical” operations is SIFT: measuring in the $z$ basis $\{|0\rangle, |1\rangle\}$ and then resending. In practical (photonic) implementations, and especially if limited to the existing technology, the SIFT operation is very hard to securely implement, because the generated photon will probably be at a different timing or frequency, thus leaking information to the eavesdropper; see details in [TLC09] (which is a comment on [BKM07]) and in the reply [BKM09].

For example, let us look at the “QKD with classical Alice” protocol implemented with two classical modes, $|0\rangle$ and $|1\rangle$, describing two pulses (two distinct time-bins) on a single arm. The photon can be either in one pulse, in the other, or in a superposition (a non-classical state). In this case, the SIFT operation requires Alice to measure the two pulses, generate a single photon in a state depending on the measurement outcome, and resend it to Bob; on the other hand, Alice can implement the CTRL operation simply by using a mirror (reflecting both pulses). In this case, it is indeed very difficult for Alice to regenerate the SIFT photon exactly at the right timing, so that it is indistinguishable from a CTRL photon.

Furthermore, in [TLC09] it was shown that even if Alice could (somehow) have the
machinery to perform SIFT with perfect timing, Eve would still be able to attack the
protocol by taking advantage of the fact that Alice’s detectors are imperfect: Eve’s
attack is modifying the frequency of the photon generated by Bob. Alice does not notice
the change in frequency. If Alice performs SIFT, the photon she generates is in the
original frequency; if she performs CTRL, the photon she reflects is in the frequency
modified by Eve. Therefore, if Eve is powerful enough, she can measure the frequency
and tell whether Alice used SIFT or CTRL. If Eve finds out that Alice used SIFT, she
can copy the bit sent by Alice in the z basis; if she finds out that Alice used CTRL, she
shifts the frequency back to the original frequency. (A very similar attack works for other
implementations, too—e.g., for polarization-based or phase-based implementations.)
This “tagging” attack makes it possible for Eve to get full information on the key
without inducing noise.

3.2 The Mirror Protocol

We suggest a new SQKD protocol, similar to “QKD with classical Alice”, that is
experimentally feasible: in the original protocol of “QKD with classical Alice”, Alice
could choose only between two operations (CTRL and SIFT); in our new protocol, that
we name the “Mirror protocol”, Alice may choose between four operations (CTRL,
SWAP-10, SWAP-01, and SWAP-ALL). This protocol avoids the need of using the
infeasible operation SIFT. The two operations SWAP-10 and SWAP-01 correspond to
two possible reflections of pulses by using a controllable mirror; these operations cannot
be described by qubit notations, so below we use 4-level system notations. Our new
protocol is based on the Fock space notations, where the $|m_1, m_0\rangle$ state represents $m_1$
indistinguishable photons in the $|1\rangle$ mode and $m_0$ indistinguishable photons in the $|0\rangle$
mode$^1$; more details about the Fock space notations are given in Subsection 2.5.1.

This protocol is experimentally feasible and is safe against the “tagging” attack
described in [TLC09]. Moreover, in this chapter we prove the protocol to be completely
robust against an attacker Eve that can do anything allowed by the laws of quantum
physics, including the possibility of sending multi-photon pulses (namely, assuming Eve
may use any quantum state consisting of the two modes $|0\rangle$ and $|1\rangle$—or, equivalently,
any superposition of the Fock states $|m_1, m_0\rangle$). In Chapter 5 we also prove it secure
against “uniform collective” attacks. An illustration of the protocol is available as
Figure 3.1.

We can describe the new protocol in terms of photon pulses that correspond to
two distinct time-bins, and of a controllable mirror operated by Alice: in this case, the
CTRL operation corresponds to operating the mirror on both pulses (reflecting both
pulses back to the originator, Bob); the SWAP-10 operation corresponds to operating

$^1$In the three “Mirror” chapters of this thesis (Chapters 3–5), we use the $|m_1, m_0\rangle$ notation to denote
two photon pulses (to make notations simpler in case we analyze two or three subsystems, each consisting
of several modes), in contrast to the $|m_1\rangle|m_0\rangle$ notation used for this purpose in Subsection 2.5.1.
Figure 3.1: A schematic diagram of the Mirror protocol described in Section 3.2. This figure was generated by Walter O. Krawec for [KLM20] (Chapter 5).

the mirror only on the $|0\rangle$ pulse while measuring the other pulse (and similarly for the SWAP-01 operation and the $|1\rangle$ pulse); and the SWAP-ALL operation corresponds to measuring all pulses, without reflecting any of them.

For the experimental implementation, we note that a (very slow) mechanically-moved mirror is trivial to implement; a much faster device can be electronically implemented by using standard optical elements (that are commonly used in QKD): a Pockels cell (that can change the polarization of the photon(s) in one of the pulses) and a polarizing beam splitter (that makes it possible to split the two different pulses into two paths, because they are now differently polarized). Like other (fast) QKD experimental settings, implementation is feasible but is not trivial. More details about the experimental implementation of this protocol are available in [Gur13, Tam14].

Let Alice’s initial probe be in the vacuum state $|0,0\rangle_{A_{anc}}$, and let us assume that a single photon is arriving from Bob; thus, the system as a whole can be described as a 4-level system (a single photon in four modes). Alice’s operations are as follows:

I (CTRL) Do nothing:

$$I|0,0\rangle_{A_{anc}}|m_1,m_0\rangle_B = |0,0\rangle_{A_{anc}}|m_1,m_0\rangle_B.$$  \hspace{1cm} (3.1)

S\(_1\) (SWAP-10) Swap half of Alice’s probe (the left mode) with the $|m_1\rangle_B$ half of Bob’s state:

$$S_1|0,0\rangle_{A_{anc}}|m_1,m_0\rangle_B = |m_1,0\rangle_{A_{anc}}|0,m_0\rangle_B.$$  \hspace{1cm} (3.2)

S\(_0\) (SWAP-01) Swap half of Alice’s probe (the right mode) with the $|m_0\rangle_B$ half of
Bob’s state:

\[ S_0 |0,0\rangle_{A_{\text{anc}}} |m_1,m_0\rangle_B = |0,m_0\rangle_{A_{\text{anc}}} |m_1,0\rangle_B. \] (3.3)

**S (SWAP-ALL)** Swap the entire probe of Alice with the entire state \( |m_1,m_0\rangle_B \) of Bob:

\[ S |0,0\rangle_{A_{\text{anc}}} |m_1,m_0\rangle_B = |m_1,m_0\rangle_{A_{\text{anc}}} |0,0\rangle_B. \] (3.4)

After each of the three SWAP operations, Alice measures her probe (the \( |\rangle_{A_{\text{anc}}} \) state) in the \( z \) basis and sends to Bob the \( |\rangle_B \) state. If there is no noise and no eavesdropping, and if we analyze the “ideal case” (in which exactly one photon is arriving from Bob to Alice), then each round is described by the four-dimensional Hilbert space

\[ \text{Span}\{ |0,0\rangle_{A_{\text{anc}}}|0,1\rangle_B, |0,0\rangle_{A_{\text{anc}}}|1,0\rangle_B, |0,1\rangle_{A_{\text{anc}}}|0,0\rangle_B, |1,0\rangle_{A_{\text{anc}}}|0,0\rangle_B \}, \] (3.5)

namely, by a four-level system; for our protocol, we use this four-level system instead of the qubit system used by BB84 and by many other QKD schemes. In the most general “theoretical attack” (the attack analyzed by standard QKD security proofs), Eve attacks Alice’s and Bob’s states using any probe of her choice, but she cannot modify the four-dimensional Hilbert space of the protocol: she can only use these four levels. However, in practical attacks (as analyzed in our robustness analysis), Eve may use an extended Hilbert space (the entire Fock space).

While Eve is fully powerful, it is common to assume that Alice and Bob are limited to use only current technology. In particular, Alice and Bob are limited in the sense that they cannot count the number of photons in each mode, but can only check whether a detector corresponding to a specific mode clicks (detects at least one photon in this mode) or not (detects an empty mode). For our protocol to be practical (and for our robustness analysis to be stronger), we assume Alice and Bob are indeed limited in that sense: therefore, when Alice and Bob measure in the \( z \) basis, their measurement results are denoted as \( \hat{k}_1 \hat{k}_0 \), where \( \hat{k}_0, \hat{k}_1 \in \{0,1\} \). Similarly, when Bob measures in the \( x \) basis, his measurement result is \( \hat{k}_- \hat{k}_+ \), where \( \hat{k}_+, \hat{k}_- \in \{0,1\} \).

This limitation leads to the definition of “sum”, as follows: let us look at a measurement result of Alice or Bob (that is 00, 01, 10, or 11). The “sum” of this measurement result is the number of distinct modes detected to be non-empty during the measurement (namely, the sum of digits in the measurement result). This definition is summarized in Table 3.1.

The protocol consists of the following steps:

1. In each of the \( N \) rounds, Bob sends to Alice the \( |+\rangle_B \) state; Alice randomly chooses one of her four classical operations (CTRL, SWAP-10, SWAP-01, or SWAP-ALL) and sends the result back to Bob; and Bob measures the state he receives, choosing randomly whether to measure in the \( z \) basis or the \( x \) basis.

2. Alice reveals her operation choices (CTRL, SWAP-x \( (x \in \{01,10\}) \), or SWAP-ALL;
Table 3.1: The four possible measurement results by Alice or Bob (measuring in the $z$ basis), depending on the state obtained by him or her (that is represented in the Fock space notations).

<table>
<thead>
<tr>
<th>Obtained State</th>
<th>Measurement Result</th>
<th>“Sum”</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>0,0\rangle$</td>
<td>00</td>
</tr>
<tr>
<td>$</td>
<td>0,m_0\rangle$ ($m_0 \geq 1$)</td>
<td>01</td>
</tr>
<tr>
<td>$</td>
<td>m_1,0\rangle$ ($m_1 \geq 1$)</td>
<td>10</td>
</tr>
<tr>
<td>$</td>
<td>m_1,m_0\rangle$ ($m_1 \geq 1, m_0 \geq 1$)</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 3.2: Interpretations of Bob’s measurement results for CTRL states.

<table>
<thead>
<tr>
<th>Bob’s Result</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>a loss</td>
</tr>
<tr>
<td>01 (i.e., $</td>
<td>+\rangle$)</td>
</tr>
<tr>
<td>10 (i.e., $</td>
<td>-\rangle$)</td>
</tr>
<tr>
<td>11</td>
<td>an error</td>
</tr>
</tbody>
</table>

Alice does not reveal her choices between SWAP-10 and SWAP-01, that she keeps as a secret bit string), and Bob reveals his basis choices. They discard all CTRL bits Bob measured in the $z$ basis and all SWAP-x bits he measured in the $x$ basis.

3. For each of the SWAP-x and SWAP-ALL states, Alice and Bob reveal the “sums” of their measurement results.

4. Alice and Bob interpret their measurement results: they consider several types of measurement results as errors, losses, or valid results. See Tables 3.2–3.4 for the details.

5. For all SWAP-x ($x \in \{01, 10\}$) rounds, if Bob’s “sum” is 1 and Alice’s “sum” is 0, then Alice and Bob share a (secret) bit $b$, because Alice knows (in secret) what operation $S_{1-b}$ she performed, and Bob knows (in secret) what mode $|b\rangle$ he detected. Each one of Alice and Bob keeps this sequence of bits $b$ as his or her secret bit string.

6. Alice and Bob reveal some random subsets of their bit strings, compare them, and estimate the error rate (this is the error rate on the way from Alice back to Bob). They abort the protocol if the error rate in these bits, or any of the error rates measured in Step 4, is above a specified threshold. They discard the revealed bits.

7. Alice and Bob perform error correction and privacy amplification processes on the remaining bit string, yielding a final key that is identical for Alice and Bob and is fully secure from any eavesdropper.
Table 3.3: Interpretations of Alice’s and Bob’s measurement results for SWAP-x states.

<table>
<thead>
<tr>
<th>Alice’s “Sum”</th>
<th>Bob’s “Sum”</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>a loss</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>Alice and Bob share a bit</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>Alice and Bob do not share a bit</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>an error</td>
</tr>
<tr>
<td>0 or 1</td>
<td>2</td>
<td>an error</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>impossible</td>
</tr>
</tbody>
</table>

Table 3.4: Interpretations of Alice’s and Bob’s measurement results for SWAP-ALL states.

<table>
<thead>
<tr>
<th>Alice’s Result</th>
<th>Bob’s Result</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>00</td>
<td>a loss</td>
</tr>
<tr>
<td>01 or 10</td>
<td>00</td>
<td>a legal result</td>
</tr>
<tr>
<td>11</td>
<td>00</td>
<td>an error</td>
</tr>
<tr>
<td>any</td>
<td>01, 10, or 11</td>
<td>an error</td>
</tr>
</tbody>
</table>

Notice that Bob does not have a special role in the beginning: he always generates the same state, $|+\rangle$. It is even possible that the adversary Eve generates this state instead of him.

3.3 Robustness Analysis

To prove robustness, we will prove that for Eve’s attack to be undetectable by Alice and Bob (namely, for Eve’s attack not to cause any errors), it must not give Eve any information.

Eve’s attack on a state can be performed in both directions: from the source (Bob) to Alice, Eve applies $U$; from Alice back to Bob, Eve applies $V$. We may assume, without limiting generality, that Eve uses a fixed probe space $H_E$ for her attacks.

According to the definition of robustness, we will prove that if, during a run of the protocol, no error can be detected by Alice and Bob, then Eve gets no information on the raw key. According to Tables 3.2–3.4, if Alice and Bob cannot find any error, the following conditions must be true for all measurement results that were not discarded due to basis mismatch:

1. For all CTRL rounds, Bob’s measurement result (in the $x$ basis) must not be 10 or 11: namely, Bob must never detect any photon in the $|−\rangle$ mode.
2. For all SWAP-x rounds, Alice’s “sum” and Bob’s “sum” (in the $z$ basis) must not be both 1.
3. For all SWAP-x rounds, Bob’s “sum” (in the $z$ basis) must not be 2: namely, Bob’s measurement result must not be 11.
4. For all SWAP-x rounds, no error (that may be detected during the protocol) can exist. In other words:

(a) For all SWAP-10 rounds, Bob’s measurement result (in the $z$ basis) must not be 10.
(b) For all SWAP-01 rounds, Bob’s measurement result (in the $z$ basis) must not be 01.

5. For all SWAP-ALL rounds, Alice’s measurement result must not be 11.

6. For all SWAP-ALL rounds, Bob’s measurement result must not be 01, 10, or 11.

We now analyze each round of the protocol. After the round begins, the source (Bob) sends to Alice the state $|0, 1\rangle_B \in \mathcal{H}_B$. Eve can now interfere: she attaches her own probe state (in the Hilbert space $\mathcal{H}_E$) and applies the unitary transformation $U$. The resulting Bob+Eve state (including Eve’s probe) is of the form

$$|\psi_{\text{init}}\rangle \triangleq \sum_{m_1 \geq 0, m_0 \geq 0} |m_1, m_0\rangle_B |E_{m_1, m_0}\rangle_E,$$

(3.6)

where $|E_{i,j}\rangle_E$ are non-normalized vectors in $\mathcal{H}_E$.

Condition 5 means that $|E_{m_1, m_0}\rangle_E = 0$ for all $m_1, m_0$ satisfying $m_1 \geq 1$ and $m_0 \geq 1$. Therefore,

$$|\psi_{\text{init}}\rangle = |\phi_{1,0}\rangle + |\phi_{0,1}\rangle + |\phi_{0,0}\rangle,$$

(3.7)

where

$$|\phi_{1,0}\rangle \triangleq \sum_{m_1 \geq 1} |m_1, 0\rangle_B |E_{m_1, 0}\rangle_E,$$

(3.8)

$$|\phi_{0,1}\rangle \triangleq \sum_{m_0 \geq 1} |0, m_0\rangle_B |E_{0, m_0}\rangle_E,$$

(3.9)

$$|\phi_{0,0}\rangle \triangleq |0, 0\rangle_B |E_{0,0}\rangle_E.$$

(3.10)

Alice now applies one of the four possible operations (CTRL = $I$, SWAP-10 = $S_1$, SWAP-01 = $S_0$, or SWAP-ALL = $S$) and destructively measures her probe state. The (non-normalized) state of the Bob+Eve system after Alice’s operation and measurement is written in Table 3.5.

Then, Eve applies a second unitary transformation $V$ on the state sent from Alice to Bob (and on her own probe state). According to conditions 2, 3, and 6, the density matrices $V\rho_{S_{-10}} V^\dagger$, $V\rho_{S_{01}} V^\dagger$, and $V\rho_{S_{\text{ALL}}} V^\dagger$ must only overlap with $|0, 0\rangle_B$. It follows that there exists $|H_{0,0}\rangle_E \in \mathcal{H}_E$ such that

$$V|\phi_{0,0}\rangle = |0, 0\rangle_B |H_{0,0}\rangle_E.$$

(3.11)

Let us denote $V|\phi_{1,0}\rangle = \sum_{m_1 \geq 0, m_0 \geq 0} |m_1, m_0\rangle_B |F_{m_1, m_0}\rangle_E$. Let us look at a SWAP-01
Table 3.5: The (non-normalized) state of the Bob+Eve system after Alice’s operation, given Alice’s “sum”. Note that $|\phi_{1,0}\rangle$, $|\phi_{0,1}\rangle$, and $|\phi_{0,0}\rangle$ are defined in Equations (3.8)–(3.10).

<table>
<thead>
<tr>
<th>Alice’s Operation</th>
<th>Alice’s “Sum”</th>
<th>Bob+Eve State</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTRL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWAP-10</td>
<td>0</td>
<td>$</td>
</tr>
<tr>
<td>SWAP-01</td>
<td>0</td>
<td>$</td>
</tr>
<tr>
<td>SWAP-10</td>
<td>1</td>
<td>$\rho_{\text{S-10}}^{(1)} \triangleq \sum_{m_1 \geq 1}</td>
</tr>
<tr>
<td>SWAP-01</td>
<td>1</td>
<td>$\rho_{\text{S-01}}^{(1)} \triangleq \sum_{m_0 \geq 1}</td>
</tr>
<tr>
<td>SWAP-ALL</td>
<td></td>
<td>$\rho_{\text{S-ALL}} \triangleq \rho_{\text{S-10}}^{(1)} + \rho_{\text{S-01}}^{(1)} +</td>
</tr>
</tbody>
</table>

round for which Alice’s “sum” is 0: in this round, the state of Bob+Eve after Eve’s attack is

$$V|\psi_{\text{S-01}}^{(0)}\rangle = V|\phi_{1,0}\rangle + V|\phi_{0,0}\rangle = \sum_{m_1 \geq 0, m_0 \geq 0} |m_1,m_0\rangle_B |F_{m_1,m_0}\rangle_E + |0,0\rangle_B |H_{0,0}\rangle_E,$$  

(3.12)

and following conditions 4b and 3, Bob must not detect a photon in the $|0\rangle$ mode (otherwise, the error may be detected during the protocol). Therefore, $|F_{m_1,m_0}\rangle_E = 0$ for all $m_0 \geq 1$. It follows that

$$V|\phi_{1,0}\rangle = \sum_{m_1 \geq 1} |m_1,0\rangle_B |F_{m_1,0}\rangle_E + |0,0\rangle_B |F_{0,0}\rangle_E.$$  

(3.13)

Similarly (following conditions 4a and 3),

$$V|\phi_{0,1}\rangle = \sum_{m_0 \geq 1} |0,m_0\rangle_B |G_{0,m_0}\rangle_E + |0,0\rangle_B |G_{0,0}\rangle_E.$$  

(3.14)

Now, Equations (3.11), (3.13), and (3.14) imply that if Alice applies CTRL, the state of Bob+Eve after Eve’s attack is

$$V|\psi_{\text{CTRL}}\rangle = V|\phi_{1,0}\rangle + V|\phi_{0,1}\rangle + V|\phi_{0,0}\rangle = \sum_{m_1 \geq 1} [ |m,0\rangle_B |F_{m,0}\rangle_E + |0,m\rangle_B |G_{0,m}\rangle_E + |0,0\rangle_B |H\rangle_E,$$  

(3.15)

where $|H\rangle_E \triangleq |F_{0,0}\rangle_E + |G_{0,0}\rangle_E + |H_{0,0}\rangle_E$. Following condition 1, the probability of Bob detecting a photon in the $|\psi\rangle$ mode must be 0.

We now use the following Lemma:

**Lemma 3.1.** If $|\psi'\rangle = \sum_{m_1 \geq 1} |m,0\rangle_B |F_{m,0}\rangle_E + |0,m\rangle_B |G_{0,m}\rangle_E + |0,0\rangle_B |H\rangle_E$ is a bi-
partite state in $\mathcal{H}_B \otimes \mathcal{H}_E$, and if there is zero probability that Bob detects a photon in the $|\rangle$ mode, then $|F_{1,0}\rangle_E = |G_{0,1}\rangle_E$, and $|F_{m,0}\rangle_E = |G_{0,m}\rangle_E = 0$ for all $m \geq 2$.

Proof. If there is zero probability that Bob detects a photon in the $|\rangle$ mode, then there is zero probability of measuring any basis state $|m_-, m_+\rangle_x,B$ of $\mathcal{H}_B$ which satisfies $m_- \geq 1$.

For $m = 1$, since $|0,1\rangle_B = \frac{(0,1)_{x,B} + |1,0\rangle_{x,B}}{\sqrt{2}}$ and $|1,0\rangle_B = \frac{(0,1)_{x,B} - |1,0\rangle_{x,B}}{\sqrt{2}}$, we get the following equation:

$$
|1,0\rangle_B |F_{1,0}\rangle_E + |0,1\rangle_B |G_{0,1}\rangle_E = \frac{(0,1)_{x,B}}{\sqrt{2}} [(|G_{0,1}\rangle_E + |F_{1,0}\rangle_E] + \frac{|1,0\rangle_{x,B}}{\sqrt{2}} [(|G_{0,1}\rangle_E - |F_{1,0}\rangle_E].
$$

(3.16)

Since the probability of detecting a photon in the $|\rangle$ mode must be 0 (and, in particular, the probability of detecting $|1,0\rangle_x,B$ must be 0), it is necessary that $|F_{1,0}\rangle_E = |G_{0,1}\rangle_E$.

For $m \geq 2$, using the ladder operators $a_0$, $a_1$, $a_+$, and $a_-$, since $a_0 = \frac{a_+ + a_-}{\sqrt{2}}$ and $a_1 = \frac{a_+ - a_-}{\sqrt{2}}$, we get

$$
|0,m\rangle_B = \frac{a_1^m |0,0\rangle_B}{\sqrt{m!}} = \left( \frac{a_+ - a_-}{\sqrt{2}} \right)^m \frac{|0,0\rangle_B}{\sqrt{m!}}
$$

(3.17)

and

$$
|m,0\rangle_B = \frac{a_1^m |0,0\rangle_B}{\sqrt{m!}} = \left( \frac{a_+ + a_-}{\sqrt{2}} \right)^m \frac{|0,0\rangle_B}{\sqrt{m!}}
$$

(3.18)

From Equations (3.17)–(3.18) it follows that

$$
|m,0\rangle_B |F_{m,0}\rangle_E + |0,m\rangle_B |G_{0,m}\rangle_E = |e^{(m)}\rangle_B [(|G_{0,m}\rangle_E + |F_{m,0}\rangle_E] + |o^{(m)}\rangle_B [(|G_{0,m}\rangle_E - |F_{m,0}\rangle_E],
$$

(3.19)

where

$$
|e^{(m)}\rangle_B \triangleq \frac{1}{\sqrt{2^{m} \cdot m!}} \sum_{k \text{ even}} \left( \frac{m}{k} \right) a_+^k a_-^{m-k} |0,0\rangle_B,
$$

(3.20)

$$
|o^{(m)}\rangle_B \triangleq \frac{1}{\sqrt{2^{m} \cdot m!}} \sum_{k \text{ odd}} \left( \frac{m}{k} \right) a_+^k a_-^{m-k} |0,0\rangle_B.
$$

(3.21)

We notice that $a_-^k a_+^{m-k} |0,0\rangle_B$ is, up to a constant factor, the Fock state $|k, m-k\rangle_{x,B}$.
Because the probability of finding a photon in the $|−\rangle$ mode must be zero, it means that the coefficient of $a^{+}_{−k}a^{+}_{m-k}|0,0\rangle_B$ must be zero for all $k \geq 1$.

Substituting $|e^{(m)}\rangle_B$ and $|o^{(m)}\rangle_B$ by their values in Equation (3.19), the coefficient of $a^{+}_{−k}a^{+}_{m-k}|0,0\rangle_B$ (up to a non-zero constant factor) is $|G_{0,m}\rangle_E + |F_{m,0}\rangle_E$ for even values of $k$ and $|G_{0,m}\rangle_E - |F_{m,0}\rangle_E$ for odd values of $k$. Since $k = m \geq 1$ and $k = m - 1 \geq 1$ have different parities, this implies both $|G_{0,m}\rangle_E + |F_{m,0}\rangle_E$ and $|G_{0,m}\rangle_E - |F_{m,0}\rangle_E$ must be 0, and thus $|F_{m,0}\rangle_E = |G_{0,m}\rangle_E = 0$.

Applying Lemma 3.1, we deduce that $|F_{m,0}\rangle_E = |G_{0,m}\rangle_E = 0$ for all $m \geq 2$, and that $|F_{1,0}\rangle_E = |G_{0,1}\rangle_E = |F\rangle_E$.

It follows that the joint states of Bob+Eve after Eve’s attack, when Alice performed SWAP-x and her “sum” was 0 (these are the only rounds in which Alice and Bob may share a secret bit), are: (using Table 3.5 and Equations (3.11), (3.13), and (3.14))

\[
V|\psi_{S-01}\rangle = V|φ_{0,1}\rangle + V|φ_{0,0}\rangle = |0,0\rangle_B|F\rangle_E + |0,0\rangle_B |G_{0,0}\rangle_E + |H_{0,0}\rangle_E, \tag{3.22}
\]
\[
V|\psi_{S-10}\rangle = V|φ_{1,0}\rangle + V|φ_{0,0}\rangle = |1,0\rangle_B|F\rangle_E + |0,0\rangle_B |F_{0,0}\rangle_E + |H_{0,0}\rangle_E. \tag{3.23}
\]

Therefore, the state of Eve’s probe is independent of all Alice’s and Bob’s shared bits, and is equal to $|F\rangle_E$ whenever Alice and Bob share a bit. Eve can thus get no information on the bits shared by Alice and Bob without causing errors that may be noticed by Alice and Bob.

### 3.4 Conclusion

In this chapter, we have suggested a solution for a practical security problem of SQKD protocols, that was discussed in Section 3.1 and [TLC09]: we have presented a new semiquantum key distribution protocol and proved it robust (see Chapter 5 for full security analysis against “uniform collective” attacks). Unlike all previous SQKD protocols, our new protocol can be experimentally implemented in a secure way.
Chapter 4

Attacks Against a Simplified Variant of the Mirror Protocol

In this chapter, we present a simpler variant of the Mirror protocol (the “simplified Mirror protocol”) which is easier to implement. Our variant allows the classical party, Alice, to choose one of three operations, while the Mirror protocol allows her to choose one of four operations. We then present two attacks against this variant, proving it non-robust. Our results show the four classical operations allowed by the Mirror protocol are probably necessary for robustness.

This chapter is based on a paper published in Entropy in 2018 by Michel Boyer, Rotem Liss, and Tal Mor [BLM18].

4.1 The Simplified Mirror Protocol

The simplified Mirror protocol we present in this chapter is identical to the Mirror protocol described in Section 3.2, except that it does not include the SWAP-ALL operation. In other words, in the simplified protocol, Alice chooses at random one of the three classical operations CTRL, SWAP-10, and SWAP-01.

The simplified protocol is easier to implement, because the SWAP-ALL operation poses some experimental challenges to the electronic implementation discussed in Section 3.2: for implementing SWAP-ALL, the Pockels cell should either remain working for a long time (changing polarization for both pulses) or be operated twice (changing polarization for each pulse separately). In more details, for the two pulses representing the |0⟩ mode and the |1⟩ mode: if we assume the duration of each pulse is \( t \) and the time difference between the two pulses is \( T \) (where \( t \ll T \)), the first solution means keeping the Pockels cell operating during the time period \([0, T + 2t]\), and the second solution means operating the Pockels cell during the two time periods \([0, t]\) and \([T + t, T + 2t]\).

The first solution may be problematic for some models of the Pockels cell, and the second solution may be problematic because of the recovery time needed for the Pockels cell. Therefore, at least in some implementations, the simplified Mirror protocol is much
easier to implement than the standard Mirror protocol.

Moreover, analyzing the simplified protocol gives a better understanding of the properties required for an SQKD protocol to be robust. In particular, this analysis explains why the structure and complexity of the Mirror protocol are necessary for robustness.

For completeness, we provide below the full description of the simplified Mirror protocol. We emphasize, however, that this protocol is almost identical to the Mirror protocol described in Section 3.2, and the only difference is removing the SWAP-ALL operation.

In the simplified Mirror protocol, in each round, Bob sends to Alice the initial state $|+\rangle_B$, which is equivalent to $|0,1\rangle_{x,B} \equiv \frac{|0,1\rangle_B + |1,0\rangle_B}{\sqrt{2}}$. Then, Alice prepares an ancillary state in the initial vacuum state $|0,0\rangle_{A_{anc}}$ and chooses at random one of the following three classical operations (defined on any Fock state she may possibly get, due to Eve’s attack):

**I (CTRL)** Reflect all photons towards Bob, without measuring any photon. The mathematical description is:

$$I|0,0\rangle_{A_{anc}}|m_1,m_0\rangle_B = |0,0\rangle_{A_{anc}}|m_1,m_0\rangle_B. \quad (4.1)$$

**S$_1$ (SWAP-10)** Reflect all photons in the $|0\rangle$ mode towards Bob, and measure all photons in the $|1\rangle$ mode. The mathematical description is:

$$S_1|0,0\rangle_{A_{anc}}|m_1,m_0\rangle_B = |m_1,0\rangle_{A_{anc}}|0,m_0\rangle_B. \quad (4.2)$$

**S$_0$ (SWAP-01)** Reflect all photons in the $|1\rangle$ mode towards Bob, and measure all photons in the $|0\rangle$ mode. The mathematical description is:

$$S_0|0,0\rangle_{A_{anc}}|m_1,m_0\rangle_B = |0,m_0\rangle_{A_{anc}}|m_1,0\rangle_B. \quad (4.3)$$

We note that in the above mathematical description, Alice measures her ancillary state $|\cdot\rangle_{A_{anc}}$ in the $z$ basis and sends back to Bob the $|\cdot\rangle_B$ state. The states sent from Alice to Bob (without any error, loss, or eavesdropping) are detailed in Table 4.1. Then, Bob measures the incoming state in a random basis (either the $z$ basis or the $x$ basis).

After completing all rounds, Alice sends over the classical channel her operation choices (CTRL or SWAP-$x$; she keeps $x \in \{01,10\}$ in secret), Bob sends over the classical channel his basis choices, and both of them reveal some non-secret information on their measurement results (as elaborated in Section 3.2). Then, Alice and Bob reveal and compute the error rate on test bits for which Alice used SWAP-10 or SWAP-01 and Bob measured in the $z$ basis, and the error rate on test bits for which Alice used CTRL and Bob measured in the $x$ basis. They also check whether other errors exist (for example, it must never happen that both Alice and Bob detect a photon). Alice
Table 4.1: The state sent from Alice to Bob in the simplified Mirror protocol without errors or losses, depending on Alice’s classical operation and on whether Alice detected a photon or not.

<table>
<thead>
<tr>
<th>Alice’s Operation</th>
<th>Did Alice Detect a Photon?</th>
<th>State Sent from Alice to Bob</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTRL</td>
<td>no (happens with certainty)</td>
<td>$\frac{1}{\sqrt{2}}</td>
</tr>
<tr>
<td>SWAP-10</td>
<td>no (happens with probability $\frac{1}{2}$)</td>
<td>$0, 1\rangle_B$</td>
</tr>
<tr>
<td>SWAP-10</td>
<td>yes (happens with probability $\frac{1}{2}$)</td>
<td>$0, 0\rangle_B$</td>
</tr>
<tr>
<td>SWAP-01</td>
<td>no (happens with probability $\frac{1}{2}$)</td>
<td>$1, 0\rangle_B$</td>
</tr>
<tr>
<td>SWAP-01</td>
<td>yes (happens with probability $\frac{1}{2}$)</td>
<td>$0, 0\rangle_B$</td>
</tr>
</tbody>
</table>

and Bob also discard mismatched rounds, such as rounds in which Alice used SWAP-10 and Bob used the $x$ basis.

In the non-testing rounds, Alice and Bob share the secret bit 0 if Alice uses SWAP-10 and detects no photon while Bob measures in the $z$ basis and detects a photon in the $|0\rangle$ mode; similarly, they share the secret bit 1 if Alice uses SWAP-01 and detects no photon while Bob measures in the $z$ basis and detects a photon in the $|1\rangle$ mode.

Finally, Alice and Bob verify that the error rates are below some thresholds, and they perform error correction and privacy amplification in the standard way for QKD protocols. At the end of the protocol, Alice and Bob hold an identical final key that is supposed to be completely secure against any eavesdropper.

### 4.2 Attacks Against the Simplified Mirror Protocol

We prove the simplified protocol to be non-robust by presenting two attacks: a “full attack” described in Subsection 4.2.1, which gives Eve full information but causes full loss of the CTRL bits, and a “weaker attack” described in Subsection 4.2.2, which gives Eve less information but causes fewer losses of CTRL bits.

#### 4.2.1 A Full Attack on the Simplified Protocol

In this attack, Eve gets full information of all secret bits: namely, she gets full information on the SWAP-10 and SWAP-01 bits that were measured by Bob in the $z$ basis.

Eve applies her attack in two stages: the first stage is on the way from Bob to Alice, and the second stage is on the way from Alice to Bob. In both stages she uses her own probe space (namely, ancillary space) $\mathcal{H}_E = \mathcal{H}_3$ spanned by the orthonormal basis $\{|0\rangle_E, |1\rangle_E, |2\rangle_E\}$. We assume that Eve fully controls the environment, the errors, and the losses (this is a standard assumption when analyzing the security of QKD): namely, no losses and no errors exist between Bob and Eve or between Alice and Eve.

In the first stage of the attack (on the way from Bob to Alice), Eve intercepts the
Table 4.2: The state of Bob+Eve after Alice’s classical operation for the attacks described in Subsections 4.2.1 and 4.2.2, depending on Alice’s classical operation and on whether Alice detected a photon or not.

<table>
<thead>
<tr>
<th>Alice’s Operation</th>
<th>Did Alice Detect a Photon?</th>
<th>Bob+Eve State</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTRL</td>
<td>no (happens with certainty)</td>
<td>$\frac{1}{\sqrt{3}} [</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$+</td>
</tr>
<tr>
<td>SWAP-10</td>
<td>no (happens with probability $\frac{1}{3}$)</td>
<td>$\frac{1}{\sqrt{2}} [</td>
</tr>
<tr>
<td>SWAP-10</td>
<td>yes (happens with probability $\frac{1}{2}$)</td>
<td>$</td>
</tr>
<tr>
<td>SWAP-01</td>
<td>no (happens with probability $\frac{2}{3}$)</td>
<td>$\frac{1}{\sqrt{2}} [</td>
</tr>
<tr>
<td>SWAP-01</td>
<td>yes (happens with probability $\frac{1}{3}$)</td>
<td>$</td>
</tr>
</tbody>
</table>

state $|+\rangle_B = |0,1\rangle_{x,B}$ sent by Bob, generates instead the state

$$\frac{1}{\sqrt{3}} [ |0,1\rangle_B |1\rangle_E + |1,0\rangle_B |1\rangle_E + |0,0\rangle_B |0\rangle_E ] = \sqrt{\frac{2}{3}} |0,1\rangle_{x,B} |1\rangle_E + \sqrt{\frac{1}{3}} |0,0\rangle_B |0\rangle_E, \quad (4.4)$$

and sends to Alice the B part of the state. This state causes Alice to get no photons with probability $\frac{1}{3}$ and get the expected $|+\rangle_B$ state with probability $\frac{2}{3}$. Alice then performs at random one of the three classical operations CTRL, SWAP-10, or SWAP-01; the resulting possible states of Bob+Eve are described in Table 4.2.

In the second stage of the attack (on the way from Alice to Bob), Eve applies the unitary operator $V$ on the joint Bob+Eve state, where $V$ is defined as follows:

$$V |0,1\rangle_B |1\rangle_E = -\sqrt{\frac{1}{3}} |1,0\rangle_B |1\rangle_E + \sqrt{\frac{2}{3}} |0,0\rangle_B |0\rangle_E, \quad (4.5)$$
$$V |1,0\rangle_B |1\rangle_E = -\sqrt{\frac{1}{3}} |0,1\rangle_B |0\rangle_E + \sqrt{\frac{2}{3}} |0,0\rangle_B |1\rangle_E, \quad (4.6)$$
$$V |0,0\rangle_B |0\rangle_E = \sqrt{\frac{1}{3}} |0,1\rangle_B |0\rangle_E + \sqrt{\frac{1}{3}} |1,0\rangle_B |1\rangle_E + \sqrt{\frac{1}{3}} |0,0\rangle_B |+\rangle_E, \quad (4.7)$$
$$V |0,0\rangle_B |1\rangle_E = |0,0\rangle_B |2\rangle_E. \quad (4.8)$$

$V$ is indeed a unitary operator, because we can prove the right-hand sides to be orthonormal: all right-hand sides are normalized vectors; the first two vectors are clearly orthogonal; the third vector is orthogonal to the first two, because $\langle 0|+\rangle_E = \langle 1|+\rangle_E = \frac{1}{\sqrt{2}}$; and the fourth vector is orthogonal to the three others. Thus, $V$ defines (or, more precisely, can be extended to) a unitary operator on $\mathcal{H}_B \otimes \mathcal{H}_E$.

Applying the unitary operator $V$ to Table 4.2 gives the states listed in Table 4.3. Comparing it with Table 4.1, we conclude that this attack never causes Alice and Bob to detect an error. Moreover, Eve detects the entire secret key: Eve measures “0” in her probe if Alice and Bob agree on the “secret” bit 0, and she measures “1” in her probe if Alice and Bob agree on the “secret” bit 1. However, Eve causes several kinds of losses; in particular, all CTRL bits are lost.
We notice that for small values of $\epsilon$, the value of $\kappa$ is close to $\sqrt{\frac{1}{3}}$. Moreover, for all $0 \leq \epsilon \leq 1$, it holds that $0 < \epsilon^2 + \kappa^2 \leq 1$ and $2\kappa^2 < 1$.

In the second stage of the attack (on the way from Alice to Bob), Eve applies the unitary operator $V$ on the joint Bob+Eve state, where $V$ is defined as follows:

\begin{align*}
V|0, 1\rangle_B|1\rangle_E &= \epsilon|0, 1\rangle_B|2\rangle_E - \kappa|1, 0\rangle_B|1\rangle_E + \sqrt{1 - \kappa^2 - \epsilon^2}|0, 0\rangle_B|0\rangle_E, \quad (4.10) \\
V|1, 0\rangle_B|1\rangle_E &= -\kappa|0, 1\rangle_B|0\rangle_E + \epsilon|1, 0\rangle_B|2\rangle_E + \sqrt{1 - \kappa^2 - \epsilon^2}|0, 0\rangle_B|1\rangle_E, \quad (4.11) \\
V|0, 0\rangle_B|0\rangle_E &= \kappa|0, 1\rangle_B|0\rangle_E + \kappa|1, 0\rangle_B|1\rangle_E + \sqrt{1 - 2\kappa^2}|0, 0\rangle_B|+\rangle_E, \quad (4.12) \\
V|0, 0\rangle_B|1\rangle_E &= |0, 0\rangle_B|2\rangle_E. \quad (4.13)
\end{align*}

Therefore, this attack makes it possible for Eve to get full information without inducing any error. However, Eve causes many losses, including full loss of the CTRL bits.

## 4.2.2 A Weaker Attack on the Simplified Protocol

The full attack described in Subsection 4.2.1 makes it impossible for Bob to ever detect a CTRL bit, which may look suspicious. We now present a weaker attack that lets Bob detect some CTRL bits but gives Eve less information.

The first stage of the attack (on the way from Bob to Alice) remains the same: that is, the state Eve sends to Alice is still given by Equation (4.4), and the resulting Bob+Eve state after Alice’s classical operation is still shown in Table 4.2. Eve’s probe space is, too, the same as before: $\mathcal{H}_E = \mathcal{H}_3 \triangleq \text{Span}\{|0\rangle_E, |1\rangle_E, |2\rangle_E\}$.

This attack is characterized by the parameter $0 \leq \epsilon \leq 1$. We will see that $\epsilon = 0$ gives the full attack described in Subsection 4.2.1, while $\epsilon = 1$ gives Eve no information at all.

Another important parameter used by the attack is

$$
\kappa \triangleq \frac{\sqrt{1 - \epsilon^2}}{3 - 2\epsilon^2}. \quad (4.9)
$$

We notice that for small values of $\epsilon$, the value of $\kappa$ is close to $\sqrt{\frac{1}{3}}$. Moreover, for all $0 \leq \epsilon \leq 1$, it holds that $0 < \epsilon^2 + \kappa^2 \leq 1$ and $2\kappa^2 < 1$.

Table 4.3: The state of Bob+Eve after completing Eve’s attack described in Subsection 4.2.1, depending on Alice’s classical operation and on whether Alice detected a photon or not.

<table>
<thead>
<tr>
<th>Alice’s Operation</th>
<th>Did Alice Detect a Photon?</th>
<th>Bob+Eve State</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTRL</td>
<td>no (happens with certainty)</td>
<td>$</td>
</tr>
<tr>
<td>SWAP-10</td>
<td>no (happens with probability $\frac{2}{3}$)</td>
<td>$\frac{1}{\sqrt{6}}</td>
</tr>
<tr>
<td>SWAP-10</td>
<td>yes (happens with probability $\frac{1}{3}$)</td>
<td>$</td>
</tr>
<tr>
<td>SWAP-01</td>
<td>no (happens with probability $\frac{2}{3}$)</td>
<td>$\frac{1}{\sqrt{6}}</td>
</tr>
<tr>
<td>SWAP-01</td>
<td>yes (happens with probability $\frac{1}{3}$)</td>
<td>$</td>
</tr>
</tbody>
</table>
Table 4.4: The state of Bob+Eve after completing Eve’s attack described in Subsection 4.2.2, depending on Alice’s classical operation and on whether Alice detected a photon or not. The parameters $a$ and $b$ are defined in Equations (4.16)–(4.17).

<table>
<thead>
<tr>
<th>Alice’s Operation</th>
<th>Did Alice Detect a Photon?</th>
<th>Bob+Eve State</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTRL</td>
<td>no (happens with certainty)</td>
<td>$\sqrt{\frac{2\epsilon^2}{3}}</td>
</tr>
<tr>
<td>SWAP-10</td>
<td>no (happens with probability $\frac{2}{3}$)</td>
<td>$\frac{1}{\sqrt{2}}[</td>
</tr>
<tr>
<td>SWAP-10</td>
<td>yes (happens with probability $\frac{1}{3}$)</td>
<td>$</td>
</tr>
<tr>
<td>SWAP-01</td>
<td>no (happens with probability $\frac{2}{3}$)</td>
<td>$\frac{1}{\sqrt{2}}[</td>
</tr>
<tr>
<td>SWAP-01</td>
<td>yes (happens with probability $\frac{1}{3}$)</td>
<td>$</td>
</tr>
</tbody>
</table>

$V$ is indeed a unitary operator, because we can prove the right-hand sides to be orthonormal: all right-hand sides are clearly normalized; the first two vectors are orthogonal; the fourth vector is orthogonal to the three others; and the third vector is orthogonal to the first and to the second, because

\[
1 - 2\kappa^2 = \frac{3 - 2\epsilon^2 - 2(1 - \epsilon^2)}{3 - 2\epsilon^2} = \frac{1}{3 - 2\epsilon^2}, \tag{4.14}
\]

\[
1 - \kappa^2 - \epsilon^2 = \frac{(3 - 2\epsilon^2) - (1 - \epsilon^2) - (3\epsilon^2 - 2\epsilon^4)}{3 - 2\epsilon^2} = \frac{2(1 - \epsilon^2)^2}{3 - 2\epsilon^2}, \tag{4.15}
\]

and thus $\frac{\sqrt{1-\kappa^2-\epsilon^2}}{\sqrt{2}}\sqrt{1-2\epsilon^2} = \kappa^2$. Therefore, $V$ extends to a unitary operator on $\mathcal{H}_B \otimes \mathcal{H}_E$.

The final global state after Eve’s attack is described in Table 4.4 (computed by applying the operator $V$ to Table 4.2), given the following definitions:

\[
a \triangleq \sqrt{1-\kappa^2-\epsilon^2} + \frac{\sqrt{1-2\kappa^2}}{\sqrt{2}}, \tag{4.16}
\]

\[
b \triangleq \frac{\sqrt{1-2\kappa^2}}{\sqrt{2}}. \tag{4.17}
\]

We notice that for $\epsilon = 0$, the attack is the same as in Subsection 4.2.1. If $\epsilon = 1$, the loss rate of CTRL bits is $\frac{2}{3}$, and Eve gets no information at all on the information bits (because $\kappa = 0$).

In general, if Alice and Bob share a “secret” bit $b \in \{0, 1\}$, Eve’s probe state is in the (normalized) state

\[
\frac{\epsilon|2\rangle_E + \kappa|b\rangle_E}{\sqrt{\epsilon^2 + \kappa^2}}. \tag{4.18}
\]

When Eve measures her probe state in the computational basis $\{|0\rangle_E, |1\rangle_E, |2\rangle_E\}$,
Table 4.5: The probability $p$ of Eve obtaining an information bit, and the loss rates $R_{\text{CTRL}}$ and $R_{\text{SWAP-x}}$ of CTRL and SWAP-$x$ bits (where $x \in \{01, 10\}$), respectively, for several values of the attack’s parameter $\epsilon$.

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>1</td>
<td>0.97</td>
<td>0.89</td>
<td>0.78</td>
<td>0.66</td>
<td>0.55</td>
<td>0.44</td>
<td>0.34</td>
<td>0.25</td>
<td>0.15</td>
<td>0</td>
</tr>
<tr>
<td>$R_{\text{CTRL}}$</td>
<td>1</td>
<td>0.99</td>
<td>0.97</td>
<td>0.94</td>
<td>0.89</td>
<td>0.83</td>
<td>0.76</td>
<td>0.67</td>
<td>0.57</td>
<td>0.46</td>
<td>0.33</td>
</tr>
<tr>
<td>$R_{\text{SWAP-x}}$</td>
<td>0.83</td>
<td>0.83</td>
<td>0.82</td>
<td>0.79</td>
<td>0.76</td>
<td>0.73</td>
<td>0.68</td>
<td>0.63</td>
<td>0.58</td>
<td>0.53</td>
<td>0.5</td>
</tr>
</tbody>
</table>

she gets the information bit $b$ with probability

$$p = \frac{\kappa^2}{\epsilon^2 + \kappa^2} = \frac{1 - \epsilon^2}{1 + 2 \epsilon^2 - 2 \epsilon^4}, \quad (4.19)$$

and the loss rates of CTRL and SWAP-$x$ bits (where $x \in \{01, 10\}$) are

$$R_{\text{CTRL}} = 1 - \frac{2 \epsilon^2}{3}, \quad (4.20)$$

$$R_{\text{SWAP-x}} = 1 - \frac{\epsilon^2 + \kappa^2}{2}, \quad (4.21)$$

respectively.

Table 4.5 shows the probabilities $p$ and the loss rates $R_{\text{CTRL}}, R_{\text{SWAP-x}}$ for various values of $\epsilon$. For example, for $\epsilon = 0.5$, Eve still gets the information bit with probability $p \approx 0.55$, Bob’s loss rate for the CTRL bits is $R_{\text{CTRL}} \approx 0.83$, and his loss rate for the SWAP-$x$ bits is $R_{\text{SWAP-x}} \approx 0.73$.

For all values of $\epsilon$, the attack causes no errors. However, in principle, it can be detected because it causes different loss rates to different types of bits: the loss rate experienced by Bob in the CTRL bits, $R_{\text{CTRL}}$, is usually different from the loss rate in the SWAP-$x$ bits, $R_{\text{SWAP-x}}$ (see Table 4.5 for details). Therefore, in principle, the attack can be detected by a statistical test for most values of $\epsilon$.

The loss rates become equal only for the value $\epsilon = \epsilon_0 \triangleq \sqrt{\frac{3 - \sqrt{3}}{2}} \approx 0.796$ (which gives $\kappa^2 = \frac{\epsilon^2}{3}$). It seems that this specific attack cannot be detected, even in principle: it causes no errors, and it causes the same loss rate for all qubits. For this attack, Eve gets the information bit with probability $p = \frac{1}{4}$, and the loss rates are $R_{\text{CTRL}} = R_{\text{SWAP-x}} = \frac{1}{\sqrt{3}} \approx 0.577$. Therefore, this attack gives Eve a reasonable amount of information, and it is not detectable by looking at errors or comparing loss rates. (We can slightly modify the attack to make the loss rates identical in both directions of the quantum channel, too.)

We conclude that this weaker attack gives Eve partial information, causes no errors, and causes several loss rates. We also conclude that since the loss rates caused by the attack are usually different for different types of bits, the attack can be detected, in principle, for any value of $\epsilon$ except $\epsilon_0$. However, for $\epsilon = \epsilon_0$, the attack seems undetectable.
4.3 Conclusion

We have discussed a simpler and natural variant of the Mirror protocol (the “simplified Mirror protocol”) which is easier to implement. We have found the simplified Mirror protocol to be completely non-robust, actually making it an “over-simplified” Mirror protocol. We have presented in Subsection 4.2.1 an attack giving Eve full information without causing any error; in addition, since this attack also causes full loss of the CTRL bits, we have presented in Subsection 4.2.2 weaker attacks giving Eve partial information, causing no errors, and causing fewer losses. In particular, we have presented a specific attack (characterized by the parameter $\epsilon = \epsilon_0 \triangleq \sqrt{\frac{3-\sqrt{3}}{2}} \approx 0.796$) that seems undetectable and gives Eve one quarter ($\frac{1}{4}$) of all information bits.

These attacks prove the simplified Mirror protocol, which allows Alice to use only three classical operations (CTRL, SWAP-10, and SWAP-01), to be completely non-robust. On the other hand, the Mirror protocol is proved completely robust (see Section 3.3). As explained in Section 4.1, the only difference between the simplified Mirror protocol and the Mirror protocol is that the Mirror protocol allows a fourth classical operation, SWAP-ALL; therefore, allowing the SWAP-ALL operation is necessary for robustness. More generally, the Mirror protocol probably cannot be made much simpler while keeping it robust: its complexity is crucial for robustness. Therefore, we have seen that if we need an SQKD protocol that is experimentally feasible in a secure way, we may have to use a relatively complicated protocol.

In this chapter, we have not checked the experimental feasibility of Eve’s attacks, because Eve is usually assumed to be all-powerful. Nonetheless, it can be interesting to check in the future the experimental feasibility of those attacks and discover whether the simplified Mirror protocol is flawed also in practice and not “only” in theory. Other interesting directions for future research include trying to find experimentally feasible SQKD protocols that are simpler than the Mirror protocol, and trying to find similar attacks against other QKD and SQKD protocols that have not been proved completely robust.
Chapter 5

Security of the Mirror Protocol Against Uniform Collective Attacks

In this chapter, we prove security of the Mirror protocol against “uniform collective” attacks (defined in Subsection 2.3.2) and evaluate the resulting key rate.

This chapter is based on a preprint posted to the arXiv in 2020 by Walter O. Krawec, Rotem Liss, and Tal Mor [KLM20].

5.1 Introduction

This chapter proves security of the Mirror protocol under a large class of uniform collective attacks. The class of the “uniform collective attacks” is an important and powerful subclass of possible attacks (see Subsection 2.3.2 for details); some existing security proofs of SQKD protocols against general attacks may in fact be limited to uniform collective attacks, because they use de Finetti’s theorem and similar techniques (see [Ren08, CKR09]) that can directly be applied only to entanglement-based protocols\(^1\). Therefore, in this chapter we restrict our analysis to uniform collective attacks.

The uniform collective attacks analyzed in this chapter allow Eve to inject multiple photons into the classical user’s lab, but not into the quantum user’s lab (attacks of the later kind are left for future analysis, but we briefly discuss them in the beginning of Section 5.3). In addition, we limit our analysis to two-mode quantum communication, leaving more complicated attacks for future research. We assume Alice’s and Bob’s devices precisely implement the needed operations (most notably, Alice’s classical operations described in Equations (5.1)–(5.4)), and without loss of generality, we assume an all-powerful Eve controlling all errors and losses in the quantum channel.

\(^1\)Applying de Finetti’s theorem and similar techniques to prepare-and-measure protocols (including SQKD protocols) is usually easy for one-way QKD protocols, but it does not necessarily work for two-way protocols. See Subsection 2.2.2 for details about the different types of QKD protocols.
We derive an information-theoretic proof of security against these attacks and simulate the performance of the protocol in a variety of realistic scenarios, including lossy quantum channels, compared to the BB84 protocol. Ultimately, this chapter shows that SQKD protocols hold the potential to be secure and feasible in practice, and not just “secure in ideal conditions”. The methods and techniques we present in this work may also be applicable to security proofs of other SQKD protocols or even other two-way QKD protocols where users are limited in some manner in their quantum capabilities.

5.2 The Mirror Protocol: a Concise Description

In this section we present a concise description of the Mirror protocol, which should be useful for the security proof. A full description of the protocol is available in Section 3.2;

In the Mirror protocol, in each round, Bob sends to Alice the initial state $|+\rangle_B$, which is equivalent to $|0,1\rangle_B$. Then, Alice prepares an ancillary state in the initial vacuum state $|0,0\rangle_A$ and chooses at random one of the following four classical operations (defined on any Fock state she may possibly get, due to Eve’s attack):

**I (CTRL)** Reflect all photons towards Bob, without measuring any photon. The mathematical description is:

$$I|0,0\rangle_A |m_1, m_0\rangle_B = |0,0\rangle_A |m_1, m_0\rangle_B.$$  (5.1)

**S₁ (SWAP-10)** Reflect all photons in the $|0\rangle$ mode towards Bob, and measure all photons in the $|1\rangle$ mode. The mathematical description is:

$$S_1|0,0\rangle_A |m_1, m_0\rangle_B = |m_1, 0\rangle_A |0, m_0\rangle_B.$$  (5.2)

**S₀ (SWAP-01)** Reflect all photons in the $|1\rangle$ mode towards Bob, and measure all photons in the $|0\rangle$ mode. The mathematical description is:

$$S_0|0,0\rangle_A |m_1, m_0\rangle_B = |0, m_0\rangle_A |m_1, 0\rangle_B.$$  (5.3)

**S (SWAP-ALL)** Measure all photons, without reflecting any photon towards Bob. The mathematical description is:

$$S|0,0\rangle_A |m_1, m_0\rangle_B = |m_1, m_0\rangle_A |0, 0\rangle_B.$$  (5.4)

We note that in the above mathematical description, Alice measures her ancillary state $|\cdot\rangle_A$ in the $z$ basis and sends back to Bob the $|\cdot\rangle_B$ state.

The states sent from Alice to Bob (without any error, loss, or eavesdropping) and their interpretations, depending on Alice’s random choice of a classical operation and on whether Alice detected a photon or not, are detailed in Table 5.1.
Table 5.1: The state sent from Alice to Bob in the Mirror protocol without errors or losses, and its interpretation, depending on Alice’s random choice of a classical operation and on whether Alice detected a photon or not.

<table>
<thead>
<tr>
<th>Alice’s Op.</th>
<th>Did Alice Detect a Photon?</th>
<th>State to Bob</th>
<th>Round Type</th>
<th>Raw Key</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTRL</td>
<td>no (happens with certainty)</td>
<td>$</td>
<td>0, 1\rangle_{x,B}$</td>
<td>“test”</td>
</tr>
<tr>
<td>SWAP-10</td>
<td>no (happens with probability $\frac{1}{2}$)</td>
<td>$</td>
<td>0, 1\rangle_B$</td>
<td>“raw key”</td>
</tr>
<tr>
<td>SWAP-10</td>
<td>yes (happens with probability $\frac{1}{2}$)</td>
<td>$</td>
<td>0, 0\rangle_B$</td>
<td>“raw key”</td>
</tr>
<tr>
<td>SWAP-01</td>
<td>no (happens with probability $\frac{1}{2}$)</td>
<td>$</td>
<td>1, 0\rangle_B$</td>
<td>“raw key”</td>
</tr>
<tr>
<td>SWAP-01</td>
<td>yes (happens with probability $\frac{1}{2}$)</td>
<td>$</td>
<td>0, 0\rangle_B$</td>
<td>“raw key”</td>
</tr>
<tr>
<td>SWAP-ALL</td>
<td>yes (happens with certainty)</td>
<td>$</td>
<td>0, 0\rangle_B$</td>
<td>“SWAP-ALL”</td>
</tr>
</tbody>
</table>

Then, Bob measures the incoming state in a random basis (either the $z$ basis or the $x$ basis). We assume here, as is true in most experimental setups, that Alice and Bob use detectors and not counters: namely, their detectors cannot count the number of incoming photons. Therefore, when a detector clicks, Alice and Bob cannot know whether it detected a single-photon pulse (a single photon in its measured mode) or a multi-photon pulse (more than one photon in its measured mode).

After completing all rounds, Alice and Bob perform classical post-processing: Alice sends over the classical channel her operation choices (CTRL, SWAP-$x$, or SWAP-ALL; she keeps $x \in \{01, 10\}$ in secret); Bob sends over the classical channel his basis choices; and both of them reveal all rounds where they got a loss, and all measurement results each of them got in all testing rounds (CTRL, SWAP-ALL, and a random subset of the SWAP-$x$ rounds, for which Alice also reveals her values of $x \in \{01, 10\}$) and in all mismatched rounds (such as rounds in which Alice used SWAP-10 and Bob used the $x$ basis). In the non-testing rounds, as detailed in Table 5.1, Alice and Bob share the raw key bit 0 if Alice uses SWAP-10 and detects no photon while Bob measures in the $z$ basis and detects a photon (or photons) in the $|0\rangle$ mode; similarly, they share the raw key bit 1 if Alice uses SWAP-01 and detects no photon while Bob measures in the $z$ basis and detects a photon (or photons) in the $|1\rangle$ mode.

Now, Alice and Bob have enough information for computing all the probabilities they need for finding the key rate (that are detailed later, in Table 5.3), so they compute all these probabilities and deduce the final key rate according to the algorithm in Subsection 5.3.7. If the final key rate is negative, they abort the protocol; otherwise, they perform error correction and privacy amplification in the standard way for QKD protocols. At the end of the protocol, Alice and Bob hold an identical final key that is completely secure against any eavesdropper.
5.3 Security Proof of the Mirror Protocol Against Uniform Collective Attacks

We now prove security of the Mirror protocol. For our security proof, we assume that the adversary Eve is restricted to uniform collective attacks—namely, that Eve attacks each round in an independent and identical manner, but she is allowed to postpone the measurement of her private quantum ancilla until any future point in time. Beyond this, we will also assume in our security analysis that Eve is allowed to inject any signal into the forward channel (linking quantum Bob to classical Alice); in the reverse channel, she is free to perform any quantum unitary probe, but we will assume that the number of photons returning to Bob is at most one. That is, Eve is allowed to inject multiple photons into the channel going to Alice, but on the way back, only a single photon or no photons at all will be returned to Bob. This assumption means that Eve may need to remove photons on the way from Alice to Bob, if she sent multiple photons towards Alice; in Subsection 5.3.1 we explain how Eve can perform this attack.

The above assumption (that at most one photon is sent towards Bob) is made to simplify the analysis of the return channel. We point out that in Chapter 3 we proved the Mirror protocol to be completely robust even without this assumption—namely, proved it robust against all multi-photon attacks and all kinds of losses and dark counts (see Section 3.3); however, full security analysis of the multi-photon case, including both losses and dark counts, is very difficult even in the simplest one-way standard QKD, and even more so in any standard two-way QKD protocol such as “Plug & Play” [MHHTZG97], “Ping Pong” [BF02], and LM05 [LM05] (see also [BLMR13]). Furthermore, this case has not been analyzed in security proofs of many other SQKD protocols (e.g., [Kra15b, Kra16, ZQM18, Kra18]). Therefore, we do not aim to solve this major issue here in the specific case of the Mirror protocol: extending the full security proof to this most general case is left for future research.

5.3.1 Eve’s Attacks

Eve’s first attack: We first analyze the forward-channel attack—namely, the attack on the way from Bob to Alice. Here, we note that it is to Eve’s advantage to simply discard the signal coming from Bob (which should be the same each round and carries no information at this point) and inject a signal of her own, possibly consisting of multiple photons and entangled with her private quantum ancilla.

Specifically, in each round, Bob sends to Alice the same quantum state: $|0, 1\rangle_{x,B} \triangleq \frac{|0, 1\rangle_B + |1, 0\rangle_B}{\sqrt{2}}$. At this point, Eve performs her first attack: she replaces Bob’s original state by her own state. Without loss of generality, Eve’s state is of the form:

$$|\psi_0\rangle \triangleq \sum_{m_1 \geq 0, m_0 \geq 0} |m_1, m_0\rangle_B |e_{m_1, m_0}\rangle_E. \quad (5.5)$$
Eve’s second attack: Then, Alice performs her classical operation (CTRL, SWAP-10, SWAP-01, or SWAP-ALL) and sends the resulting state back to Bob. Now, Eve performs her second attack, described as the unitary operator $U_R$. As explained above, for the second attack we make the simplifying assumption that Eve always sends at most one photon—namely, she sends a superposition of $|0, 1\rangle_B$, $|1, 0\rangle_B$, and $|0, 0\rangle_B$ with her corresponding ancillary states $|g_{m_1, m_0}\rangle_E$, $|g_{m_1, m_0}\rangle_E$, and $|g_{m_1, m_0}\rangle_E$. We emphasize that this simplifying assumption applies only to the second attack, and not to the first attack.

Thus, Eve’s second attack is of the form:

$$U_R|m'_1, m'_0\rangle_B|e_{m_1, m_0}\rangle_E = |0, 1\rangle_B|f_{m'_1, m'_0, m_1, m_0}\rangle_E + |1, 0\rangle_B|f_{m'_1, m'_0, m_1, m_0}\rangle_E + |0, 0\rangle_B|g_{m'_1, m'_0, m_1, m_0}\rangle_E.$$  \hfill (5.6)

However, in our security proof we use terms of the following simplified notations:

$$U_R|m_1, m_0\rangle_B|e_{m_1, m_0}\rangle_E = |0, 1\rangle_B|g_{m_1, m_0}\rangle_E + |1, 0\rangle_B|g_{m_1, m_0}\rangle_E + |0, 0\rangle_B|g_{m_1, m_0}\rangle_E.$$  \hfill (5.7)

where we denote $|g_{m_1, m_0}\rangle_E \triangleq |f_{m'_1, m'_0, m_1, m_0}\rangle_E$. We note that the operation of $U_R$ on states $|m'_1, m'_0\rangle_B|e_{m_1, m_0}\rangle_E$ where $m'_1 \neq m_1$ or $m'_0 \neq m_0$ will not appear in our security proof, because these states do not give us meaningful statistics\footnote{States of the form $U_R|0, m_0\rangle_B|e_{m_1, m_0}\rangle_E$ and $U_R|m_1, 0\rangle_B|e_{m_1, m_0}\rangle_E$ may appear in “raw key” rounds analyzed in Subsection 5.3.3, but we analyze only rounds which contribute to the raw key, where Alice detects no photon—namely, $m_1 = 0$ or $m_0 = 0$, respectively. In addition, states of the form $U_R|0, 0\rangle_B|e_{m_1, m_0}\rangle_E$ may appear in “SWAP-ALL” rounds analyzed in Subsection 5.3.3, but we analyze only “double-clicks” of Alice (where Eve’s attack $U_R$ is irrelevant, although we use it algebraically to prove Lemma 5.1) and “creation” events (where Alice detects no photon, so $m_1 = m_0 = 0$).} and thus do not contribute to the probabilities in Table 5.3. We also note that since Eve is all-powerful, she will have no trouble performing any unitary operation, even if it includes a complicated operation for reducing the number of photons.

In both attacks, subsystem B is sent to a legitimate user, while subsystem E is kept as Eve’s ancilla.

5.3.2 Analyzing all Types of Rounds

In Table 5.2 we classify all rounds into six types, that Alice and Bob need to analyze. The rounds are classified according to Alice’s random choice of a classical operation and Bob’s random choice of a measurement basis.

Notice the use of basis-mismatched rounds. Technically, we could have used only the “standard” (basis-matching) rounds for completing the security proof, by using the Cauchy-Schwarz inequality for finding worst-case bounds. However, using the technique of analyzing “mismatched measurements” [BHP93, WMU08], we can derive a significantly improved formula for the final key rate.

Alice and Bob have to find relevant statistics for each type of round and compute all
Table 5.2: All types of rounds, according to Alice’s random choice of a classical operation [CTRL, SWAP-\(x\) \((x \in \{01, 10\})\), or SWAP-ALL] and Bob’s random choice of a measurement basis \((z\) or \(x\)).

<table>
<thead>
<tr>
<th>Round Type</th>
<th>Alice’s Operation</th>
<th>Bob’s Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>“raw key” mismatched “raw key”</td>
<td>SWAP-x computational ((z))</td>
<td></td>
</tr>
<tr>
<td>“test” mismatched “test”</td>
<td>CTRL computational ((z))</td>
<td></td>
</tr>
<tr>
<td>“SWAP-ALL” mismatched “SWAP-ALL”</td>
<td>SWAP-ALL computational ((z))</td>
<td></td>
</tr>
</tbody>
</table>

In all types of rounds, Bob begins by sending \(\ket{0, 1}_{x, B} \overset{\Delta}{=} \frac{\ket{0, 1} + \ket{0, 1}}{\sqrt{2}}\), which Eve immediately replaces by her own state \(\ket{\psi_0} \overset{\Delta}{=} \sum_{m_1 \geq 0, m_0 \geq 0} \ket{m_1, m_0}_B \langle m_1, m_0 | E}\) (see Equation (5.5)). Then, Alice chooses her classical operation, as detailed below.
5.3.3 “Raw Key” Rounds: Alice Chooses the SWAP-$x$ Operation

In “raw key” rounds, Alice chooses either SWAP-10 or SWAP-01 (each with probability $\frac{1}{2}$), that are defined in Equations (5.2)–(5.3). Then, the non-normalized state of the joint system, conditioning on Alice detecting no photon, is:

$$\rho^{(\text{after Alice})}_{\text{ABE}} = \frac{1}{2} |0\rangle_A \otimes P \left( \sum_{m_0 \geq 0} |0, m_0\rangle_B |e_{0,m_0}\rangle_E \right) + \frac{1}{2} |1\rangle_A \otimes P \left( \sum_{m_1 \geq 0} |m_1, 0\rangle_B |e_{m_1,0}\rangle_E \right),$$

(5.8)

where we define:

$$P(|\psi\rangle) \triangleq |\psi\rangle \langle \psi|.$$

(5.9)

We note that $|0\rangle_A$ and $|1\rangle_A$ denote the raw key bit of Alice: Alice deduces it from her own choice of SWAP-10 (which corresponds to $|0\rangle_A$) or SWAP-01 (which corresponds to $|1\rangle_A$), as explained in Table 5.1.

After Eve’s second attack (namely, after Eve applies the $U_R$ operator defined in Equation (5.7)), the joint non-normalized state becomes:

$$U_R \rho^{(\text{after Alice})}_{\text{ABE}} U_R^\dagger = \frac{1}{2} |0\rangle_A \otimes P \left( |0, 1\rangle_B \sum_{m_0 \geq 0} |g_{0,m_0}\rangle_E |e_{0,m_0}\rangle_E + |0, 0\rangle_B \sum_{m_0 \geq 0} |g_{0,m_0}\rangle_E \right) + \frac{1}{2} |1\rangle_A \otimes P \left( |1, 0\rangle_B \sum_{m_1 \geq 0} |g_{m_1,0}\rangle_E |e_{m_1,0}\rangle_E + |0, 0\rangle_B \sum_{m_1 \geq 0} |g_{m_1,0}\rangle_E \right).$$

(5.10)

To simplify notation, we define the following states in subsystem E:

$$|E_0\rangle_E \triangleq \frac{1}{\sqrt{2}} \sum_{m_0 \geq 0} |g_{0,m_0}\rangle_E,$$

$$|E_1\rangle_E \triangleq \frac{1}{\sqrt{2}} \sum_{m_0 \geq 0} |g_{1,m_0}\rangle_E,$$

$$|E_2\rangle_E \triangleq \frac{1}{\sqrt{2}} \sum_{m_1 \geq 0} |g_{0,m_1}\rangle_E,$$

$$|E_3\rangle_E \triangleq \frac{1}{\sqrt{2}} \sum_{m_1 \geq 0} |g_{1,m_1}\rangle_E.$$
so Equation (5.10) becomes:

\[
U_R \rho_{\text{ABE}}^{\text{(after Alice)}} U_R^\dagger = |0\rangle \langle 0|_A \otimes P \left( |0, 1\rangle_B|E_0\rangle_E + |1, 0\rangle_B|E_1\rangle_E + |0, 0\rangle_B \frac{1}{\sqrt{2}} \sum_{m_0 \geq 0} |g^{0,0}_{0,m_0}\rangle_E \right) \\
+ |1\rangle \langle 1|_A \otimes P \left( |0, 1\rangle_B|E_2\rangle_E + |1, 0\rangle_B|E_3\rangle_E + |0, 0\rangle_B \frac{1}{\sqrt{2}} \sum_{m_1 \geq 0} |g^{0,0}_{m_1,0}\rangle_E \right). 
\]  
(5.12)

(a) Standard “Raw Key” Rounds: Bob Chooses the $z$ Basis

Now, Bob measures his subsystem in the $z$ basis, and his raw key bit is simply his measurement result (“0” or “1”). Conditioning on Bob detecting a photon (namely, measuring $|0, 1\rangle_B$ or $|1, 0\rangle_B$), the final normalized state of the joint system after Bob’s measurement is:

\[
\rho_{\text{ABE}} = \frac{1}{M} \left( |00\rangle \langle 00|_{AB} \otimes |E_0\rangle \langle E_0|_E + |11\rangle \langle 11|_{AB} \otimes |E_1\rangle \langle E_1|_E \right) \\
+ |10\rangle \langle 10|_{AB} \otimes |E_2\rangle \langle E_2|_E + |11\rangle \langle 11|_{AB} \otimes |E_3\rangle \langle E_3|_E), 
\]  
(5.13)

where $M$ is a normalization term (which will be computed soon).

Equation (5.13) confirms that, as written in Table 5.3:

\[
\langle E_0 | E_0 \rangle_E = \Pr (\text{Alice gets raw key bit } 0, \text{ and Bob gets raw key bit } 0), 
\]  
(5.14)

\[
\langle E_1 | E_1 \rangle_E = \Pr (\text{Alice gets raw key bit } 0, \text{ and Bob gets raw key bit } 1), 
\]  
(5.15)

\[
\langle E_2 | E_2 \rangle_E = \Pr (\text{Alice gets raw key bit } 1, \text{ and Bob gets raw key bit } 0), 
\]  
(5.16)

\[
\langle E_3 | E_3 \rangle_E = \Pr (\text{Alice gets raw key bit } 1, \text{ and Bob gets raw key bit } 1). 
\]  
(5.17)

In addition, we can compute the normalization term $M$:

\[
M = \sum_{i=0}^{3} \langle E_i | E_i \rangle_E = \Pr (\text{both Alice and Bob get raw key bits}) 
= \Pr (\text{Alice observes no photon, and Bob observes a photon}). 
\]  
(5.18)

Notice that all these probabilities are observable quantities: Alice and Bob estimate $\langle E_0 | E_0 \rangle_E$, $\langle E_1 | E_1 \rangle_E$, $\langle E_2 | E_2 \rangle_E$, $\langle E_3 | E_3 \rangle_E$, and $M$ during the classical post-processing stage by testing a random subset of raw key bits.

(b) Mismatched “Raw Key” Rounds: Bob Chooses the $x$ Basis

In this case, Bob measures his subsystem in the $x$ basis. Let us rewrite the state he measures, provided in Equation (5.12), by substituting $|0, 1\rangle_B = \frac{|+\rangle_B + |\rangle_B}{\sqrt{2}}$ and
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where the remainders of the above terms (the “…” are irrelevant to our discussion.

We denote by \( p_{0,+} \) the probability that Alice gets the raw key bit 0 and Bob observes \(|+\rangle_B\) (see Table 5.3). Similarly, we denote by \( p_{1,+} \) the probability that Alice gets the raw key bit 1 and Bob observes \(|+\rangle_B\). These probabilities are:

\[
p_{0,+} = \frac{|E_0\rangle_E + |E_1\rangle_E}{\sqrt{2}}^2 = \frac{1}{2} (\langle E_0|E_0\rangle_E + \langle E_1|E_1\rangle_E + 2R\langle E_0|E_1\rangle_E), \tag{5.20}
\]

\[
p_{1,+} = \frac{|E_2\rangle_E + |E_3\rangle_E}{\sqrt{2}}^2 = \frac{1}{2} (\langle E_2|E_2\rangle_E + \langle E_3|E_3\rangle_E + 2R\langle E_2|E_3\rangle_E). \tag{5.21}
\]

Therefore, we find:

\[
2R\langle E_0|E_1\rangle_E = 2p_{0,+} - (\langle E_0|E_0\rangle_E + \langle E_1|E_1\rangle_E), \tag{5.22}
\]

\[
2R\langle E_2|E_3\rangle_E = 2p_{1,+} - (\langle E_2|E_2\rangle_E + \langle E_3|E_3\rangle_E). \tag{5.23}
\]

### 5.3.4 “Test” Rounds: Alice Chooses the CTRL Operation

In “test” rounds, Eve sends to Alice her state \(|\psi_0\rangle \triangleq \sum_{m_1 \geq 0} \sum_{m_0 \geq 0} |m_1, m_0\rangle_B |e_{m_1,m_0}\rangle_E\) (see Equation (5.5)), and Alice chooses the CTRL operation—namely, Alice does nothing (see Equation (5.1)). Then, Eve applies her second attack \(U_R\) (see Equation (5.7)), and the resulting quantum state is:

\[
U_R|\psi_0\rangle = |0, 1\rangle_B \sum_{m_1 \geq 0} \sum_{m_0 \geq 0} |g_{m_1,m_0}^{0,1}\rangle_E + |1, 0\rangle_B \sum_{m_1 \geq 0} \sum_{m_0 \geq 0} |g_{m_1,m_0}^{1,0}\rangle_E + |0, 0\rangle_B \sum_{m_1 \geq 0} \sum_{m_0 \geq 0} |g_{m_1,m_0}^{0,0}\rangle_E. \tag{5.24}
\]
(a) Standard “Test” Rounds: Bob Chooses the $x$ Basis

Changing basis, whereby $|0, 1\rangle_B = \frac{|+\rangle_n + |-\rangle_n}{\sqrt{2}}$ and $|1, 0\rangle_B = \frac{|+\rangle_n - |-\rangle_n}{\sqrt{2}}$, we find:

$$U_R|\psi_0\rangle = \frac{|+\rangle_B}{\sqrt{2}} \left( \sum_{m_1 \geq 0} g_{m_1,m_0}^{0,1}E + \sum_{m_1 \geq 0} g_{m_1,m_0}^{1,0}E \right) + \cdots, \quad (5.25)$$

where the extra $\cdots$ term is irrelevant to our discussion.

Let $p_{+,+}$ be the probability that Bob observes $|+\rangle_B$ (see Table 5.3). From Equation (5.25) we deduce:

$$p_{+,+} = \left| \frac{1}{\sqrt{2}} \sum_{m_1 \geq 0} g_{m_1,m_0}^{0,1}E + \frac{1}{\sqrt{2}} \sum_{m_1 \geq 0} g_{m_1,m_0}^{1,0}E \right|^2 \quad (5.26)$$

$$= \left| (|E_0\rangle_E + |E_2\rangle_E - |g_0\rangle_E + |h_0\rangle_E) + (|E_1\rangle_E + |E_3\rangle_E - |g_1\rangle_E + |h_1\rangle_E) \right|^2$$

$$= \left| |E_0\rangle_E + |E_2\rangle_E - |g_0\rangle_E + |h_0\rangle_E |^2 + \left| |E_1\rangle_E + |E_3\rangle_E - |g_1\rangle_E + |h_1\rangle_E \right|^2$$

$$+ \ 2 \Re \left[ (|E_0\rangle_E + |E_2\rangle_E - |g_0\rangle_E + |h_0\rangle_E) \cdot (|E_1\rangle_E + |E_3\rangle_E - |g_1\rangle_E + |h_1\rangle_E) \right],$$

where we define:

$$|g_0\rangle_E \triangleq \frac{1}{\sqrt{2}} |g_{0,0}^{0,1}\rangle_E,$$

$$|g_1\rangle_E \triangleq \frac{1}{\sqrt{2}} |g_{0,0}^{1,0}\rangle_E,$$

$$|h_0\rangle_E \triangleq \frac{1}{\sqrt{2}} \sum_{m_1 \geq 1} |g_{m_1,m_0}^{0,1}\rangle_E,$$

$$|h_1\rangle_E \triangleq \frac{1}{\sqrt{2}} \sum_{m_1 \geq 1} |g_{m_1,m_0}^{1,0}\rangle_E, \quad (5.27)$$

and we remember from Equation (5.11) that:

$$|E_0\rangle_E \triangleq \frac{1}{\sqrt{2}} \sum_{m_0 \geq 0} |g_{0,m_0}^{0,1}\rangle_E,$$

$$|E_1\rangle_E \triangleq \frac{1}{\sqrt{2}} \sum_{m_0 \geq 0} |g_{0,m_0}^{1,0}\rangle_E,$$

$$|E_2\rangle_E \triangleq \frac{1}{\sqrt{2}} \sum_{m_1 \geq 0} |g_{m_1,0}^{0,1}\rangle_E,$$

$$|E_3\rangle_E \triangleq \frac{1}{\sqrt{2}} \sum_{m_1 \geq 0} |g_{m_1,0}^{1,0}\rangle_E. \quad (5.28)$$
(b) Mismatched “Test” Rounds: Bob Chooses the $z$ Basis

In this case, we denote by $p_{\text{CTRL}:0}$ the probability of Bob observing $|0, 1\rangle_B$ (see Table 5.3). From Equation (5.24), we find (similarly to the computation of $p_{+, +}$):

$$p_{\text{CTRL}:0} = \left| \sum_{m_1 \geq 0 \atop m_0 \geq 0} |g_{m_1, m_0}\rangle_E \right|^2 = 2 ||E_0\rangle_E + |E_2\rangle_E - |g_0\rangle_E + |h_0\rangle_E|^2. \quad (5.29)$$

Similarly, denoting by $p_{\text{CTRL}:1}$ the probability of Bob observing $|1, 0\rangle_B$, we find:

$$p_{\text{CTRL}:1} = \left| \sum_{m_1 \geq 0 \atop m_0 \geq 0} |g_{m_1, m_0}\rangle_E \right|^2 = 2 ||E_1\rangle_E + |E_3\rangle_E - |g_1\rangle_E + |h_1\rangle_E|^2. \quad (5.30)$$

5.3.5 “SWAP-ALL” Rounds: Alice Chooses the SWAP-ALL Operation, and Bob Chooses the $z$ Basis

(a) The Probability of a “Double-Click” Event: Used for Upper-Bounding $\langle h_0|h_0\rangle_E$ and $\langle h_1|h_1\rangle_E$

In “SWAP-ALL” rounds, Eve sends to Alice the initial state $|\psi\rangle \triangleq \sum_{m_1 \geq 0 \atop m_0 \geq 0} |m_1, m_0\rangle_B |e_{m_1, m_0}\rangle_E$ described in Equation (5.5), and Alice chooses the SWAP-ALL operation defined in Equation (5.4), which essentially means that Alice measures subsystem $B$ and sends a vacuum state towards Bob.

Let us denote by $p_{\text{double}}$ the probability that Alice observes a “double-click” event (detecting a photon in both modes $|0\rangle$ and $|1\rangle$)—namely, that she measures a state $|m_1, m_0\rangle_{A_{\text{anc}}}$ where $m_1, m_0 \geq 1$ (see Table 5.3). This probability is easily found to be:

$$p_{\text{double}} = \sum_{m_1 \geq 1 \atop m_0 \geq 1} \langle e_{m_1, m_0}|e_{m_1, m_0}\rangle_E. \quad (5.31)$$

We can thus prove the following Lemma:

**Lemma 5.1.** $\langle h_0|h_0\rangle_E \leq \frac{1}{2}p_{\text{double}}$ and $\langle h_1|h_1\rangle_E \leq \frac{1}{2}p_{\text{double}}$, where $|h_0\rangle_E, |h_1\rangle_E$ were defined in Equation (5.27).

**Proof.** Let us define the non-normalized state $|\zeta\rangle$ as:

$$|\zeta\rangle \triangleq \frac{1}{\sqrt{2}} \sum_{m_1 \geq 1 \atop m_0 \geq 1} |m_1, m_0\rangle_B |e_{m_1, m_0}\rangle_E. \quad (5.32)$$

(We use the state $|\zeta\rangle$ only for this algebraic proof; it does not appear in the protocol.)
Clearly:

\[
\langle \zeta | \zeta \rangle = \frac{1}{2} \sum_{m_1 \geq 1} \sum_{m_0 \geq 1} \langle \epsilon_{m_1,m_0} | \epsilon_{m_1,m_0} \rangle_E = \frac{1}{2} p_{\text{double}}.
\] (5.33)

Applying \( U_R \) (see Equation (5.7)), the state \( |\zeta\rangle \) evolves to:

\[
U_R |\zeta\rangle = \frac{1}{\sqrt{2}} \sum_{m_1 \geq 1} \sum_{m_0 \geq 1} (|0, 1\rangle_B |g_{0,m_0}^{1,0} \rangle_E + |1, 0\rangle_B |g_{0,m_0}^{0,1} \rangle_E + |0, 0\rangle_B |g_{0,m_0}^{0,0} \rangle_E )
\]

\[
= |0, 1\rangle_B |h_0\rangle_E + |1, 0\rangle_B |h_1\rangle_E + |0, 0\rangle_B |h_{\text{vac}}\rangle_E
\] (5.34)

(where \(|h_0\rangle_E, |h_1\rangle_E\) were defined in Equation (5.27), and \(|h_{\text{vac}}\rangle_E \triangleq \frac{1}{\sqrt{2}} \sum_{m_0 \geq 1} |g_{0,m_0}^{0,0} \rangle_E\).

By unitarity of \( U_R \), we have:

\[
\frac{1}{2} p_{\text{double}} = \langle \zeta | \zeta \rangle = \langle h_0 | h_0 \rangle_E + \langle h_1 | h_1 \rangle_E + \langle h_{\text{vac}} | h_{\text{vac}} \rangle_E,
\] (5.35)

which implies that \( \langle h_0 | h_0 \rangle_E + \langle h_1 | h_1 \rangle_E \leq \frac{1}{2} p_{\text{double}} \). Since both \( \langle h_0 | h_0 \rangle_E \) and \( \langle h_1 | h_1 \rangle_E \) are non-negative, this implies \( \langle h_0 | h_0 \rangle_E \leq \frac{1}{2} p_{\text{double}} \) and \( \langle h_1 | h_1 \rangle_E \leq \frac{1}{2} p_{\text{double}} \), as we wanted.\( \square \)

(b) The Probability of a “Creation” Event: Used for Computing \( \langle g_0 | g_0 \rangle_E \) and \( \langle g_1 | g_1 \rangle_E \)

Let \( p_{\text{create}:0} \) denote the probability that Alice observes \( |0, 0\rangle_{A_{\text{anc}}} \) (namely, a vacuum state) and Bob observes \( |0, 1\rangle_B \) (see Table 5.3). In this event, Eve “creates” (on the way from Alice to Bob) a photon in the \( |0\rangle \) mode that should not have existed. (See Section 4.2 for examples of such attacks.) Similarly, let \( p_{\text{create}:1} \) denote the probability that Alice observes \( |0, 0\rangle_{A_{\text{anc}}} \) and Bob observes \( |1, 0\rangle_B \).

After Eve sends the initial state \( |\psi_0\rangle \triangleq \sum_{m_0 \geq 0} |m_0 \rangle_B |\epsilon_{m_1,m_0} \rangle_E \) described in Equation (5.5), and after Alice applies the SWAP-ALL operation defined in Equation (5.4), the resulting state is:

\[
\sum_{m_1 \geq 0} \sum_{m_0 \geq 0} |m_1,m_0\rangle_{A_{\text{anc}}} |0,0\rangle_B |\epsilon_{m_1,m_0} \rangle_E.
\] (5.36)

For computing the probabilities \( p_{\text{create}:0} \) and \( p_{\text{create}:1} \), we need to analyze the term where Alice observes \( |0, 0\rangle_{A_{\text{anc}}} \) —namely, the term \( |0, 0\rangle_{A_{\text{anc}}} |0,0\rangle_B |\epsilon_{0,0} \rangle_E \). Now, Eve’s second attack applies the unitary operator \( U_R \) (described in Equation (5.7)) to this non-normalized term, which gives the following final result:

\[
|0, 0\rangle_{A_{\text{anc}}} \otimes U_R |0,0\rangle_B |\epsilon_{0,0} \rangle_E = |0, 0\rangle_{A_{\text{anc}}} \otimes \left[ |0, 1\rangle_B |g_{0,0}^{0,1} \rangle_E + |1, 0\rangle_B |g_{0,0}^{1,0} \rangle_E + |0, 0\rangle_B |g_{0,0}^{0,0} \rangle_E \right].
\] (5.37)

Since \( p_{\text{create}:0} \) is the probability that Alice observes \( |0, 0\rangle_{A_{\text{anc}}} \) and Bob observes \( |0, 1\rangle_B \) (and similarly for \( p_{\text{create}:1} \)), we get, according to the definitions of \( |g_0\rangle_E, |g_1\rangle_E \) in
We remember that the final normalized state of the joint system after Bob’s measurement, in standard “raw key” rounds where raw key bits are generated, is, according to Equation (5.13):

\[
\rho_{\text{create}:0} = \langle 0_0|0_0\rangle_E = 2\langle 0|0\rangle_E.
\]

\[
\rho_{\text{create}:1} = \langle 1_0|1_0\rangle_E = 2\langle 1|1\rangle_E.
\]

### 5.3.6 Deriving the Final Key Rate

We remember that the final normalized state of the joint system after Bob’s measurement, in standard “raw key” rounds where raw key bits are generated, is, according to Equation (5.13):

\[
\rho_{\text{AB}} = \frac{1}{M}(|\psi\rangle\langle \psi|_{AB} \otimes |E_0\rangle\langle E_0|_E + |\psi_1\rangle\langle \psi_1|_{AB} \otimes |E_1\rangle\langle E_1|_E + |\psi_0\rangle\langle \psi_0|_{AB} \otimes |E_2\rangle\langle E_2|_E + |\psi_1\rangle\langle \psi_1|_{AB} \otimes |E_3\rangle\langle E_3|_E).
\]

Theorem 1 from [Kra17] allows us to mathematically compute a bound on the conditional von Neumann entropy \( S(A|E) \) of \( \rho_{\text{AB}} \), as follows:

\[
S(A|E) \geq \frac{(E_0|E_0) + (E_3|E_3)}{M} \cdot \left[ H_2 \left( \frac{(E_0|E_0)}{(E_0|E_0) + (E_3|E_3)} \right) - H_2(\lambda_1) \right] + \frac{(E_1|E_1) + (E_2|E_2)}{M} \cdot \left[ H_2 \left( \frac{(E_1|E_1)}{(E_1|E_1) + (E_2|E_2)} \right) - H_2(\lambda_2) \right],
\]

where:

\[
\begin{align*}
\lambda_1 & \triangleq \frac{1}{2} + \frac{\sqrt{((E_0|E_0) - (E_3|E_3))^2 + 4\mathcal{R}^2(E_0|E_3)}}{2((E_0|E_0) + (E_3|E_3))}, \\
\lambda_2 & \triangleq \frac{1}{2} + \frac{\sqrt{((E_1|E_1) - (E_2|E_2))^2 + 4\mathcal{R}^2(E_1|E_2)}}{2((E_1|E_1) + (E_2|E_2))}, \quad (5.43)
\end{align*}
\]

\[
H_2(x) \triangleq -x \log_2(x) - (1 - x) \log_2(1 - x).
\]

Thus, to complete our proof of security, we only need bounds on the quantities \( \mathcal{R}(E_0|E_3)_E \) and \( \mathcal{R}(E_1|E_2)_E \); all the other parameters in the above expressions \((E_0|E_0)_E, (E_1|E_1)_E, (E_2|E_2)_E, (E_3|E_3)_E, \) and \( M \) are observable probabilities that appear in Table 5.3 and can be directly computed by Alice and Bob.

We thus expand Equation (5.26) and substitute Equations (5.22)–(5.23) and (5.29)–(5.30) (all appearing in Table 5.3):

\[
\begin{align*}
p_{++,} &= ||E_0|E + |E_2|E - |g_0|E + |h_0|E|^2 + ||E_1|E + |E_0|E - |g_1|E + |h_1|E|^2 \\
&+ 2\mathcal{R} \left( (|E_0|E + |E_2|E - |g_0|E + |h_0|E) \cdot (|E_1|E + |E_3|E - |g_1|E + |h_1|E) \right) \\
&= \frac{1}{2}(p_{\text{CTRL}:0} + p_{\text{CTRL}:1}) \\
&+ 2\mathcal{R} \left( (|E_0|E + |E_1|E + |E_3|E) - 2\mathcal{R} \left( (|E_0|E + |E_2|E) \cdot (|g_1|E - |h_1|E) \right) \\
&- 2\mathcal{R} \left( (g_0|E - |h_0|E) \cdot (|E_1|E + |E_3|E) + 2\mathcal{R} \left( (g_0|E - |h_0|E) \cdot (g_1|E - |h_1|E) \right)
\end{align*}
\]
The resulting equation is: (substituting Equation (5.18), which appears in Table 5.3)

\[ \Re(\langle E_0|E_3\rangle + \langle E_1|E_2\rangle) \]
\[ = \frac{1}{2}(\rho_{\text{ctrl}:0} + \rho_{\text{ctrl}:1}) + \frac{1}{2}p_{0,+} - p_{0,+} + p_{1,+} - \frac{1}{4}(\rho_{\text{ctrl}:0} + \rho_{\text{ctrl}:1}) + \frac{1}{2}M \]
\[ + \Re(g_1|E_0 - h_1|E_0 + |E_2\rangle) \]
\[ + \Re(g_0|E_0 - h_0|E_1 + |E_3\rangle) \]
\[ - \Re(g_0|E_0 - h_0|E_1 - |h_1\rangle). \]  

Equation (5.45)

By the Cauchy-Schwarz inequality, Lemma 5.1, and Equations (5.38)–(5.39) (all appearing in Table 5.3), we determine the following bound:

\[ \Re(\langle E_0|E_3\rangle + \langle E_1|E_2\rangle) \geq \frac{1}{2}p_{0,+} - p_{0,+} + p_{1,+} - \frac{1}{4}(\rho_{\text{ctrl}:0} + \rho_{\text{ctrl}:1}) + \frac{1}{2}M \]
\[ - \frac{1}{\sqrt{2}}(\sqrt{p_{\text{create}:1}} + \sqrt{p_{\text{double}}})(\sqrt{\langle E_0|E_0\rangle + \langle E_2|E_2\rangle}) \]
\[ - \frac{1}{\sqrt{2}}(\sqrt{p_{\text{create}:0}} + \sqrt{p_{\text{double}}})(\sqrt{\langle E_1|E_1\rangle + \langle E_3|E_3\rangle}) \]
\[ - \frac{1}{2}(\sqrt{p_{\text{create}:0}} + \sqrt{p_{\text{double}}})(\sqrt{p_{\text{create}:1}} + \sqrt{p_{\text{double}}}). \]  

Equation (5.47)

To compute \( S(A|E) \), we will simply minimize Equation (5.41) with respect to the condition outlined above and the following conditions (resulting from the Cauchy-Schwarz inequality):

\[ |\Re(\langle E_0|E_3\rangle)| \leq \sqrt{\langle E_0|E_0\rangle \cdot \langle E_3|E_3\rangle}, \]  

Equation (5.48)

\[ |\Re(\langle E_1|E_2\rangle)| \leq \sqrt{\langle E_1|E_1\rangle \cdot \langle E_2|E_2\rangle}. \]  

Equation (5.49)

In addition, we need to compute the expression \( H(A|B) \):

\[ H(A|B) = H(AB) - H(B), \]  

Equation (5.50)

where:

\[ H(AB) = H\left(\frac{\langle E_0|E_0\rangle}{M}, \frac{\langle E_1|E_1\rangle}{M}, \frac{\langle E_2|E_2\rangle}{M}, \frac{\langle E_3|E_3\rangle}{M}\right), \]  

Equation (5.51)

\[ H(B) = H\left(\frac{\langle E_0|E_0\rangle}{M} + \frac{\langle E_2|E_2\rangle}{M}, \frac{\langle E_1|E_1\rangle}{M} + \frac{\langle E_3|E_3\rangle}{M}\right). \]  

Equation (5.52)
The final key rate expression is given by the Devetak-Winter key rate formula [DW05]:

\[ r = S(A|E) - H(A|B), \]  

(5.53)

using \( S(A|E) \) and \( H(A|B) \) computed above.

### 5.3.7 Algorithm for Computing the Key Rate

The following algorithm allows us to compute the key rate for any noise model and experimental data:

1. Estimate all probabilities and inner products listed in Table 5.3. (All these probabilities can be computed by Alice and Bob in the classical post-processing stage.)

2. Compute the minimal value of the lower bound for \( S(A|E) \) presented in Equation (5.41), which is copied here:

\[
S(A|E) \geq \frac{(E_0|E_0)_E + (E_3|E_3)_E}{M} \cdot \left[ H_2\left( \frac{(E_0|E_0)_E}{(E_0|E_0)_E + (E_3|E_3)_E} \right) - H_2(\lambda_1) \right] \\
+ \frac{(E_1|E_1)_E + (E_2|E_2)_E}{M} \cdot \left[ H_2\left( \frac{(E_1|E_1)_E}{(E_1|E_1)_E + (E_2|E_2)_E} \right) - H_2(\lambda_2) \right],
\]

(5.54)

where

\[
\lambda_1 \triangleq \frac{1}{2} + \frac{\sqrt{(E_0|E_0)_E - (E_3|E_3)_E)^2 + 4\Re^2(E_0|E_3)_E}}{2((E_0|E_0)_E + (E_3|E_3)_E)},
\]

(5.55)

\[
\lambda_2 \triangleq \frac{1}{2} + \frac{\sqrt{(E_1|E_1)_E - (E_2|E_2)_E)^2 + 4\Re^2(E_1|E_2)_E}}{2((E_1|E_1)_E + (E_2|E_2)_E)},
\]

(5.56)

\[
H_2(x) \triangleq -x \log_2(x) - (1 - x) \log_2(1 - x),
\]

(5.57)

where the minimum is taken over \( \Re(E_0|E_3)_E \) and \( \Re(E_1|E_2)_E \), subject to the three following constraints:

\[
\Re((E_0|E_3)_E + (E_1|E_2)_E) \geq \frac{1}{2} p_{+,+} - p_{0,+} - p_{1,+} - \frac{1}{4} (p_{CTRL:0} + p_{CTRL:1}) + \frac{1}{2} M
\]
\[
- \frac{1}{\sqrt{2}} (\sqrt{p_{create:1}} + \sqrt{p_{double}}) \left( \sqrt{(E_0|E_0)_E} + \sqrt{(E_2|E_2)_E} \right)
\]
\[
- \frac{1}{\sqrt{2}} (\sqrt{p_{create:0}} + \sqrt{p_{double}}) \left( \sqrt{(E_1|E_1)_E} + \sqrt{(E_3|E_3)_E} \right)
\]
\[
- \frac{1}{2} \left( \sqrt{p_{create:0}} + \sqrt{p_{double}} \right) \left( \sqrt{p_{create:1}} + \sqrt{p_{double}} \right),
\]

(5.58)

\[
|\Re(E_0|E_3)_E| \leq \sqrt{(E_0|E_0)_E \cdot (E_3|E_3)_E},
\]

(5.59)

\[
|\Re(E_1|E_2)_E| \leq \sqrt{(E_1|E_1)_E \cdot (E_2|E_2)_E}.
\]

(5.60)
Note that we evaluate the minimum because we assume the worst-case scenario—namely, that Eve chooses her attack so as to minimize $S(A|E)$ (and, thus, minimize the key rate $r$).

In practice, we can minimize over a single parameter (say, $\Re\langle E_1|E_2 \rangle_E$), and take the other one ($\Re\langle E_0|E_3 \rangle_E$) as the right-hand-side of Equation (5.58), minus the free parameter $\Re\langle E_1|E_2 \rangle_E$ (but not less than 0). This will give us the minimum, because for any given value of $\Re\langle E_1|E_2 \rangle_E$, it is beneficial for Eve to have the smallest possible (non-negative) value of $\Re\langle E_0|E_3 \rangle_E$.

3. Compute $H(A|B)$ using the observed parameters:

$$H(A|B) = H(AB) - H(B)$$

$$= H\left(\frac{\langle E_0|E_0 \rangle_E}{M}, \frac{\langle E_1|E_1 \rangle_E}{M}, \frac{\langle E_2|E_2 \rangle_E}{M}, \frac{\langle E_3|E_3 \rangle_E}{M}\right)$$

$$- H\left(\frac{\langle E_0|E_0 \rangle_E + \langle E_2|E_2 \rangle_E}{M}, \frac{\langle E_1|E_1 \rangle_E + \langle E_3|E_3 \rangle_E}{M}\right).$$

(5.61)

4. Find the final key rate expression, using the Devetak-Winter key rate formula [DW05]:

$$r = S(A|E) - H(A|B).$$

(5.62)

5.4 Examples

The key rate bounds we found in Section 5.3 work in a wide range of scenarios, and they can be evaluated for all the possible values of all probabilities in Table 5.3. We would now like to evaluate our bounds for two concrete scenarios, that are easily comparable with attacks on other QKD and SQKD protocols.

5.4.1 First Scenario: Single-Photon Attacks without Losses

In the first scenario, let us assume that Bob has a perfect qubit source (no multi-photon pulses) and there are no photon losses. Furthermore, let us assume that Eve does not perform a multi-qubit attack at all (not even in her first attack). In this scenario, the only free parameters are the noises $Q_Z, Q_X$ in the channel: $Q_Z$ is the probability that a $|0,1\rangle_B$ state is flipped into $|1,0\rangle_B$ (and vice versa) in “raw key” rounds, and $Q_X$ is the probability that a $|+\rangle_B$ state is flipped into $|-\rangle_B$ in “test” rounds.

We consider the following noise model:

- In the “raw key” rounds, we consider that both the forward channel (from Bob to Alice) and the reverse channel (from Alice to Bob) are depolarizing channels with error $Q_Z$, as follows:

$$\mathcal{E}_{Q_Z}(\rho) = (1 - 2Q_Z)\rho + 2Q_Z \cdot \frac{I_2}{2}.$$  

(5.63)
In the “test” rounds, we consider that the whole channel (from Bob to Alice and back to Bob; notice that Alice does nothing in such rounds) is a depolarizing channel with error $Q_X$, as follows:

$$\mathcal{E}_{Q_X}(\rho) = (1 - 2Q_X)\rho + 2Q_X \cdot \frac{I_2}{2}. \quad (5.64)$$

Here, in the forward attack, Eve always replaces Bob’s original state $|0, 1\rangle_x, B \equiv |0, 1\rangle_B + |1, 0\rangle_B \sqrt{2}$ by the following state (a special case of Equation (5.5)):

$$|\psi_0\rangle = |0, 1\rangle_B \langle e_0, 1|_E + |1, 0\rangle_B \langle e_1, 0|_E, \quad (5.65)$$

with $\langle e_0, 1| e_0, 1\rangle_E = \langle e_1, 0| e_1, 0\rangle_E = \frac{1}{2}$.

### 5.4.2 Second Scenario: Single-Photon Attacks with Losses

In the second scenario, our noise model remains identical to the first scenario, except two modifications:

- In the forward channel (from Bob to Alice), a loss occurs with probability $p_F^\ell$; if it does not occur, the original noise model is applied.

- In the reverse channel (from Alice to Bob), a loss occurs with probability $p_R^\ell$; if it does not occur, the original noise model is applied.

We assume, in particular, that a loss is final: if a loss occurs in the forward channel, no photon will ever be observed in this round by either Alice or Bob.

### 5.4.3 Evaluation Results

In Table 5.4 we evaluate all probabilities in both scenarios.

<table>
<thead>
<tr>
<th>Probability</th>
<th>Single-Photon; no Losses</th>
<th>Single-Photon + Losses</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle E_0</td>
<td>E_0\rangle_E = \langle E_3</td>
<td>E_3\rangle_E$</td>
</tr>
<tr>
<td>$\langle E_1</td>
<td>E_1\rangle_E = \langle E_2</td>
<td>E_2\rangle_E$</td>
</tr>
<tr>
<td>$M =$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}(1 - p_F^\ell)(1 - p_R^\ell)$</td>
</tr>
<tr>
<td>$p_0, + = p_1, + =$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}(1 - p_F^\ell)(1 - p_R^\ell)$</td>
</tr>
<tr>
<td>$p_{+, +} =$</td>
<td>$1 - Q_X$</td>
<td>$(1 - p_F^\ell)(1 - p_R^\ell)(1 - Q_X)$</td>
</tr>
<tr>
<td>$p_{CTRL:0} = p_{CTRL:1} =$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}(1 - p_F^\ell)(1 - p_R^\ell)$</td>
</tr>
<tr>
<td>$p_{double} =$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$p_{create:0} = p_{create:1} =$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
</tbody>
</table>
First scenario—single-photon attacks without losses: Substituting the probabilities from Table 5.4 in Equations (5.58)–(5.60), we find the three constraints to be:

\[
\Re\left(\langle E_0|E_3\rangle_E + \langle E_1|E_2\rangle_E\right) \geq \frac{1}{4} - \frac{1}{2}Q_X, \quad (5.66)
\]

\[
|\Re\langle E_0|E_3\rangle_E| \leq \frac{1}{4}(1 - Q_Z), \quad (5.67)
\]

\[
|\Re\langle E_1|E_2\rangle_E| \leq \frac{1}{4}Q_Z. \quad (5.68)
\]

As explained in Subsection 5.3.7, we numerically find the minimal value of the key-rate expression \(r = S(A|E) - H(A|B)\) for various values of \(Q_{Z,X}\) by using the lower bound on \(S(A|E)\) presented in Equation (5.54), which is evaluated under the three above constraints on the values of \(\Re\langle E_0|E_3\rangle_E\) and \(\Re\langle E_1|E_2\rangle_E\). This numerical optimization yields the graph shown in Figure 5.1, presenting two cases:

- In the dependent noise model, where the error rates \(Q_X\) and \(Q_Z\) are identical (namely, \(Q_X = Q_Z\)), we recover the asymptotic BB84 noise tolerance of 11%.

- In the independent noise model, where the two-way channel is modeled as two independent depolarizing channels (namely, \(Q_X = 2Q_Z(1 - Q_Z)\)), the maximal (asymptotic) noise tolerance is 7.9%.

Interestingly, both values agree with the values found in [Kra17] for the original “QKD with Classical Bob” SQKD protocol [BKM07].

In both scenarios, because the Mirror protocol is two-way, we compare it to two copies of BB84 performed from Alice to Bob; this is a common comparison for two-way protocols (see, for example, [BLMR13]). The key rate of two copies of BB84 is \(2(1 - 2H_2(p))\)—namely, twice the original key rate of BB84.

Second scenario—single-photon attacks with losses: Substituting the probabilities from Table 5.4 in Equations (5.58)–(5.60), we find the three constraints to be:

\[
\Re\left(\langle E_0|E_3\rangle_E + \langle E_1|E_2\rangle_E\right) \geq (1 - p_F^\ell)(1 - p_R^\ell)\left(\frac{1}{4} - \frac{1}{2}Q_X\right), \quad (5.69)
\]

\[
|\Re\langle E_0|E_3\rangle_E| \leq \frac{1}{4}(1 - p_F^\ell)(1 - p_R^\ell)(1 - Q_Z), \quad (5.70)
\]

\[
|\Re\langle E_1|E_2\rangle_E| \leq \frac{1}{4}(1 - p_F^\ell)(1 - p_R^\ell)Q_Z. \quad (5.71)
\]

The numerical analysis for this scenario is similar to the previous one. However, here we must also model the loss rates, so we consider a fiber channel with loss rates \(p_F^\ell, p_R^\ell = 1 - 10^{-\alpha \ell}\) (where \(\alpha = 0.15 \text{ dB km}^{-1}\) is the loss coefficient, and \(\ell\) is measured in kilometers). We consider two examples of fiber lengths: \(\ell = 10\text{km}\) and \(\ell = 50\text{km}\). Results are presented in Figure 5.2.
Figure 5.1: A graph of the final key rate versus the noise level of the Mirror protocol in the first scenario (single-photon attacks without losses), for dependent ($Q_X = Q_Z$) and independent ($Q_X = 2Q_Z(1 - Q_Z)$) noise models, compared to two copies of BB84.
Figure 5.2: A graph of the final key rate versus the noise level of the Mirror protocol in the second scenario (single-photon attacks with losses), compared to two copies of BB84, for two possible lengths of fiber channels ($\ell = 10\text{km}$ and $\ell = 50\text{km}$).
5.5 Conclusion

We have proved security of the Mirror protocol against uniform collective attacks, including attacks where the adversary Eve sends multiple photons towards the classical user (Alice). Our analysis shows that the asymptotic noise tolerance of the Mirror protocol is comparable, in the single-photon scenario, to the “QKD with Classical Bob” protocol [BKM07, Kra17] and even to the BB84 protocol. Moreover, we have suggested a general framework for analyzing multi-photon attacks; this framework may be useful for other QKD and SQKD protocols, too.

We conclude the Mirror protocol is theoretically secure against uniform collective attacks, and we suspect similar security results can be achieved for general attacks. Extensions of our results, such as security against general attacks, security against multi-photon attacks on both channels, and evaluation of our key-rate formula in the multi-photon case, are left for future research. Our extension to multi-photon attacks also suggests the intriguing possibility of analyzing SQKD protocols employing decoy states and similar counter-measures against practical attacks.

Our results show that SQKD protocols can potentially be implemented in a secure way, overcoming the practical attacks suggested by [TLC09, BKM09]. They therefore hold the potential to transform the SQKD protocols, making them not only theoretically fascinating, but also practically secure.
Chapter 6

Composable Security of the “BB84-INFO-\(z\)” Protocol Against Collective Attacks

In this chapter, we present a fully composable security proof of a new QKD protocol, that we name “BB84-INFO-\(z\)”, against collective attacks (described in Subsection 2.3.2). The proof uses BBBMR’s security approach, that is described in Subsection 2.3.3.

This chapter is based on a paper published in Theoretical Computer Science in 2020 by Michel Boyer, Rotem Liss, and Tal Mor [BLM20].

This is an extended (journal) version; the conference version was presented in the COMPLEXIS conference in 2017 by the same authors [BLM17] and was part of my M.Sc. thesis [Lis17], but its security proof was not fully composable. This journal version is extended to make the security proof (against collective attacks) fully composable.

6.1 Introduction

In this chapter, we extend the security proof of BB84 against collective attacks given in [BGM09], and we prove security of a QKD protocol we shall name “BB84-INFO-\(z\)” against collective attacks. This protocol is almost identical to BB84, except that all its INFO bits are in the \(z\) basis; in other words, the \(x\) basis is used only for testing. The bits are thus partitioned into three disjoint sets: INFO, TEST-Z, and TEST-X, of arbitrary sizes (\(n\) INFO bits, \(n_z\) TEST-Z bits, and \(n_x\) TEST-X bits).

Unlike the other papers that discussed BBBMR’s security approach [BM97b, BM97a, BBBGM02, BBBMR06, BGM09] (see Subsection 2.3.3 for details), here we prove fully composable security of BB84-INFO-\(z\) against collective attacks. The method implemented in this chapter also directly applies to the BB84 security proof of [BGM09] against collective attacks, proving the fully composable security of BB84 against collective attacks. In Chapter 7 we further extend this method to show that the BB84 security proof of [BBBMR06] proves the fully composable security of BB84 (and, furthermore, of
many BB84-like protocols) against joint attacks. (We note that in the conference version of this chapter [BLM17], we used a weaker security definition: it was not sufficient for proving fully composable security, but it was more composable than in previous papers.)

6.2 Full Definition of the “BB84-INFO-\(z\)” Protocol

Below we formally define all steps of the BB84-INFO-\(z\) protocol, as used in this chapter. See Section 2.7 for an explanation of the notation of bit strings \((s, b, \text{etc.})\), and see Section 1.1 for an explanation of the notations \(|0\rangle, |1\rangle\).

1. Before the protocol, Alice and Bob choose some shared (and public) parameters: numbers \(n, n_z,\) and \(n_x\) (we denote \(N \triangleq n + n_z + n_x\)), error thresholds \(p_{a,z}\) and \(p_{a,x}\), an \(r \times n\) parity check matrix \(P_C\) (corresponding to a linear error-correcting code \(C\)), and an \(m \times n\) privacy amplification matrix \(P_K\) (representing a linear key-generation function). It is required that all \(r + m\) rows of the matrices \(P_C\) and \(P_K\) put together are linearly independent.

2. Alice randomly chooses a partition \(\mathcal{P} = (s, z, b)\) of the \(N\) bits by randomly choosing three \(N\)-bit strings \(s, z, b \in \mathbb{F}_2^N\) that satisfy \(|s| = n, |z| = n_z, |b| = n_x\), and \(|s + z + b| = N\). Thus, \(\mathcal{P}\) partitions the set of indexes \(\{1, 2, \ldots, N\}\) into three disjoint sets:
   - \(I\) (INFO bits, where \(s_j = 1\)) of size \(n\);
   - \(T_Z\) (TEST-Z bits, where \(z_j = 1\)) of size \(n_z\); and
   - \(T_X\) (TEST-X bits, where \(b_j = 1\)) of size \(n_x\).

3. Alice randomly chooses an \(N\)-bit string \(i \in \mathbb{F}_2^N\) and sends the \(N\) qubit states \(|i_1^{b_1}\rangle, |i_2^{b_2}\rangle, \ldots, |i_N^{b_N}\rangle\), one after the other, to Bob using the quantum channel. Notice that Alice uses the \(z\) basis for sending the INFO and TEST-Z bits, and that she uses the \(x\) basis for sending the TEST-X bits. Bob keeps each received qubit in quantum memory, not measuring it yet\(^1\).

4. Alice sends to Bob over the classical channel the bit string \(b = b_1 \ldots b_N\). Bob measures each of the qubits he saved in the correct basis (namely, when measuring the \(i\)-th qubit, he measures it in the \(z\) basis if \(b_i = 0\), and he measures it in the \(x\) basis if \(b_i = 1\)).

The bit string measured by Bob is denoted by \(i^B\). If there is no noise and no eavesdropping, then \(i^B = i\).

\(^1\) Here we assume that Bob has a quantum memory and can delay his measurement. In practical implementations, Bob usually cannot do that, but is assumed to measure in a randomly-chosen basis (\(z\) or \(x\)), so that Alice and Bob later discard the qubits measured in the wrong basis. In that case, we need to assume that Alice sends more than \(N\) qubits, so that \(N\) qubits are finally detected by Bob and measured in the correct basis. In the original scheme, the probability of choosing each basis (\(z\) or \(x\)) was \(\frac{1}{2}\), which caused half of the sent qubits to be lost; in the improved scheme suggested by [LCJ05], the probability of choosing the \(z\) basis can be much higher, which means that fewer qubits get lost.
5. Alice sends to Bob over the classical channel the bit string $s$. The INFO bits (that will be used for creating the final key) are the $n$ bits with $s_j = 1$, while the TEST-Z and TEST-X bits (that will be used for testing) are the $n_z + n_x$ bits with $s_j = 0$. We denote the substrings of $i, b$ that correspond to the INFO bits by $i_s$ and $b_s$, respectively.

6. Alice and Bob both publish the bit values they have for all the TEST-Z and TEST-X bits, and they compare the bit values. If more than $n_z \cdot p_{a,z}$ TEST-Z bits are different between Alice and Bob or more than $n_x \cdot p_{a,x}$ TEST-X bits are different between them, they abort the protocol. We note that $p_{a,z}$ and $p_{a,x}$ (the pre-agreed error thresholds) are the maximal allowed error rates on the TEST-Z and TEST-X bits, respectively—namely, in each basis ($z$ and $x$) separately.

7. The values of the remaining $n$ bits (the INFO bits, with $s_j = 1$) are kept in secret by Alice and Bob. The bit string of Alice is denoted $x = i_s$, and the bit string of Bob is denoted $x_B$.

8. Alice sends to Bob the syndrome of $x$ (with respect to the error-correcting code $C$ and to its corresponding parity check matrix $P_C$), that consists of $r$ bits and is defined as $\xi = xP_C^T$. By using $\xi$, Bob corrects the errors in his $x_B$ string (so that it is the same as $x$).

9. The final key consists of $m$ bits and is defined as $k = xP_K^T$. Both Alice and Bob compute it.

The protocol is defined similarly to BB84 (and to its description in [BGM09]), except that it uses the generalized bit numbers $n, n_z,$ and $n_x$ (numbers of INFO, TEST-Z, and TEST-X bits, respectively); that it uses the partition $P = (s, z, b)$ for dividing the $N$-bit string $i$ into three disjoint sets of indexes (I, T$_Z$, and T$_X$); and that it uses two separate thresholds ($p_{a,z}$ and $p_{a,x}$) instead of one ($p_a$).

6.3 Security Proof for the BB84-INFO-$z$ Protocol Against Collective Attacks

6.3.1 The General Collective Attack of Eve

Before the beginning of the QKD protocol (and, thus, independently of $i$ and $P$), Eve chooses some collective attack to perform. A collective attack is bitwise: it attacks each qubit separately, by using a separate probe (ancillary state). Each probe is attached by Eve to the quantum state, and Eve saves it in a quantum memory. Eve can keep her quantum probes indefinitely, even after the final key is used by Alice and Bob; and she can perform, at any time of her choice, an optimal measurement of all her probes together, chosen based on all the information she has at the time of the
measurement (including the classical information sent during the protocol, and including
the information she acquires when Alice and Bob use the key).

Given the \( j \)-th qubit \(|b_j\rangle_T_j\) sent from Alice to Bob (\( 1 \leq j \leq N \)), Eve attaches a
probe state \(|0^E\rangle_{E_j}\) and applies some unitary operator \( U_j \) of her choice to the compound
system \(|0^E\rangle_{E_j}|b_j\rangle_T_j\). Then, Eve keeps to herself (in a quantum memory) the subsystem
\( E_j \), which is her probe state; and sends to Bob the subsystem \( T_j \), which is the qubit
sent from Alice to Bob (which may have been modified by her attack \( U_j \)).

The most general collective attack \( U_j \) of Eve on the \( j \)-th qubit, represented in the
orthonormal basis \(|o^b_i\rangle_{T_j},|1^b_i\rangle_{T_j}\), is

\[
U_j|o^E_{E_j}|o^b_i\rangle_{T_j} = |E_{00}^j\rangle_{E_j}|o^b_i\rangle_{T_j} + |E_{01}^j\rangle_{E_j}|1^b_i\rangle_{T_j}, \tag{6.1}
\]

\[
U_j|o^E_{E_j}|1^b_i\rangle_{T_j} = |E_{10}^j\rangle_{E_j}|o^b_i\rangle_{T_j} + |E_{11}^j\rangle_{E_j}|1^b_i\rangle_{T_j}, \tag{6.2}
\]

where \(|E_{00}^j\rangle_{E_j}, |E_{01}^j\rangle_{E_j}, |E_{10}^j\rangle_{E_j}, |E_{11}^j\rangle_{E_j}\) are non-normalized states in Eve’s probe
system \( E_j \) attached to the \( j \)-th qubit.

We thus notice that Eve can modify the original product state of the compound
system, \(|0^E\rangle_{E_j}|b_j\rangle_{T_j}\), into an entangled state (e.g., \(|E_{00}^j\rangle_{E_j}|o^b_i\rangle_{T_j} + |E_{01}^j\rangle_{E_j}|1^b_i\rangle_{T_j}\)).
Eve’s attack may thus cause Bob’s state to become entangled with her probe. On
the one hand, this may give Eve some information on Bob’s state; on the other hand,
this causes disturbance that may be detected by Bob. Our security proof shows that
the information obtained by Eve and the disturbance caused by Eve are inherently
correlated: this correlation is the basic reason QKD protocols are secure.

### 6.3.2 Results from [BGM09]

The security proof of BB84-INFO-\( z \) against collective attacks is very similar to the
security proof of BB84 itself against collective attacks, that was detailed in [BGM09].
Most parts of the proof are not affected at all by the changes made to BB84 to get the
BB84-INFO-\( z \) protocol (changes detailed in Section 6.2 of this chapter), because these
parts assume fixed strings \( s \) and \( b \), and because the attack is collective (so the analysis
is restricted to the INFO bits).

Therefore, the reader is referred to the proof in Section 2 and Subsections 3.1–3.5
of [BGM09], that applies to BB84-INFO-\( z \) without any changes (except changing the
total number of bits, \( 2n \), to \( N \), which does not affect the proof at all), and that will not
be repeated here.

We denote the rows of the error-correction parity check matrix \( P_C \) as the vectors
\( v_1, \ldots, v_r \) in \( F_2^n \), and the rows of the privacy amplification matrix \( P_K \) as the vectors
\( v_{r+1}, \ldots, v_{r+m} \). We also define, for every \( r' \), \( V_{r'} = \text{Span}\{v_1, \ldots, v_{r'}\} \); and we define

\[
d_{r,m} \triangleq \min_{r \leq r' < r + m} d_H(v_{r'+1}, V_{r'}). \tag{6.3}
\]

For a 1-bit final key \( k \in {0, 1} \), we define \( \tilde{\rho}_k \) to be the state of Eve corresponding to
the final key $k$, given that she knows $\xi$. Thus,

\[
\hat{\rho}_k = \frac{1}{2^n - r - 1} \sum_x \rho_x^{b'} \quad (6.4)
\]

where $\rho_x^{b'}$ is Eve’s state after the attack, given that Alice sent the INFO bit string $x$ encoded in the bases $b' = b_s$. In [BGM09], the state $\tilde{\rho}_k$ was also defined: it is a lift-up of $\hat{\rho}_k$ (which means that $\hat{\rho}_k$ is a partial trace of $\tilde{\rho}_k$), in which the states $\rho_x^{b'}$ appearing in $\hat{\rho}_k$ are replaced by their purifications (see full definition in Subsection 3.4 of [BGM09]).

In the end of Subsection 3.5 of [BGM09], it was found that (in the case of a 1-bit final key, i.e., $m = 1$)

\[
\frac{1}{2} \tr |\tilde{\rho}_0 - \tilde{\rho}_1| \leq 2 \sqrt{\Pr \left[ |C_I| \geq \frac{d_r}{2} \mid B_I = B', s \right]} ,
\]

where $C_I$ is a random variable whose value is the $n$-bit string of errors on the $n$ INFO bits; $B_I$ is a random variable whose value is the $n$-bit string of bases of the $n$ INFO bits; $B'$ is the bit-flipped string of $b' = b_s$; and $d_r,1$ (and, in general, $d_r,m$) was defined above.

Now, according to [NC00, Theorem 9.2 and page 407], and using the fact that $\hat{\rho}_k$ is a partial trace of $\tilde{\rho}_k$, we find that $\frac{1}{2} \tr |\hat{\rho}_0 - \hat{\rho}_1| \leq \frac{1}{2} \tr |\tilde{\rho}_0 - \tilde{\rho}_1|$. From this result and from inequality (6.5) we deduce that

\[
\frac{1}{2} \tr |\hat{\rho}_0 - \hat{\rho}_1| \leq 2 \sqrt{\Pr \left[ |C_I| \geq \frac{d_r}{2} \mid B_I = B', s \right]} ,
\]

6.3.3 Bounding the Differences Between Eve’s States

We define $c \triangleq i + i^B$: namely, $c$ is the XOR of the $N$-bit string $i$ sent by Alice and of the $N$-bit string $i^B$ measured by Bob. For all indexes $1 \leq \ell \leq N$, $c_\ell = 1$ if and only if Bob’s $\ell$-th bit value is different from the $\ell$-th bit sent by Alice. The partition $P$ divides the $N$ bits into $n$ INFO bits, $n_z$ TEST-Z bits, and $n_x$ TEST-X bits. The corresponding substrings of the error string $c$ are $c_s$ (the string of errors on the INFO bits), $c_z$ (the string of errors on the TEST-Z bits), and $c_b$ (the string of errors on the TEST-X bits). The random variables that correspond to $c_s$, $c_z$, and $c_b$ are denoted by $C_I$, $C_TZ$, and $C_TX$, respectively.

We define $\tilde{C}_I$ to be a random variable whose value is the string of errors on the INFO bits if Alice had encoded and sent the INFO bits in the $x$ basis (instead of the $z$ basis dictated by the protocol). In these notations, Equation (6.6) reads as

\[
\frac{1}{2} \tr |\hat{\rho}_0 - \hat{\rho}_1| \leq 2 \sqrt{\Pr \left[ |\tilde{C}_I| \geq \frac{d_r}{2} \mid P \right]} = 2 \sqrt{\Pr \left[ |\tilde{C}_I| \geq \frac{d_r}{2} \mid c_z, c_b, P \right]} ,
\]

using the fact that Eve’s attack is collective, so the qubits are attacked independently,
and, therefore, the errors on the INFO bits are independent of the errors on the TEST-Z and TEST-X bits (namely, of \( c_z \) and \( c_b \)).

As explained in [BGM09], Equation (6.7) was not derived for the actual attack \( U = U_1 \otimes \ldots \otimes U_N \) applied by Eve, but for a virtual flat attack (that depends on \( b \) and therefore could not have been applied by Eve). That flat attack gives the same states \( \hat{\rho}_0 \) and \( \hat{\rho}_1 \) as given by the original attack \( U \), and it gives a lower (or the same) error rate in the conjugate basis. Therefore, Equation (6.7) holds for the original attack \( U \), too. This means that, starting from this point, all our results apply to the original attack \( U \) rather than to the flat attack.

So far, we have discussed a 1-bit key. We will now discuss a general \( m \)-bit key \( k \). We define \( \hat{\rho}_k \) to be the state of Eve corresponding to the final key \( k \), given that she knows \( \xi \):

\[
\hat{\rho}_k = \frac{1}{2^{n-r-m}} \sum_{x | xF^T_T = \xi} \rho^P_x. \tag{6.8}
\]

**Proposition 6.1.** For any two keys \( k, k' \) of \( m \) bits,

\[
\frac{1}{2} \text{tr} | \hat{\rho}_k - \hat{\rho}_{k'} | \leq 2 m \sqrt{\Pr \left[ | \tilde{C}_1 | \geq \frac{d_{r,m}}{2} \mid c_z, c_b, \mathcal{P} \right]}.
\tag{6.9}
\]

**Proof.** We define the key \( k_j \), for \( 0 \leq j \leq m \), to consist of the first \( j \) bits of \( k' \) and the last \( m - j \) bits of \( k \). This means that \( k_0 = k, k_m = k' \), and \( k_{j-1} \) differs from \( k_j \) at most on a single bit (the \( j \)-th bit).

First, we find a bound on \( \frac{1}{2} \text{tr} | \hat{\rho}_{k_{j-1}} - \hat{\rho}_{k_j} | \): since \( k_{j-1} \) differs from \( k_j \) at most on a single bit (the \( j \)-th bit, given by the formula \( x \cdot v_{r+j} \)), we can use the same proof that gave us Equation (6.7), attaching the other (identical) key bits to \( \xi \) of the original proof; and we find that

\[
\frac{1}{2} \text{tr} | \hat{\rho}_{k_{j-1}} - \hat{\rho}_{k_j} | \leq 2 \sqrt{\Pr \left[ | \tilde{C}_1 | \geq \frac{d_j}{2} \mid c_z, c_b, \mathcal{P} \right]}.
\tag{6.10}
\]

where we define \( d_j \) as \( d_H(v_{r+j}, V'_j) \), and \( V'_j \triangleq \text{Span}\{v_1, v_2, \ldots, v_{r+j-1}, v_{r+j+1}, \ldots, v_{r+m}\} \).

Now we notice that \( d_j \) is the Hamming distance between \( v_{r+j} \) and some vector in \( V'_j \), which means that \( d_j = | \sum_{i=1}^{r+m} a_i v_i | \) with \( a_i \in F_2 \) and \( a_{r+j} \neq 0 \). The properties of Hamming distance assure us that \( d_j \) is at least \( d_H(v_{r'+1}, V_{r'}) \) for some \( r \leq r' < r + m \). Therefore, we find that \( d_{r,m} = \min_{r \leq r' < r + m} d_H(v_{r'+1}, V_{r'}) \leq d_j \).

The result \( d_{r,m} \leq d_j \) implies that if \( | \tilde{C}_1 | \geq \frac{d_j}{2} \) then \( | \tilde{C}_1 | \geq \frac{d_{r,m}}{2} \). Therefore, Equation (6.10) implies

\[
\frac{1}{2} \text{tr} | \hat{\rho}_{k_{j-1}} - \hat{\rho}_{k_j} | \leq 2 \sqrt{\Pr \left[ | \tilde{C}_1 | \geq \frac{d_{r,m}}{2} \mid c_z, c_b, \mathcal{P} \right]}.
\tag{6.11}
\]
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Now we use the triangle inequality for norms to find
\[
\frac{1}{2} \text{tr} |\hat{\rho}_k - \hat{\rho}_{k'}| = \frac{1}{2} \text{tr} |\hat{\rho}_{k_0} - \hat{\rho}_{k_m}| \leq \sum_{j=1}^{m} \frac{1}{2} \text{tr} |\hat{\rho}_{k_{j-1}} - \hat{\rho}_{k_j}|
\]
\[
\leq 2m \sqrt{\Pr \left[ |\mathbf{C}_1| \geq \frac{d_{x,m}}{2} \mid c_z, c_b, \mathcal{P} \right]}, \tag{6.12}
\]
as we wanted. \qedhere

We would now like to bound the expected value (namely, the average value) of the trace distance between two states of Eve corresponding to two final keys. However, we should take into account that if the test fails, no final key is generated, in which case we define the distance to be 0. We thus define the random variable \(\Delta_{Eve^{(p_{a,x})}}(k, k')\) for any two final keys \(k, k'\):
\[
\Delta_{Eve^{(p_{a,x})}}(k, k'|\mathcal{P}, \xi, c_z, c_b) \triangleq \begin{cases} 
\frac{1}{2} \text{tr} |\hat{\rho}_k - \hat{\rho}_{k'}| & \text{if } \frac{|c_z|}{n_z} \leq p_{a,z} \text{ and } \frac{|c_b|}{n_x} \leq p_{a,x} \\
0 & \text{otherwise}
\end{cases}
\]
\[\tag{6.13}\]

We need to bound the expected value \(\langle \Delta_{Eve^{(p_{a,x})}}(k, k') \rangle\), that is given by:
\[
\langle \Delta_{Eve^{(p_{a,x})}}(k, k') \rangle = \sum_{\mathcal{P}, \xi, c_z, c_b} \Delta_{Eve^{(p_{a,x})}}(k, k'|\mathcal{P}, \xi, c_z, c_b) \cdot \Pr(\mathcal{P}, \xi, c_z, c_b). \tag{6.14}
\]
(In Subsection 6.3.6 we prove that this expected value is indeed the quantity we need to bound for proving fully composable security, defined in Subsection 2.3.1.)

**Theorem 6.2.**
\[
\langle \Delta_{Eve^{(p_{a,x})}}(k, k') \rangle \leq 2m \sqrt{\Pr \left[ \left| \frac{|\mathbf{C}_1|}{n} \right| \geq \frac{d_{x,m}}{2n} \right] \wedge \left( \frac{|\mathbf{C}_{T_Z}|}{n_z} \leq p_{a,z} \right) \wedge \left( \frac{|\mathbf{C}_{T_X}|}{n_x} \leq p_{a,x} \right)}, \tag{6.15}
\]
where \(\left| \frac{|\mathbf{C}_1|}{n} \right|\) is a random variable whose value is the error rate on the INFO bits if they had been encoded in the \(x\) basis, \(\frac{|\mathbf{C}_{T_Z}|}{n_z}\) is a random variable whose value is the error rate on the TEST-\(Z\) bits, and \(\frac{|\mathbf{C}_{T_X}|}{n_x}\) is a random variable whose value is the error rate on the TEST-\(X\) bits.

**Proof.** We use the convexity of \(x^2\), namely, the fact that for all \(\{p_i\}_i\) satisfying \(p_i \geq 0\) and \(\sum_i p_i = 1\), it holds that \((\sum_i p_i x_i)^2 \leq \sum_i p_i x_i^2\). We find that:
\[
\langle \Delta_{Eve^{(p_{a,x})}}(k, k') \rangle^2 = \left[ \sum_{\mathcal{P}, \xi, c_z, c_b} \Delta_{Eve^{(p_{a,x})}}(k, k'|\mathcal{P}, \xi, c_z, c_b) \cdot \Pr(\mathcal{P}, \xi, c_z, c_b) \right]^2 \tag{by (6.14)}
\]
We will now prove the right-hand-side of (6.17) to be exponentially small in $n$.

Let us be given Theorem 6.3.

As said earlier, the random variable $\tilde{C}_1$ corresponds to the bit string of errors on the INFO bits if they had been encoded in the $x$ basis. The TEST-X bits are also encoded in the $x$ basis, and the random variable $C_{\text{TX}}$ corresponds to the bit string of errors on these bits. Therefore, we can treat the selection of the indexes of the $n$ INFO bits and the $n_x$ TEST-X bits as a random sampling (after the numbers $n$, $n_z$, and $n_x$ and the indexes of the TEST-Z bits have all already been chosen) and use Hoeffding’s theorem and Corollary 2.2 (that are described in Section 2.6).

Applying Corollary 2.2, we get:

$$\Pr \left( \frac{\tilde{C}_1}{n} > p_{a,x} + \epsilon \right) \leq e^{-2\left(\frac{n_x}{n} \right)^2 n^2}. \quad (6.18)$$

In the above discussion, we have actually proved the following Theorem:

**Theorem 6.3.** Let us be given $\delta > 0$, $R > 0$, and, for infinitely many values of $n$, a family $\{v_1^n, \ldots, v_{n_0+m_0}^n\}$ of linearly independent vectors in $F_2^n$ such that $\delta < \frac{d_{n,m}}{n}$ and $\frac{m_0}{n} \leq R$. Then for any $p_{a,z}$, $p_{a,x} > 0$ and $\epsilon_{\text{sec}} > 0$ such that $p_{a,x} + \epsilon_{\text{sec}} \leq \frac{\delta}{2}$, and for any $n$, $n_z$, $n_x > 0$ and two $m_n$-bit final keys $k, k'$, the distance between Eve’s states...
corresponding to \( k \) and \( k' \) satisfies the following bound:

\[
\langle \Delta_{\text{Eve}}^{(p_{a,z},p_{a,x})}(k,k') \rangle \leq 2Rn e^{-\frac{n_x}{n_n+n_z}}n e_{\text{sec}}^2.
\] (6.19)

In Subsection 6.3.7 we explain why the vectors required by this Theorem exist.

We note that the quantity \( \langle \Delta_{\text{Eve}}^{(p_{a,z},p_{a,x})}(k,k') \rangle \) bounds the expected values of the Shannon Distinguishability and of the mutual information between Eve and the final key, as done in [BGM09] and [BBBMR06], which is sufficient for proving non-composable security; but it also avoids composability problems: Eve is not required to measure immediately after the protocol ends, but she is allowed to wait until she gets more information. In Subsection 6.3.6 we use this bound for proving a fully composable security.

### 6.3.5 Reliability

Security itself is not sufficient; we also need the key to be reliable (namely, to be the same for Alice and Bob). This means that we should make sure that the number of errors on the INFO bits is less than the maximal number of errors that can be corrected by the error-correcting code. We demand that our error-correcting code can correct \( n(p_{a,z} + \epsilon_{\text{rel}}) \) errors (we explain in Subsection 6.3.7 why this demand is satisfied). Therefore, reliability of the final key with exponentially small probability of failure is guaranteed by the following inequality: (as said, \( C_I \) corresponds to the actual bit string of errors on the INFO bits in the protocol, when they are encoded in the \( z \) basis)

\[
\Pr \left[ \left( \frac{|C_I|}{n} > p_{a,z} + \epsilon_{\text{rel}} \right) \wedge \left( \frac{|C_{T_Z}|}{n_z} \leq p_{a,z} \right) \right] \leq e^{-2\left( \frac{n_x}{n_n+n_z} \right)^2 n e_{\text{rel}}^2}.
\] (6.20)

This inequality is proved by an argument similar to the one used in Subsection 6.3.4: the selection of the indexes of the INFO bits and the TEST-Z bits is a random partition of \( n + n_z \) bits into two subsets of sizes \( n \) and \( n_z \), respectively (assuming that the indexes of the TEST-X bits have already been chosen), and thus it corresponds to Hoeffding’s sampling used for Corollary 2.2.

### 6.3.6 Proof of Fully Composable Security

We now prove that the BB84-INFO-\( z \) protocol satisfies the definition of composable security for a QKD protocol: namely, that it satisfies Equation (2.2) presented in Subsection 2.3.1. We prove that the expression \( \frac{1}{2} \text{tr} |\rho_{\text{ABE}} - \rho_U \otimes \rho_E| \) is exponentially small in \( n \), where \( \rho_{\text{ABE}} \) is the actual joint state of Alice, Bob, and Eve; \( \rho_U \) is an ideal (random, secret, and shared) key distributed to Alice and Bob; and \( \rho_E \) is the partial trace of \( \rho_{\text{ABE}} \) over the system \( AB \) (see Subsection 1.3.2).

To make reading easier, we use the following notations, where \( i \) is the bit string sent
by Alice, \( i^B \) is the bit string received by Bob, and \( c = i \oplus i^B \) is the string of errors:

\[
i^{AB}_T \triangleq (i_z, i_b, i^B_z, i^B_b), \quad T \triangleq \begin{cases} 1 & \text{if } \frac{|c_z|}{n_z} \leq p_{a,z} \text{ and } \frac{|c_b|}{n_b} \leq p_{a,x} \\ 0 & \text{otherwise} \end{cases}. \tag{6.21}
\]

In other words, \( i^{AB}_T \) consists of all TEST-Z and TEST-X bits of Alice and Bob; and \( T \) is the random variable representing the result of the test.

According to the above definitions, the states \( \rho_{ABE} \) and \( \rho_U \) are

\[
\rho_{ABE} = \sum_{i,i^B} \Pr (i,i^B,P) \cdot |k\rangle_A \langle k| \otimes |k'\rangle_B \langle k'|_B \\
\otimes \left( \rho'_{x,x^B} \right)_E \otimes |i^{AB}_T, P, \xi\rangle_C \langle i^{AB}_T, P, \xi|_C; \tag{6.23}
\]

\[
\rho_U = \frac{1}{2^m} \sum_k |k\rangle_A \langle k| \otimes |k\rangle_B \langle k|_B, \tag{6.24}
\]

where \( \left( \rho'_{x,x^B} \right)_E \) is defined to be Eve’s quantum state if Alice sends the INFO string \( x = i_s \) in the bases \( b' = b_s \) and Bob gets the INFO string \( x^B = i^B_s \). All the other states actually represent classical information: subsystems A and B represent the final keys held by Alice (\( k = xP^T_A \)) and Bob (\( k' \), that is obtained from \( x^B \), \( \xi = xP^T_C \), and \( P_k \)), and subsystem C represents the information published in the unjammable classical channel during the protocol (this information is known to Alice, Bob, and Eve)—namely, \( i^{AB}_T \) (all the test bits), \( \mathcal{P} \) (the partition), and \( \xi = xP^T_C \) (the syndrome).

We note that in the definition of \( \rho_{ABE} \), we sum only over events in which the test is passed (namely, in which the protocol is not aborted by Alice and Bob); in such cases, an \( m \)-bit key is generated. The cases in which the protocol aborts do not exist in the sum—namely, they are represented by the zero operator, as required by the definition of composable security (see Subsection 2.3.1 and [Ren08, Subsection 6.1.2]). Thus, \( \rho_{ABE} \) is a non-normalized state, and \( \text{tr}(\rho_{ABE}) \) is the probability that the test is passed.

To help us bound the trace distance, we define the following intermediate state:

\[
\rho'_{ABE} \triangleq \sum_{i,i^B} \Pr (i,i^B,P) \cdot |k\rangle_A \langle k| \otimes |k\rangle_B \langle k|_B \\
\otimes \left( \rho'_{x,x^B} \right)_E \otimes |i^{AB}_T, P, \xi\rangle_C \langle i^{AB}_T, P, \xi|_C. \tag{6.25}
\]

This state is identical to \( \rho_{ABE} \), except that Bob holds the Alice’s final key (\( k \)) instead of his own calculated final key (\( k' \)). In particular, the similarity between \( \rho_{ABE} \) and \( \rho'_{ABE} \) means, by definition, that \( \rho_E \triangleq \text{tr}_{AB}(\rho_{ABE}) \) and \( \rho'_E \triangleq \text{tr}_{AB}(\rho'_{ABE}) \) are the same state: namely, \( \rho_E = \rho'_E \).
Proposition 6.4. Under the same conditions as Theorem 6.3, it holds that

\[
\frac{1}{2} \text{tr} \left| \rho_{\text{ABE}}' - \rho_U \otimes \rho_{\text{E}} \right| \leq 2R ne^{-\left(\frac{m_e}{n+\eta_r}\right)^2} n_{\text{sec}},
\]

(6.26)

for \( \rho_{\text{ABE}}' \) and \( \rho_U \) defined above and for the partial trace \( \rho_{\text{E}} \triangleq \text{tr}_{AB} (\rho_{\text{ABE}}) \).

Proof. We notice that in \( \rho_{\text{ABE}}' \), the only factors depending directly on \( x \) and \( x^B \) (and not only on \( k \) and \( \xi \)) are the probability \( \text{Pr} (i, i^B, P) \) and Eve’s state \( (\hat{\rho}_{x,x^B})_E \). The probability can be reformulated as:

\[
\text{Pr} (i, i^B, P) = \text{Pr} (i^{AB}, P, \xi) \cdot \text{Pr} (k | i^{AB}, P, \xi) \\
\cdot \text{Pr} (x | k, i^{AB}, P, \xi) \cdot \text{Pr} (x^B | x, k, i^{AB}, P, \xi)
\]

= \text{Pr} (i^{AB}, P, \xi) \cdot \frac{1}{2^m} \cdot \frac{1}{2^{n-r-m}} \\
\cdot \text{Pr} (x^B | x, k, i^{AB}, P, \xi).
\]

(Because all the possible \( n \)-bit values of \( x \) have the same probability, \( \frac{1}{2^m} \); and because all the \( r + m \) rows of the matrices \( P_C \) and \( P_K \) are linearly independent, so there are exactly \( 2^{n-r-m} \) values of \( x \) corresponding to each specific pair \((\xi, k)\).)

Therefore, the state \( \rho_{\text{ABE}}' \) takes the following form:

\[
\rho_{\text{ABE}}' = \frac{1}{2^m} \sum_{k,i^{AB},P,\xi:T=1} \text{Pr} (i^{AB}, P, \xi) \cdot |k\rangle_A \langle k|_A \otimes |k\rangle_B \langle k|_B \\
\otimes \left[ \frac{1}{2^{n-r-m}} \sum_{x,x^B | x^B = \xi \atop x^B = k} \text{Pr} (x^B | x, k, i^{AB}, P, \xi) \cdot (\hat{\rho}_{x,x^B})_E \right] \\
\otimes |i^{AB}, P, \xi\rangle_C \langle i^{AB}, P, \xi|_C \\
= \frac{1}{2^m} \sum_{k,i^{AB},P,\xi:T=1} \text{Pr} (i^{AB}, P, \xi) \cdot |k\rangle_A \langle k|_A \otimes |k\rangle_B \langle k|_B \\
\otimes (\hat{\rho}_k)_E \otimes |i^{AB}, P, \xi\rangle_C \langle i^{AB}, P, \xi|_C.
\]

(\( \hat{\rho}_k \) was defined in Equation (6.8).)

The partial trace \( \rho_{\text{E}} = \text{tr}_{AB} (\rho_{\text{ABE}}') \), that (as proved above) is the same as \( \rho_{\text{E}} \), is

\[
\rho_{\text{E}} = \rho_{\text{E}}' = \frac{1}{2^m} \sum_{k,i^{AB},P,\xi:T=1} \text{Pr} (i^{AB}, P, \xi) \cdot (\hat{\rho}_k)_E \otimes |i^{AB}, P, \xi\rangle_C \langle i^{AB}, P, \xi|_C,
\]

(6.29)

and the state \( \rho_U \otimes \rho_{\text{E}} \) is

\[
\rho_U \otimes \rho_{\text{E}} = \frac{1}{2^{2m}} \sum_{k,k',i^{AB},P,\xi:T=1} \text{Pr} (i^{AB}, P, \xi) \cdot |k\rangle_A \langle k|_A \otimes |k\rangle_B \langle k|_B \\
\]
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\[ \otimes (\tilde{\rho}_{k'})_E \otimes |i_T\rangle^A, P, \xi_C (|i_T\rangle^A, P, \xi) | C. \]

By using the triangle inequality for norms, since \( \rho'_{ABE} \) and \( \rho_U \otimes \rho_E \) are the same (except the difference between Eve’s states, \( (\tilde{\rho}_k)_E \) and \( (\tilde{\rho}_{k'})_E \)), we get, by using the definition of \( \langle \Delta_{Eve}^{(p_{a,x} \cdot p_{a,x})} (k, k'') \rangle \) (Equation (6.14)) and Theorem 6.3:

\[
\frac{1}{2} \text{tr} |\rho_{ABE}' - \rho_U \otimes \rho_E| \leq \frac{1}{2} \text{tr} (|\tilde{\rho}_k\rangle_E) - (\tilde{\rho}_{k'})_E| \\
= \frac{1}{2} \sum_{k,k'} \langle \Delta_{Eve}^{(p_{a,x} \cdot p_{a,x})} (k, k'') \rangle \\
\leq 2R ne^{-\left(\frac{n}{n+n_x}\right)^{2/3} n_{sec}^2},
\]

(6.30)

as we wanted. \( \square \)

We still have to bound the following difference:

\[
\rho_{ABE} - \rho_{ABE}' = \sum_{i,B,P | T = 1} \Pr (i, i^B, P) \\
\cdot |k\rangle_A \langle k\rangle_A \otimes |k\rangle_B \langle k\rangle_B - |k\rangle_B \langle k|_B \rangle_E \\
\otimes \left( \tilde{\rho}_{x,B}^{(i^B)} \right)_E \otimes |i_T\rangle^A, P, \xi_C (|i_T\rangle^A, P, \xi) | C \\
= \Pr \left( (k \neq k') \wedge (T = 1) \right) \\
\cdot \sum_{i,B,P | k \neq k'} \Pr (i, i^B, P | (k \neq k') \wedge (T = 1)) \\
\cdot |k\rangle_A \langle k\rangle_A \otimes |k\rangle_B \langle k\rangle_B - |k\rangle_B \langle k|_B \rangle_E \\
\otimes \left( \tilde{\rho}_{x,B}^{(i^B)} \right)_E \otimes |i_T\rangle^A, P, \xi_C (|i_T\rangle^A, P, \xi) | C.
\] (6.31)

Because the trace distance between every two normalized states is bounded by 1, and because of the reliability proof in Subsection 6.3.5, we get:

\[
\frac{1}{2} \text{tr} |\rho_{ABE} - \rho_{ABE}'| \leq \Pr \left( (k \neq k') \wedge (T = 1) \right) \leq e^{-2\left(\frac{n_x}{n+n_x}\right)^{2/3} n_{sec}^2}.
\] (6.32)

(Because if \( k \neq k' \), Alice and Bob have different final keys, and this means that the error correction stage did not succeed. According to the discussion in Subsection 6.3.5, this can happen only if there are too many errors in the information string—namely, if \( |G| > p_{a,z} + \epsilon_{rel} \).)

To sum up, we get the following bound:

\[
\frac{1}{2} \text{tr} |\rho_{ABE} - \rho_U \otimes \rho_E| \leq \frac{1}{2} \text{tr} |\rho_{ABE} - \rho_{ABE}'| + \frac{1}{2} \text{tr} |\rho_{ABE}' - \rho_U \otimes \rho_E| \\
\leq e^{-2\left(\frac{n_x}{n+n_x}\right)^{2/3} n_{sec}^2} + 2R ne^{-\left(\frac{n_x}{n+n_x}\right)^{2} n_{sec}^2}.
\] (6.33)

This bound is exponentially small in \( n \). Thus, we have proved composable security of
6.3.7 Security, Reliability, and Error Rate Threshold

According to Theorem 6.3 and to the discussion in Subsection 6.3.5, to get both security and reliability we only need vectors \( \{v_{n}^1, \ldots, v_{n+r+m}^n \} \) satisfying both the conditions of the Theorem (distance \( d_{rn,mn} > \frac{\delta}{2} \geq p_{a,x} + \epsilon_{\sec} \)) and the reliability condition (the ability to correct \( n(p_{a,z} + \epsilon_{\rel}) \) errors). Such families were proven to exist in Appendix E of [BBBMR06], giving the following upper bound on the bit-rate:

\[
R_{\text{secret}} \triangleq m/n < 1 - H_2(2p_{a,x} + 2\epsilon_{\sec}) - H_2 \left( p_{a,z} + \epsilon_{\rel} + \frac{1}{n} \right),
\]

(6.34)

where \( H_2(x) \triangleq -x \log_2(x) - (1-x) \log_2(1-x) \).

Note that we use here the error thresholds \( p_{a,x} \) for security and \( p_{a,z} \) for reliability. This is possible, because in [BBBMR06] these conditions (security and reliability) on the codes are discussed separately.

To get the asymptotic error rate thresholds, we require \( R_{\text{secret}} > 0 \), and we get the condition:

\[
H_2(2p_{a,x} + 2\epsilon_{\sec}) + H_2 \left( p_{a,z} + \epsilon_{\rel} + \frac{1}{n} \right) < 1.
\]

(6.35)

The secure asymptotic error rate thresholds zone is shown in Figure 6.1 (it is below the curve), assuming that \( \frac{1}{n} \) is negligible. Note the trade-off between the error rates \( p_{a,z} \) and \( p_{a,x} \). Also note that in the case \( p_{a,z} = p_{a,x} \), we get the same threshold as BB84 ([BBBMR06] and [BGM09]), which is 7.56%.

6.4 Conclusion

In this chapter, we have proved the BB84-INFO-z protocol to be fully secure against collective attacks. We have discovered that the results of BB84 hold very similarly for BB84-INFO-z, with only two exceptions:

1. The error rates must be separately checked to be below the thresholds \( p_{a,z} \) and \( p_{a,x} \) for the TEST-Z and TEST-X bits, respectively, while in BB84 the error rate threshold \( p_a \) applies to all the TEST bits together.

2. The exponents of Eve’s information (security) and of the failure probability of the error-correcting code (reliability) are different than in [BGM09], because different numbers of test bits are now allowed \( (n_z \text{ and } n_x \text{ are arbitrary}) \). This implies that the exponents may decrease more slowly (or more quickly) as a function of \( n \). However, if we choose \( n_z = n_x = n \) (thus sending \( N = 3n \) qubits from Alice to Bob), then we get exactly the same exponents as in [BGM09].

The asymptotic error rate thresholds found in this chapter allow us to tolerate a higher threshold for a specific basis (say, the \( x \) basis) if we demand a lower threshold.
Figure 6.1: The secure asymptotic error rates zone for BB84-INFO-z (below the curve)

for the other basis (z). If we choose the same error rate threshold for both bases, then the asymptotic bound is 7.56%, exactly the bound found for BB84 in [BBBMR06] and [BGM09].

We conclude that even if we change the BB84 protocol to have INFO bits only in the z basis, this does not harm its security and reliability (at least against collective attacks). This does not even change the asymptotic error rate threshold. The only drawbacks of this change are the need to check the error rate for the two bases separately, and the need to either send more qubits (3n qubits in total, rather than 2n) or get a slower exponential decrease of the exponents required for security and reliability.

We thus find that the feature of BB84, that both bases are used for information, is not very important for security and reliability, and that BB84-INFO-z (that lacks this feature) is almost as useful as BB84. This may have important implications on security and reliability of other protocols that, too, use only one basis for information qubits, such as the “three-state protocol” [Mor98] and some two-way protocols [BKM07, ZQLWL09].

We also present a better approach for the proof, that uses the quantum distance between two states rather than the classical information. In [BGM09, BBBGM02, BBBMR06], the classical mutual information between Eve’s information (after an optimal measurement) and the final key was calculated (by using the trace distance between two quantum states); although we should note that in [BGM09, BBBMR06], the trace distance was used for the proof of security of a single bit of the final key even when all other bits are given to Eve, and only the last stages of the proof discussed bounding the classical mutual information. In this chapter, on the other hand, we use
the trace distance between the two quantum states until the end of the proof, which allows us to prove fully composable security.

Therefore, our proof shows the fully composable security of BB84-INFO-z against collective attacks (and, in particular, security even if Eve keeps her quantum states until she gets more information when Alice and Bob use the key, rather than measuring them at the end of the protocol); and a very similar approach can be applied to [BGM09], immediately proving the composable security of BB84 against collective attacks. Our proof also makes a step towards making the security proof in [BBBMR06] (security proof of BB84 against joint attacks) prove the composable security of BB84 against joint attacks, a proof fully achieved in Chapter 7.

Our results show that the BB84-INFO-z protocol can securely be used for distributing a secret key; the security is of an ideal implementation and against an adversary limited to collective attacks (a generalization to the most general attacks (joint attacks), by using the methods of [BBBMR06], is proposed in Chapter 7). Moreover, security of the final key is universally composable, which means that the key may be used for any cryptographic purpose without harming security, even if Eve keeps her quantum states and makes optimal use of any information she gets in the future.

The techniques described in our proof may be applied in the future for proving security of other protocols by using similar methods, and, in particular, for proving security of other QKD protocols that use only one basis for the information bits, such as [Mor98, BKM07, ZQLWL09] mentioned above.
Chapter 7

Composable Security of Generalized BB84 Protocols Against General (Joint) Attacks

In this chapter, we present a fully composable security proof of “generalized BB84” QKD protocols against joint attacks (namely, against the most general theoretical attacks, as described in Subsection 2.3.2). The protocols for which we prove security are the BB84-INFO-z protocol (Subsection 7.3.1), the standard BB84 protocol (Subsection 7.3.2), the “efficient BB84” protocol (Subsection 7.3.3), and the “modified efficient BB84” protocol (Subsection 7.3.4). The proof uses BBBMR’s security approach, that is described in Subsection 2.3.3.

This chapter is based on a paper being prepared by Michel Boyer and Rotem Liss\textsuperscript{1}.

7.1 Full Definition of the Generalized BB84 Protocols

The protocols for which we prove security in this chapter belong to a generalized class of BB84-like protocols. Below we formally define this general class of protocols. Some of the details in this definition are decided by each specific protocol, but most of the details are shared by all the protocols. See Section 2.7 for an explanation of the notation of bit strings \( (s, b, \text{etc.}) \), and see Section 1.1 for an explanation of the notations \(|0\rangle_0, |1\rangle_0, |0\rangle_1, |1\rangle_1\).

1. Before the protocol begins, Alice and Bob choose some shared (and public) parameters: the numbers \( N \) and \( n \), the sets \( B \) and \( \{S_b\}_{b \in B} \) and probability distributions over them (decided by the specific protocol) that will control the choice of the bit strings \( b, s \in \mathbb{F}_2^N \), the testing function \( T \) (decided by the specific protocol), the \( r \times n \) parity check matrix \( P_C \) (corresponding to a linear error-correcting code \( C \)), and the \( m \times n \) privacy amplification matrix \( P_K \) (representing a

\textsuperscript{1}This paper is in preparation.
linear key-generation function). It is required that all \( r + m \) rows of the matrices \( P_C \) and \( P_K \) put together are linearly independent.

Formally, for choosing the sets \( B \) and \( \{ S_b \}_{b \in B} \) and the corresponding probability distributions, Alice and Bob should choose the set \( B \subseteq \mathbb{F}_2^N \) of basis strings, the probabilities \( \Pr(b) \) for all \( b \in B \), the sets \( S_b \subseteq \mathbb{F}_2^N \) of \( s \) strings for all \( b \in B \), and the probabilities \( \Pr(s \mid b) \) for all \( b \in B \) and \( s \in S_b \). We require that \( |s| = n \) for all \( s \in S_b \). The testing function \( T : \mathbb{F}_2^{N-n} \times \mathbb{F}_2^{N-n} \times \mathbb{F}_2^N \to \{0, 1\} \) must get \((i_T \oplus j_T, b_T, s)\) as inputs and give 0 or 1 as an output. In Section 7.3 we give examples of protocols and their formal definitions using these notations.

2. Alice randomly chooses an \( N \)-bit string \( i \in \mathbb{F}_2^N \), an \( N \)-bit string \( b \in B \), and an \( N \)-bit string \( s \in S_b \) (that must satisfy \(|s| = n\)), and sends the \( N \) qubit states \(|i_1\rangle_{b_1}, |i_2\rangle_{b_2}, \ldots, |i_N\rangle_{b_N}\), one after the other, to Bob using the quantum channel. Bob keeps each received qubit in a quantum memory, not measuring it yet\(^2\).

3. Alice sends to Bob over the classical channel the bit string \( b = b_1 \ldots b_N \). Bob measures each of the qubits he saved in the correct basis (namely, when measuring the \( i \)-th qubit, he measures it in the \( z \) basis if \( b_i = 0 \), and he measures it in the \( x \) basis if \( b_i = 1 \)).

The bit string measured by Bob is denoted by \( j \). The XOR of \( i \) and \( j \) is denoted \( c \triangleq i \oplus j \). If there is no noise and no eavesdropping, then \( i = j \) (that is, \( c = 0 \)).

4. Alice sends \( s \) to Bob over the classical channel. The INFO bits (that will be used for creating the final key) are the \( n \) bits with \( s_j = 1 \), while the TEST bits (that will be used for testing) are the \( N - n \) bits with \( s_j = 0 \). We denote the substrings of \( i, j, c, b \) that correspond to the INFO bits by \( i_I, j_I, c_I, \) and \( b_I \), respectively; and we denote the substrings of \( i, j, c, b \) that correspond to the TEST bits by \( i_T, j_T, c_T, \) and \( b_T \), respectively.

5. Alice and Bob both publish the bit values they have for all the TEST bits \((i_T \) and \( j_T, \) respectively), and they compute their XOR \( c_T = i_T \oplus j_T \). They compute \( T(c_T, b_T, s) \): if it is 0, they abort the protocol; if it is 1, they continue the run of the protocol.

6. The values of the remaining \( n \) bits (the INFO bits, with \( s_j = 1 \)) are kept in secret by Alice and Bob. The bit string of Alice is \( i_I \), the bit string of Bob is \( j_I \), and their XOR is \( c_I \).

---

\(^2\) Here we assume that Bob has a quantum memory and can delay his measurement. In practical implementations, Bob usually cannot do that, but he is assumed to choose his own random basis string \( b' \subseteq B \) and measure in the bases it dictates. Later, Alice and Bob discard the qubits measured in the wrong basis. In that case, we need to assume that Alice sends more than \( N \) qubits, so that \( N \) qubits are finally detected by Bob and measured in the correct basis. In Appendix A of [BBBMR06] it is explained why this change of the protocol does not hurt security.
7. Alice sends to Bob the syndrome of $i_I$ (with respect to the error-correcting code $C$ and to its corresponding parity check matrix $P_C$), that consists of $r$ bits and is defined as $\xi \triangleq i_I P_C^T$. By using $\xi$, Bob corrects the errors in his $j_I$ string (so that it is the same as $i_I$).

8. The final key consists of $m$ bits and is defined as $k \triangleq i_I P_K^T$. Both Alice and Bob compute it.

### 7.2 Bound on the Security Definition for the Generalized BB84 Protocols

#### 7.2.1 The Hypothetical “Inverted-INFO-Basis” Protocol

For the security proof, we use an alternative, hypothetical protocol, in which Alice sends to Bob the qubits after inverting the bases of the INFO bits (without changing the bases of the TEST bits). We call this protocol “hypothetical” because it is never actually used by Alice and Bob, and we do not perform any reduction to it (or from it), but we compute probabilities of certain events in the hypothetical protocol for use in our security bound. In particular, we use the error rate in the hypothetical protocol for bounding the trace distance in the security definition of the real protocol.

In the hypothetical protocol, Alice, Bob, and Eve do everything exactly as they would do in the real protocol, except that Alice and Bob use (and publish) the basis string $b^0 \triangleq b \oplus s$ instead of $b$: namely, they use the basis string $b_T$ for the TEST bits and the basis string $b_I$ (the bitwise NOT of $b_I$) for the INFO bits.

Formally, this hypothetical protocol is defined by replacing Steps 2–3 of the original protocol (as described in Section 7.1) by the following steps:

2. Alice randomly chooses an $N$-bit string $i \in \mathbb{F}_2^N$, an $N$-bit string $b \in B$, and an $N$-bit string $s \in S_b$ (that must satisfy $|s| = n$). Then, she computes the $N$-bit string $b^0 \triangleq b \oplus s$, and sends the $N$ qubit states $|i_1\rangle_{b^0_1}, |i_2\rangle_{b^0_2}, \ldots, |i_N\rangle_{b^0_N}$, one after the other, to Bob using the quantum channel. Bob keeps each received qubit in a quantum memory, not measuring it yet.

3. Alice sends to Bob over the classical channel the bit string $b^0 = b^0_1 \ldots b^0_N$. Bob measures each of the qubits he saved in the correct basis (namely, when measuring the $i$-th qubit, he measures it in the $z$ basis if $b^0_i = 0$, and he measures it in the $x$ basis if $b^0_i = 1$).

We notice that in this protocol, Alice chooses $b$ and $s$ in the same way as she would choose them in the real protocol, but uses (and sends to Bob for his use) $b^0$ and $s$ instead.

In the security proof, we will use the notation of $\Pr_{\text{inverted-INFO-basis}}$ for calculating the probability of a certain event assuming that Alice and Bob use the hypothetical protocol.
In particular, we note that \( \Pr_{\text{inverted-INFO-basis}}(\cdot \mid b, s) \) is a conditional probability on Alice choosing the bit strings \( b, s \) (while she actually uses the basis string \( b^0 \)).

It should be noted that \( \Pr_{\text{inverted-INFO-basis}}(\cdot \mid b, s) \) is usually the same as \( \Pr(\cdot \mid b^0, s) \): namely, the hypothetical protocol given that Alice chooses \( b, s \) (and thus uses \( b^0, s \)) is the same as the real protocol given that Alice chooses \( b^0, s \). However, the second notation is not always well-defined, because it may be the case that \( b \in B \) while \( b^0 \notin B \), or that \( s \in S_b \) while \( s \notin S_{b^0} \); therefore, it may be the case that \( b^0 \) is not an allowed basis string for the real protocol. In the standard BB84 protocol (see Subsection 7.3.2), such problems are impossible, and this is why [BBBMR06] uses the notation of \( \Pr(\cdot \mid b^0, s) \) instead of \( \Pr_{\text{inverted-INFO-basis}}(\cdot \mid b, s) \). However, in our chapter, we discuss generalized BB84 protocols, and we must use the notation of \( \Pr_{\text{inverted-INFO-basis}}(\cdot \mid b, s) \).\(^3\)

### 7.2.2 The General Joint Attack of Eve

Before the beginning of the QKD protocol (and, thus, independently of \( i, b, \) and \( s \)), Eve chooses some joint attack to perform. In a *joint attack*, all the qubits are attacked by using a shared giant probe (ancillary state) kept by Eve. Eve saves her probe in a quantum memory and can keep it indefinitely, even after the final key is used by Alice and Bob; and she can perform, at any time of her choice, an optimal measurement of her giant probe, chosen based on all the information she has at the time of the measurement (including the classical information sent during the protocol, and including the information she acquires when Alice and Bob use the key).

Given that Alice sends to Bob the state \( |i⟩_B \triangleq \otimes_{j=1}^N |i_j⟩_{bj} \) (namely, the \( N \)-bit string is \( i \) and the \( N \)-bit basis string is \( b \)), Eve attaches a probe state \( |0⟩_E \) and applies some unitary operator \( U \) of her choice to the compound system \( |0⟩_E|i⟩_B \). Then, Eve keeps to herself (in a quantum memory) her probe state, and she sends to Bob the \( N \)-qubit quantum state sent from Alice to Bob (which may have been modified due to her attack \( U \)).

The most general joint attack \( U \) of Eve is

\[
U|0⟩_E|i⟩_B = \sum_{j \in F^2} |E'_{ij}⟩_b|j⟩_b, \quad \tag{7.1}
\]

where \( |E'_{ij}⟩_b \) are non-normalized states in Eve’s probe system. We note that

\[
⟨E'_{ij}|E'_{ij}⟩_b = \Pr(j \mid i, b, s). \quad \tag{7.2}
\]

Writing the INFO and TEST bits of Alice and Bob separately (\( i_T, i_I \) instead of \( i \), and \( j_T, j_I \) instead of \( j \)), we can denote \( |E'_{ij}⟩_b \) by \( |E'_{i_T, i_I, i_I, j_T, j_I}⟩_b \).

In Subsection 3.4 of [BBBMR06], the notation of \( |E_{i, j}⟩_{b, s} \) is introduced. This notation is useful, because it treats \( i_T \) and \( j_T \) as constants (since they are ultimately

\(^3\) It is also possible that \( \Pr(b, s) \neq \Pr(b^0, s) \), in which case the use of \( b^0, s \) in the real protocol does not happen with the same probability as the use of \( b^0, s \) in the hypothetical protocol.
We note that $|E_{i_t,j_t}\rangle_{b,s}$ also depends on the constants $i_T, j_T$ (and not only on $i_t, j_t, b, s$). According to Equations (3.22)–(3.23) of [BBBMR06], given that Alice sends $i_t, i_T, b, s$ and that Bob measures $j_T$, the normalized state of Eve and Bob is

$$|\psi_i\rangle = \sum_{j_t \in F_2^q} |E_{i_t,j_t}\rangle_{b,s} |j_t\rangle_b,$$  \hspace{1cm} (7.4)$$

and it also holds that

$$\langle E_{i_t,j_t}|E_{i_t,j_t}\rangle_{b,s} = \Pr(j_t | i_t, i_T, j_T, b, s).$$ \hspace{1cm} (7.5)$$

Let us define $\rho_{i,j}^{b,s}$ (which also depends on $i_T, j_T$) to be the normalized state of Eve if Alice sends $i_t, i_T, b, s$ and Bob measures $j_t, j_T$. That is, $\rho_{i,j}^{b,s}$ is the normalization of $|E_{i,j}\rangle_b$ and of $|E_{i_t,j_t}\rangle_{b,s}$, so

$$\rho_{i,j}^{b,s} \triangleq \frac{|E_{i_t,j_t}\rangle_{b,s} \langle E_{i_t,j_t}|}{\Pr(j_t | i_t, i_T, j_T, b, s)} = \frac{|E_{i,j}\rangle_b \langle E_{i,j}'|}{\Pr(j | i, b, s)}.$$ \hspace{1cm} (7.6)$$

The state of Eve after her attack (tracing out Bob) is

$$\rho_i \triangleq \text{tr}_B (|\psi_i\rangle \langle \psi_i|) = \sum_{j_t \in F_2^q} |E_{i_t,j_t}\rangle_{b,s} \langle E_{i_t,j_t}| = \sum_{j_t \in F_2^q} \Pr(j_t | i_t, i_T, j_T, b, s) \rho_{i_t,j_t}^{b,s},$$ \hspace{1cm} (7.7)$$

and we define its purification $|\varphi_i\rangle$ (so that $\rho_i$ is a partial trace of $|\varphi_i\rangle$) as

$$|\varphi_i\rangle \triangleq \sum_{j_t \in F_2^q} |E_{i_t,j_t}\rangle_{b,s} |i_t @ j_t\rangle.$$ \hspace{1cm} (7.8)$$

7.2.3 The Symmetrized Attack of Eve

In [BBBMR06], the most general joint attack is not directly analyzed: for simplicity, it is assumed that Eve applies a process called symmetrization, resulting in a symmetrized attack. The process of symmetrization is always beneficial for Eve (it does not change the error rate, and we prove in Proposition 7.4 that it does not decrease Eve’s information), so a security proof against all symmetrized attacks implies a security proof against all the possible joint attacks.

In Eve’s original attack, she has her own probe subsystem E. In the symmetrization process, Eve adds another probe subsystem M, in the initial state of $|0_M\rangle_M \triangleq \frac{1}{\sqrt{2^n}} \sum_{m \in F_2^n} |m\rangle_M$. Given the original attack $U$ (applied to Alice’s qubits and to the probe E), the symmetrized attack $U^{\text{sym}}$ (applied to Alice’s qubits and to both probes E
and M) is defined by

\[ U_{\text{sym}} \triangleq (I_E \otimes S^\dagger)(U \otimes I_M)(I_E \otimes S), \]  

(7.9)

where \( S \) is a unitary operation applied to Alice’s qubits and to the probe M, and it operates as follows:

\[ S|i\rangle_b|m\rangle_M = (-1)^{(i \oplus b) \cdot m}|i \oplus m\rangle_b|m\rangle_M. \]

(7.10)

Intuitively, Eve first XORs Alice’s bit values with a random string \( m \) (kept by her); then she applies her original attack; and then she reverses the XOR with \( m \). Full definition and explanations are available in Subsection 3.1 of [BBBMR06].

In this chapter, we use several properties of the symmetrized attack. First of all, the “Basic Lemma of Symmetrization” (Lemma 3.1 of [BBBMR06]) gives the expression for \(|E_{ij}^{\text{sym}}\rangle_b\) (of the symmetrized attack) as a function of \(|E_{ij}'\rangle_b\) (of the original attack):

\[ |E_{ij}^{\text{sym}}\rangle_b = \frac{1}{\sqrt{2^N}} \sum_{m \in \mathbb{F}_2^N} (-1)^{(i \oplus j) \cdot m} |E_{i \oplus m, j \oplus m}'\rangle_b|m\rangle_M. \]

(7.11)

The second property we use, proved in Corollary 3.3 of [BBBMR06], is the fact that the probabilities of the error strings \( c_i \) and \( c_T \) (if not conditioning on \( i \)) are not affected by the symmetrization. Namely,

\[ \Pr^{\text{sym}}(c_i, c_T | b, s) = \Pr(c_i, c_T | b, s). \]

(7.12)

This is true for all the basis strings \( b \); in particular, this is true for the basis string \( b^0 \triangleq b \oplus s \) used in the hypothetical “inverted-INFO-basis” protocol defined in Subsection 7.2.1, so

\[ \Pr^{\text{sym}}_{\text{inverted-INFO-basis}}(c_i, c_T | b, s) = \Pr_{\text{inverted-INFO-basis}}(c_i, c_T | b, s). \]

(7.13)

The third property we use, proved in Lemma 3.8 of [BBBMR06], is the fact that the probabilities for errors in the TEST bits are not affected by the bases used for the INFO bits:

\[ \Pr^{\text{sym}}(j_T | i_T, b, s) = \Pr^{\text{sym}}(j_T | i_T, b_T, s). \]

(7.14)

In particular, since the only difference between the hypothetical “inverted-INFO-basis” protocol and the real protocol is the basis string used for the \( INFO \) bits \( (b_T, b_I) \), respectively), this means that the probabilities of errors in the TEST bits are the same for both of these protocols:

\[ \Pr^{\text{sym}}_{\text{inverted-INFO-basis}}(j_T | i_T, b, s) = \Pr^{\text{sym}}(j_T | i_T, b, s). \]

(7.15)

The fourth property we use, proved in Corollary 3.6 of [BBBMR06], is the fact that the probability of any string of INFO bits \( i_I \) is uniform (that is, \( \frac{1}{2^N} \)) even when
conditioning on the four parameters $i_T, j_T, b, s$, that are ultimately known to Eve (we note that $j_T$ is affected by Eve’s attack). Namely,

$$\Pr^{\text{sym}}(i | i_T, j_T, b, s) = \frac{1}{2^n}. \quad (7.16)$$

### 7.2.4 Results from [BBBMR06]

The security proof of the generalized BB84 protocols is very similar to the security proof of BB84 itself, that was detailed in [BBBMR06]. Most parts of the proof are not affected at all by the changes made to BB84 to get the generalized BB84 protocols (changes detailed in Section 7.1 of this chapter), because these parts assume fixed strings $s$ and $b$.

Therefore, the reader is referred to the proof in Section 3 (except Subsection 3.3.2) and Subsections 4.1–4.4 of [BBBMR06], that applies to all the generalizations of BB84 without any changes (except changing the total number of bits, $2n$, to $N$, which does not affect the proof at all), and that will not be repeated here.

We denote the rows of the error-correction parity check matrix $P_C$ as the vectors $v_1, \ldots, v_r$ in $F_2^n$, and the rows of the privacy amplification matrix $P_K$ as the vectors $v_{r+1}, \ldots, v_{r+m}$. We also denote, for any $1 \leq r' \leq r + m$,

$$V_{r'}^{\text{exc}} \triangleq \text{Span}\{v_1, \ldots, v_{r'-1}, v_{r'+1}, \ldots, v_{r+m}\}, \quad (7.17)$$

namely, $V_{r'}^{\text{exc}}$ is the $(r + m - 1)$-dimensional vector space that spans all the error correction and privacy amplification vectors, except $v_{r'}$; and we also define

$$\hat{\psi} \triangleq \min_{1 \leq r' \leq r + m} d_H(v_{r'}, V_{r'}^{\text{exc}}). \quad (7.18)$$

For a 1-bit final key $k \in \{0, 1\}$ (that is, for $m = 1$), and given a symmetrized attack of Eve, we define $\hat{\rho}_k^{\text{sym}}$ to be the state of Eve corresponding to the final key $k$, given that she knows $\xi$. Thus,

$$\hat{\rho}_k^{\text{sym}} = \frac{1}{2^{n-r-1}} \sum_{i_T, j_T, b, s} (\rho_i^{\text{sym}} |_{i_T, j_T, b, s} = k), \quad (7.19)$$

where $(\rho_i^{\text{sym}}$, as defined in Equation (7.7), is Eve’s state after the (symmetrized) attack, given that Alice sent the INFO bit string $i_I$ (and given the bit strings $i_T, j_T, b, s$, that are ultimately known to Eve).

In addition, we define the state $\hat{\rho}_k^{\text{sym}}$, that is a lift-up of $\hat{\rho}_k^{\text{sym}}$ (which means that $\hat{\rho}_k^{\text{sym}}$ is a partial trace of $\hat{\rho}_k^{\text{sym}}$), by assuming that Eve knows the purification $|\varphi_i^{\text{sym}}\rangle$. 
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defined in Equation (7.8):

$$
\tilde{\rho}^{\text{sym}}_k = \frac{1}{2^{n-r-1}} \sum_{i_1 | i_1 P_C^2 = \xi} |\varphi_{i_1}^{\text{sym}}\rangle \langle \varphi_{i_1}^{\text{sym}}|.
$$

(7.20)

(This state was defined in Equation (4.10) of [BBBMR06], but was denoted there as $\rho_k(v_{r+1}, \xi).$)

In the end of Subsection 4.4 of [BBBMR06] (in its Proposition 4.6, and according to the proof of Lemma 4.5, which appears in Appendix D.2 of [BBBMR06]), it was found that (in the case of a 1-bit final key, i.e., $m = 1$), for any symmetrized attack,

$$
\frac{1}{2} \text{tr} |\tilde{\rho}^{\text{sym}}_0 - \tilde{\rho}^{\text{sym}}_1| \leq 2 \sqrt{\Pr^{\text{sym}}_{\text{inverted-INFO-basis}} \left[ |C_I| \geq \frac{\hat{v}}{2} \mid i_T, j_T, b, s \right]},
$$

(7.21)

where $C_I$ is the random variable whose value equals to $c_I = i_I \oplus j_I,$ and $\Pr^{\text{sym}}_{\text{inverted-INFO-basis}}$ means that the probability is taken over the hypothetical “inverted-INFO-basis” protocol defined in Subsection 7.2.1 (to which Eve applies the same symmetrized attack that she applies to the real protocol). We also note that $\hat{v}$ was defined above, and that in the current case ($m = 1$), its definition is simplified to $\hat{v} = d_H(v_{r+1}, V_{r+1}^{\text{exc}})$ (and $V_{r+1}^{\text{exc}}$ is simply $\text{Span}\{v_1, \ldots, v_r\}$).

Now, according to [NC00, Theorem 9.2 and page 407], and using the fact that $\tilde{\rho}^{\text{sym}}_k$ is a partial trace of $\tilde{\rho}^{\text{sym}}_k$, we find out that

$$
\frac{1}{2} \text{tr} |\hat{\rho}^{\text{sym}}_0 - \hat{\rho}^{\text{sym}}_1| \leq \frac{1}{2} \text{tr} |\tilde{\rho}^{\text{sym}}_0 - \tilde{\rho}^{\text{sym}}_1|.
$$

(7.22)

From this result and from Equation (7.21) we deduce that

$$
\frac{1}{2} \text{tr} |\hat{\rho}^{\text{sym}}_0 - \hat{\rho}^{\text{sym}}_1| \leq 2 \sqrt{\Pr^{\text{sym}}_{\text{inverted-INFO-basis}} \left[ |C_I| \geq \frac{\hat{v}}{2} \mid i_T, j_T, b, s \right]}. \tag{7.23}
$$

### 7.2.5 Bounding the Differences Between Eve’s States

So far, we have discussed a 1-bit key. We will now discuss a general $m$-bit key $k.$ We define $\tilde{\rho}^{\text{sym}}_k$ to be the state of Eve corresponding to the final key $k,$ given that she knows $\xi:$

$$
\tilde{\rho}^{\text{sym}}_k = \frac{1}{2^{n-r-m}} \sum_{i_1 | i_1 P_C^2 = \xi} (\rho_{i_1}^{\text{sym}})^{\text{sym}}.
$$

(7.24)
We note (for use in Subsection 7.2.6) that if we substitute \((\rho^\text{sym})^\text{sym}\) from Equation (7.7), we get

\[
\hat{\rho}_k = \frac{1}{2^n - r - m} \sum_{i_i, i_j | i_i^j F_2^i = \xi} \Pr^\text{sym}(j_i | i_i, i_T, j_T, b, s) \cdot \left(\hat{\rho}_{i_i, j_i}\right)^\text{sym}.
\]  

(7.25)

**Proposition 7.1.** For any two keys \(k, k'\) of \(m\) bits, and for any symmetrized attack,

\[
\frac{1}{2} \text{tr} \left| \hat{\rho}_k - \hat{\rho}_{k'} \right| \leq 2m \sqrt{\Pr^\text{sym}_\text{inverted-INFO-basis}\left[ |C_1| \geq \frac{\hat{\nu}}{2} \mid i_T, j_T, b, s \right]},
\]

where \(C_1\) is the random variable whose value equals to \(c_1 \triangleq i_i \oplus j_i\), and, in addition, \(\hat{\nu} \triangleq \min_{r + 1 \leq r' \leq r + m} d_H(v_{r'}, V_{r'}^{\text{exc}})\).

**Proof.** We define the key \(k_j\), for \(0 \leq j \leq m\), to consist of the first \(j\) bits of \(k'\) and the last \(m - j\) bits of \(k\). This means that \(k_0 = k, k_m = k',\) and \(k_{j-1}\) differs from \(k_j\) at most on a single bit (the \(j\)-th bit).

First, we find a bound on \(\frac{1}{2} \text{tr} |\hat{\rho}_{k_{j-1}} - \hat{\rho}_{k_j}|\); since \(k_{j-1}\) differs from \(k_j\) at most on a single bit (the \(j\)-th bit, given by the formula \(i_j \cdot v_{r+j}\)), we can use the same proof that gave us Equation (7.23), attaching the other (identical) key bits to \(\xi\) of the original proof; and we find out that

\[
\frac{1}{2} \text{tr} |\hat{\rho}_{k_{j-1}} - \hat{\rho}_{k_j}| \leq 2 \sqrt{\Pr^\text{sym}_\text{inverted-INFO-basis}\left[ |C_1| \geq \frac{\hat{\nu}_j}{2} \mid i_T, j_T, b, s \right]},
\]

(7.27)

where we define \(\hat{\nu}_j\) to be \(d_H(v_{r+j}, V_{r+j}^{\text{exc}})\), and, therefore, \(\hat{\nu} = \min_{1 \leq j' \leq m} \hat{\nu}_j\).

In particular, \(\hat{\nu} \leq \hat{\nu}_j\). Therefore, if \(|C_1| \geq \frac{\hat{\nu}_j}{2}\), then \(|C_1| \geq \frac{\hat{\nu}}{2}\). Therefore, Equation (7.27) implies

\[
\frac{1}{2} \text{tr} |\hat{\rho}_{k_{j-1}} - \hat{\rho}_{k_j}| \leq 2 \sqrt{\Pr^\text{sym}_\text{inverted-INFO-basis}\left[ |C_1| \geq \frac{\hat{\nu}}{2} \mid i_T, j_T, b, s \right]}.
\]

(7.28)

Now we use the triangle inequality for norms to find

\[
\frac{1}{2} \text{tr} |\hat{\rho}_k - \hat{\rho}_{k'}| = \frac{1}{2} \text{tr} |\hat{\rho}_{k_0} - \hat{\rho}_{k_m}| \leq \sum_{j=1}^{m} \frac{1}{2} \text{tr} |\hat{\rho}_{k_{j-1}} - \hat{\rho}_{k_j}|
\]

\[
\leq 2m \sqrt{\Pr^\text{sym}_\text{inverted-INFO-basis}\left[ |C_1| \geq \frac{\hat{\nu}}{2} \mid i_T, j_T, b, s \right]}.
\]

(7.29)

We would now like to bound the expected value (namely, the average value) of the trace distance between two states of Eve corresponding to two final keys. However, we should take into account that if the test fails, no final key is generated, in which case we define the distance to be 0. We thus define the random variable \(\Delta^\text{sym}_{\text{Eve}}(k, k')\) for any
two final keys $k, k'$:

$$\Delta_{\text{Eve}}^\text{sym}(k, k' | i_T, j_T, b, s, \xi) \triangleq \begin{cases} \frac{1}{2} \text{tr} | \hat{\rho}_k^\text{sym} - \hat{\rho}_{k'}^\text{sym} | & \text{if } T(i_T \oplus j_T, b_T, s) = 1 \\ 0 & \text{otherwise} \end{cases}. \quad (7.30)$$

We need to bound the expected value $\langle \Delta_{\text{Eve}}^\text{sym}(k, k') \rangle$, that is given by:

$$\langle \Delta_{\text{Eve}}^\text{sym}(k, k') \rangle = \sum_{i_T, j_T \in \mathbb{F}_2^{n-1}, b \in B, s \in S, \xi \in \mathbb{F}_2^n} \Delta_{\text{Eve}}^\text{sym}(k, k' | i_T, j_T, b, s, \xi) \cdot \Pr^\text{sym}(i_T, j_T, b, s, \xi). \quad (7.31)$$

(In Subsection 7.2.6 we prove that this expected value is indeed the quantity we need to bound for proving fully composable security, defined in Subsection 2.3.1.)

**Theorem 7.2.** For any two final keys $k, k'$,

$$\langle \Delta_{\text{Eve}}^\text{sym}(k, k') \rangle \leq 2m \sqrt{\Pr^\text{inverted-INFO-basis} \left( \left( \frac{|\mathcal{C}|}{n} \geq \frac{\hat{\nu}}{2n} \right) \land (T = 1) \right)}, \quad (7.32)$$

where $|\mathcal{C}|/n$ is a random variable whose value is the error rate on the INFO bits, and $T$ is a random variable whose value is 1 if the test passes and 0 otherwise. We note that the protocol considered for the probability in the right-hand-side is the hypothetical “inverted-INFO-basis” protocol defined in Subsection 7.2.1, in which Alice and Bob use the basis string $b^0 \triangleq b \oplus s$ instead of $b$. We note that the probability in the right-hand-side is the probability for the original (non-symmetrized) attack.

**Proof.** We use the convexity of $x^2$, namely, the fact that for all $\{p_i\}$ satisfying $p_i \geq 0$ and $\sum_i p_i = 1$, it holds that $(\sum_i p_i x_i)^2 \leq \sum_i p_i x_i^2$. We also use the fact that

$$\Pr^\text{sym}_{\text{inverted-INFO-basis}}(i_T, j_T, b, s) = \Pr^\text{sym}(i_T, b, s) \cdot \Pr^\text{sym}_{\text{inverted-INFO-basis}}(j_T | i_T, b, s) = \Pr^\text{sym}(j_T | i_T, b, s)$$

which is correct because $i_T, b, s$ are all chosen in the same way both in the hypothetical “inverted-INFO-basis” protocol and in the real protocol (even though different basis strings are used in these protocols), and because according to the third property of the symmetrized attack (Equation (7.15)), $\Pr^\text{sym}_{\text{inverted-INFO-basis}}(j_T | i_T, b, s) = \Pr^\text{sym}(j_T | i_T, b, s)$. 
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In addition, we use the result
\[
Pr_{\text{sym}}^{\text{inverted-INFO-basis}} \left[ \left( |C| \geq \frac{\hat{v}}{2} \right) \land (T = 1) \mid b, s \right] = Pr_{\text{sym}}^{\text{inverted-INFO-basis}} \left[ \left( |C| \geq \frac{\hat{v}}{2} \right) \land (T = 1) \mid b, s \right],
\]
which is correct because according to the second property of the symmetrized attack (Equation (7.13)), \( Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(c_1, c_T \mid b, s) = Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(c_1, c_T \mid b, s) \), and because the random variable \( T \) depends only on the random variable \( C_T \) and on the parameters \( b_T, s \).

We also use the result
\[
Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(b, s) = Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(b, s),
\]
which is correct because Alice’s random choice of \( b, s \) is independent of Eve’s attack.

We find out that:
\[
\langle \Delta_{\text{Eve}}^{\text{sym}}(k, k') \rangle^2
\]
\[
= \left[ \sum_{i_T, j_T, b, s, \xi} \Delta_{\text{Eve}}^{\text{sym}}(k, k' \mid i_T, j_T, b, s, \xi) \cdot Pr_{\text{sym}}(i_T, j_T, b, s, \xi) \right]^2 \tag{by (7.31)}
\]
\[
\leq \sum_{i_T, j_T, b, s, \xi | T = 1} \left( \frac{1}{2} \text{tr} |\hat{\rho}_{k}^{\text{sym}} - \hat{\rho}_{k'}^{\text{sym}}| \right)^2 \cdot Pr_{\text{sym}}(i_T, j_T, b, s, \xi) \tag{by convexity of \( x^2 \))
\]
\[
= \sum_{i_T, j_T, b, s, \xi | T = 1} \left( \frac{1}{2} \text{tr} |\hat{\rho}_{k}^{\text{sym}} - \hat{\rho}_{k'}^{\text{sym}}| \right)^2 \cdot Pr_{\text{sym}}^{\text{inverted-INFO-basis}} \left[ \left( |C| \geq \frac{\hat{v}}{2} \right) \mid i_T, j_T, b, s \right] \tag{by (7.30)}
\]
\[
\leq 4m^2 \cdot \sum_{i_T, j_T, b, s, \xi | T = 1} Pr_{\text{sym}}^{\text{inverted-INFO-basis}} \left[ \left( |C| \geq \frac{\hat{v}}{2} \right) \mid i_T, j_T, b, s \right] \tag{by (7.26)}
\]
\[
= 4m^2 \cdot \sum_{i_T, j_T, b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}} \left[ \left( |C| \geq \frac{\hat{v}}{2} \right) \land (T = 1) \mid i_T, j_T, b, s \right] \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{i_T, j_T, b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}} \left[ \left( |C| \geq \frac{\hat{v}}{2} \right) \land (T = 1) \mid i_T, j_T, b, s \right] \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[
= 4m^2 \cdot \sum_{b, s} Pr_{\text{sym}}^{\text{inverted-INFO-basis}}(i_T, j_T, b, s) \tag{by (7.33)}
\]
\[= 4m^2 \cdot \sum_{b,s} \Pr_{\text{inverted INFO-basis}} \left[ \left| C_I \right| \geq \frac{\hat{v}}{2} \right] \wedge (T = 1) \mid b, s \right] \times \Pr_{\text{inverted INFO-basis}}(b, s) \]  
(by (7.34)–(7.35))

\[= 4m^2 \cdot \Pr_{\text{inverted INFO-basis}} \left[ \left| C_I \right| \geq \frac{\hat{v}}{2} \right] \wedge (T = 1) \right] \]  
(7.36)

### 7.2.6 Bound for Fully Composable Security

We now prove a crucial part of the claim that generalized BB84 protocols satisfy the definition of composable security for a QKD protocol: namely, that they satisfy Equation (2.2) presented in Subsection 2.3.1. We derive an upper bound for the expression \(\frac{1}{2} \text{tr} | \rho_{\text{ABE}} - \rho_U \otimes \rho_E |\), where \(\rho_{\text{ABE}}\) is the actual joint state of Alice, Bob, and Eve at the end of the protocol; \(\rho_U\) is an ideal (random, secret, and shared) key distributed to Alice and Bob; and \(\rho_E\) is the partial trace of \(\rho_{\text{ABE}}\) over the system AB (see Subsection 1.3.2). In other words, we upper-bound the trace distance between the system after the real QKD protocol and the system after an ideal key distribution protocol (which first performs the real QKD protocol and then magically distributes to Alice and Bob a random, secret, and shared key).

The states \(\rho_{\text{ABE}}\) and \(\rho_U\) are

\[
\rho_{\text{ABE}} = \sum_{i,j,b,s,T=1} \Pr(i,j,b,s) \cdot |k\rangle_A \langle k| \otimes |k^B\rangle_B \langle k^B| \\
\otimes (\rho_{i,j,b,s}^E) \otimes |i_T,j_T,b,s,\xi\rangle_C \langle i_T,j_T,b,s,\xi|,
\]

(7.37)

\[
\rho_U = \frac{1}{2^m} \sum_k |k\rangle_A \langle k| \otimes |k\rangle_B \langle k|,
\]

(7.38)

where \( (\rho_{i,j,b,s}^E) \) is defined in Equation (7.6) to be Eve’s quantum normalized state if Alice sends the bit strings \(i_I, i_T, b, s\) and Bob measures the bit strings \(j_I, j_T\). All the other states actually represent classical information: subsystems A and B represent the final keys held by Alice (\(k \triangleq i_I P_{i_T}^T\)) and Bob (his key \(k^B\) is obtained from \(j_I, \xi \triangleq i_I P_{i_T}^T\), and \(P_K\) ), and subsystem C represents the information published in the unjammable classical channel during the protocol (this information is known to Alice, Bob, and Eve)—namely, \(i_T, j_T\) (all the TEST bits), \(b\) (the basis string), \(s\) (the string representing the partition into INFO and TEST bits), and \(\xi \triangleq i_I P_{i_T}^T\) (the syndrome).

We note that in the definition of \(\rho_{\text{ABE}}\), we sum only over the events in which the test is passed (namely, in which the protocol is not aborted by Alice and Bob): in such cases, an \(m\)-bit key is generated. The cases in which the protocol aborts do not exist in the sum—namely, they are represented by the zero operator, as required by the definition of composable security (see [Ren08, Subsection 6.1.2]). Thus, \(\rho_{\text{ABE}}\) is a non-normalized state, and \(\text{tr}(\rho_{\text{ABE}})\) is the probability that the test is passed.
To help us bound the trace distance, we define the following intermediate state:

\[
\sigma_{\text{ABE}} \triangleq \sum_{i,j,b,s \mid T=1} \Pr(i,j,b,s) \cdot |k\rangle_A \langle k| \otimes |k\rangle_B(k) \\
\otimes \left( \rho_{i,T}^{b,s} \right)_E \otimes |i_T,j_T,b,s,\xi\rangle_C(i_T,j_T,b,s,\xi). \tag{7.39}
\]

This state is identical to \(\rho_{\text{ABE}}\), except that Bob holds Alice’s final key \((k)\) instead of his own calculated final key \((k^B)\). In particular, the similarity between \(\rho_{\text{ABE}} \) and \(\sigma_{\text{ABE}}\) means, by definition, that \(\rho_E \triangleq \text{tr}_A (\rho_{\text{ABE}})\) and \(\sigma_E \triangleq \text{tr}_A (\sigma_{\text{ABE}})\) are the same state: that is, \(\rho_E = \sigma_E\).

**Proposition 7.3.** For any symmetrized attack, it holds that

\[
\frac{1}{2} \left| \text{tr} \sigma_{\text{ABE}}^{\text{sym}} - \rho_U \otimes \sigma_E^{\text{sym}} \right| \\
\leq 2m \sqrt{\Pr(\text{inverted-INFO-basis}) \left( \left| \frac{C_I}{n} \right| \geq \frac{v}{2n} \right) \land (T = 1)}, \tag{7.40}
\]

for \(\sigma_{\text{ABE}}^{\text{sym}}\) and \(\rho_U\) defined above (but for the symmetrized attack) and for the partial trace \(\sigma_E^{\text{sym}} \triangleq \text{tr}_A (\sigma_{\text{ABE}}^{\text{sym}})\). We note that the probability in the right-hand-side is the probability for the original (non-symmetrized) attack.

**Proof.** We notice that in \(\sigma_{\text{ABE}}^{\text{sym}}\), the only factors depending directly on \(i_i\) and \(j_i\) (and not only on \(k\) and \(\xi\)) are the probability \(\Pr^{\text{sym}}(i,j,b,s)\) and Eve’s state \(\left( \rho_{i,j}^{b,s} \right)_E\). The probability can be reformulated as

\[
\Pr^{\text{sym}}(i,j,b,s) = \Pr^{\text{sym}}(i_T,j_T,b,s,\xi) \cdot \Pr^{\text{sym}}(k | i_T,j_T,b,s,\xi) \\
\cdot \Pr^{\text{sym}}(i_1 | k,i_T,j_T,b,s,\xi) \cdot \Pr^{\text{sym}}(j_1 | i_1,k,i_T,j_T,b,s,\xi) \\
= \Pr^{\text{sym}}(i_T,j_T,b,s,\xi) \cdot \frac{1}{2m} \cdot \frac{1}{2^{n-r-m}} \\
\cdot \Pr^{\text{sym}}(j_1 | i_1,i_T,j_T,b,s). \tag{7.41}
\]

(This is correct because all the possible \(n\)-bit values of \(i_1\) have the same probability, \(\frac{1}{2^r}\), conditioned on \(i_T,j_T,b,s\), according to the fourth property of the symmetrized attack (Equation (7.16)); and because all the \(r+m\) rows of the matrices \(P_C\) and \(P_K\) are linearly independent, so there are exactly \(2^{n-r-m}\) values of \(i_1\) corresponding to each specific pair \((\xi,k)\).)

Therefore, the state \(\sigma_{\text{ABE}}^{\text{sym}}\) takes the following form:

\[
\sigma_{\text{ABE}}^{\text{sym}} = \frac{1}{2^m} \sum_{k,i_T,j_T,b,s,\xi} \Pr^{\text{sym}}(i_T,j_T,b,s,\xi) \cdot |k\rangle_A \langle k| \otimes |k\rangle_B(k)
\]
(This expression for $\rho^{sym}$ was found in Equation (7.25).)

The partial trace $\sigma^{sym}_E \triangleq \mathcal{tr}_{AB}(\sigma^{sym}_{ABE})$ is

$$\sigma^{sym}_E = \frac{1}{2^m} \sum_{k, i_T, j_T, b, s, \xi | T = 1} \Pr^{sym}(i_T, j_T, b, s, \xi) \cdot (\rho^{sym}_k)_{E} \otimes |i_T, j_T, b, s, \xi\rangle \langle i_T, j_T, b, s, \xi|,$$

and the state $\rho_U \otimes \sigma^{sym}_E$ is

$$\rho_U \otimes \sigma^{sym}_E = \frac{1}{2^m} \sum_{k, k', i_T, j_T, b, s, \xi | T = 1} \Pr^{sym}(i_T, j_T, b, s, \xi) \cdot |k\rangle_A \langle k| \otimes |k\rangle_B \langle k| \otimes (\rho^{sym}_{k'})_{E} \otimes |i_T, j_T, b, s, \xi\rangle \langle i_T, j_T, b, s, \xi|.$$

Since $\sigma^{sym}_{ABE}$ and $\rho_U \otimes \sigma^{sym}_E$ are the same (except the difference between Eve’s states, $(\rho^{sym}_k)_{E}$ and $(\rho^{sym}_{k'})_{E}$), we get, by using the triangle inequality for norms, the definition of $\langle \Delta^{sym}_{Eve}(k, k') \rangle$ (Equation (7.31)), and Theorem 7.2:

$$\frac{1}{2} \mathcal{tr} \left| \sigma^{sym}_{ABE} - \rho_U \otimes \sigma^{sym}_E \right| \leq \frac{1}{2^m} \sum_{k, k', i_T, j_T, b, s, \xi | T = 1} \Pr^{sym}(i_T, j_T, b, s, \xi) \cdot \frac{1}{2} \mathcal{tr} \left| (\rho^{sym}_k)_{E} - (\rho^{sym}_{k'})_{E} \right| \leq 2^m \sqrt{\Pr_{\text{inverted-INFO}-\text{basis}} \left[ \left( \frac{|C_1|}{n} \geq \frac{\hat{c}}{2n} \right) \land (T = 1) \right]}.$$  

(7.45)

Proposition 7.4. For any attack, it holds that

$$\frac{1}{2} \mathcal{tr} \left| \sigma^{sym}_{ABE} - \rho_U \otimes \sigma^{sym}_E \right| \leq \frac{1}{2} \mathcal{tr} \left| \sigma^{sym}_{ABE} - \sigma^{sym}_{ABE} \otimes \sigma^{sym}_E \right|,$$

for $\sigma^{sym}_{ABE}$, $\sigma^{sym}_{ABE}$, and $\rho_U$ defined above and for the partial traces $\sigma_E \triangleq \mathcal{tr}_{AB}(\sigma^{sym}_{ABE})$ and $\sigma^{sym}_E \triangleq \mathcal{tr}_{AB}(\sigma^{sym}_{ABE}).$

Proof. First, we have to find an expression for $\left(\rho^{b, s}_{i_T, j_T}\right)_{E}$. According to Equation (7.6),
Therefore (also using the fact that $\Pr^{\text{sym}}(j | i, b, s)$),
\begin{equation}
|E_{ij}^{\text{sym}j}|_b = \frac{1}{\sqrt{2^N}} \sum_{m \in \mathcal{F}_2^N} (-1)^{(i \oplus j) \cdot m} |E_{ij}^f|_{i \oplus m, j \oplus m} |b \rangle |m\rangle_M.
\end{equation}
Therefore,
\begin{equation}
\left( \rho_{i,j}^{b,s} \right)^{\text{sym}}_E \equiv \frac{1}{2^N} \sum_{m, m' \in \mathcal{F}_2^N} (-1)^{(i \oplus j) \cdot (m \oplus m')} \left[ \frac{|E_{ij}^f|_{i \oplus m, j \oplus m} |b \rangle \langle E_{ij}^f|_{i \oplus m', j \oplus m'} \otimes |m\rangle_M |m'\rangle |_{E}}{\Pr^{\text{sym}}(j | i, b, s)} \right].
\end{equation}

The state $\sigma^{\text{sym}}_{\text{ABE}}$ now takes the following form:
\begin{equation}
\sigma^{\text{sym}}_{\text{ABE}} \equiv \frac{1}{2^N} \sum_{i,j,b,s,m,m' \in \mathcal{F}_2^N} \Pr^{\text{sym}}(i, j, b, s) \cdot |k \rangle_A \langle k| \otimes |k \rangle_B \langle k| \otimes |E_{ij}^f|_{i \oplus m, j \oplus m} |b \rangle \langle E_{ij}^f|_{i \oplus m', j \oplus m'} \otimes |m\rangle_M \langle m'| | \otimes \Pr^{\text{sym}}(j | i, b, s) \langle k| |k \rangle_B \langle k|
\end{equation}
\begin{equation}
\times \sum_{i,j,b,s,m,m' \in \mathcal{F}_2^N} \Pr^{\text{sym}}(i, j, b, s) \cdot |k \rangle_A \langle k| \otimes |k \rangle_B \langle k| \otimes |E_{ij}^f|_{i \oplus m, j \oplus m} |b \rangle \langle E_{ij}^f|_{i \oplus m', j \oplus m'} \otimes |m\rangle_M \langle m'| | \otimes \Pr^{\text{sym}}(j | i, b, s) \langle k| \langle k|_E
\end{equation}
\begin{equation}
\otimes \ |i_T, j_T, b, s, \xi\rangle_C \langle i_T, j_T, b, s, \xi| \rangle_C = \frac{1}{2^N} \sum_{i,j,b,s,m,m' \in \mathcal{F}_2^N} \Pr^{\text{sym}}(i, j, b, s) \cdot |k \rangle_A \langle k| \otimes |k \rangle_B \langle k| \otimes |E_{ij}^f|_{i \oplus m, j \oplus m} |b \rangle \langle E_{ij}^f|_{i \oplus m', j \oplus m'} \otimes |m\rangle_M \langle m'| | \otimes \Pr^{\text{sym}}(j | i, b, s) \langle k| \langle k|_E
\end{equation}
\begin{equation}
\otimes \ |i_T, j_T, b, s, \xi\rangle_C \langle i_T, j_T, b, s, \xi| \rangle_C.
\end{equation}

We define a unitary operator $V$: given the state $|m\rangle_M$ (held by Eve), the unitary operator $V$ takes a XOR of all the states in the subsystems A, B, and C with the relevant parts of $m$. Namely, if we define $m_I$ and $m_T$ as the INFO bits and the TEST bits (respectively) of $m$ (of course, they depend on $s$), and if we define $k_m \triangleq m_T F^T_k$ and $\xi_m \triangleq m_I F^T_C$, then
\begin{equation}
V = |k \rangle_A |k \rangle_B \langle [E]|M\rangle |_E |i_T, j_T, b, s, \xi\rangle_C = |k \rangle_A |k \rangle_B \langle [E]|M\rangle |_E |i_T, j_T, b, s, \xi\rangle_C.
\end{equation}

Therefore (also using the fact that $\Pr^{\text{sym}}(i, b, s) = \Pr(i \oplus b, s) = \Pr(i \oplus m, b, s)$),
\begin{equation}
V \sigma^{\text{sym}}_{\text{ABE}} V^\dagger = \frac{1}{2^N} \sum_{i,j,b,s,m,m' \in \mathcal{F}_2^N} \Pr(i \oplus m, b, s) \cdot |k \rangle_A \langle k|_A \langle k \rangle_B |k \rangle_\otimes |k \rangle_B (k \oplus k_m) \langle [E]|M\rangle |_E |i_T, j_T, b, s, \xi\rangle_C.
\end{equation}
Tracing out the subsystem $M$ (which is a part of Eve’s probe), we get

\[
\text{tr}_M \left[ V^{\text{sym}}_{\text{ABE}} V^\dagger \right] = \frac{1}{2^N} \sum_{i,j,b,s,m,J=1} \text{Pr} \left( i \oplus m, b, s \right) \cdot |k \oplus k_m \rangle \langle k \oplus k_m | \otimes |k \oplus k_m \rangle \langle k \oplus k_m | \\
\otimes \left[ |E_{i,j,b,m,j=1}^m \rangle \langle E_{i,j,b,m,j=1}^m | \right]_E \\
\otimes |i_T \oplus m_T, j_T \oplus m_T, b, s, \xi \oplus \xi_m \rangle \rangle (7.53)
\]

Now we can change the indexes of the sum, in the following way: we denote $i' \triangleq i \oplus m$ and $j' \triangleq j \oplus m$ (for a fixed $m$), and we immediately get, according to the definitions, the results

\[
i'_T = i_T \oplus m_T, \quad j'_T = j_T \oplus m_T, \quad k' \triangleq i'_T P_T^{i_T} = (i \oplus m) P_T^{i_T} = k \oplus k_m, \quad \text{and similarly } \xi' \triangleq j'_T P_T^{j_T} = \xi \oplus \xi_m.
\]

We also notice that $T$ gets $(i_T \oplus j_T, b_T, s)$ as inputs, and that they all stay the same (because $i'_T = j'_T = (i_T \oplus m_T) \oplus (j_T \oplus m_T) = i_T \oplus j_T$), and therefore the change of indexes does not impact the condition $T = 1$. Therefore,

\[
\text{tr}_M \left[ V^{\text{sym}}_{\text{ABE}} V^\dagger \right] = \frac{1}{2^N} \sum_{i',j',b,s,m,J=1} \text{Pr} \left( i', b, s \right) \cdot |k' \rangle \langle k' | \otimes |k' \rangle \langle k' | \\
\otimes \left[ |E_{i',j',b,m,j=1}^m \rangle \langle E_{i',j',b,m,j=1}^m | \right]_E \\
\otimes |i'_T, j'_T, b, s, \xi \rangle \rangle (7.54)
\]

Using the relation $\left( \rho_{i,j,b,s}^{b,s} \right)_E = \left[ |E_{i,j,b,m,j=1}^m \rangle \langle E_{i,j,b,m,j=1}^m | \right]_{i,j,b,s}$ from Equation (7.6), we get

\[
\text{tr}_M \left[ V^{\text{sym}}_{\text{ABE}} V^\dagger \right] = \sum_{i',j',b,s,m,J=1} \text{Pr} \left( i', b, s \right) \cdot |k' \rangle \langle k' | \otimes |k' \rangle \langle k' | \\
\otimes \left| i', j', b, s, \xi \rangle \rangle (7.55)
\]

To sum up, we get the result $\sigma_{\text{ABE}} = \text{tr}_M \left[ V^{\text{sym}}_{\text{ABE}} V^\dagger \right]$. A very similar proof gives us the result $\rho_{U} \otimes \sigma_{E} = \text{tr}_M \left[ V \left( \rho_{U} \otimes \sigma_{E}^{\text{sym}} \right) V^\dagger \right]$. Since the trace distance is preserved under unitary operators and does not increase under partial trace, we get

\[
\frac{1}{2} \text{tr} \left| \sigma_{\text{ABE}} - \rho_{U} \otimes \sigma_{E} \right| = \frac{1}{2} \text{tr} \left| \text{tr}_M \left[ V \left( \sigma_{\text{ABE}}^{\text{sym}} - \rho_{U} \otimes \sigma_{E}^{\text{sym}} \right) V^\dagger \right] \right| \\
\leq \frac{1}{2} \text{tr} \left| V \left( \sigma_{\text{ABE}}^{\text{sym}} - \rho_{U} \otimes \sigma_{E}^{\text{sym}} \right) V^\dagger \right| \\
= \frac{1}{2} \text{tr} \left| \sigma_{\text{ABE}}^{\text{sym}} - \rho_{U} \otimes \sigma_{E}^{\text{sym}} \right| . (7.56)
\]
Proposition 7.5. For any attack,
\[ \frac{1}{2} \text{tr} |\rho_{\text{ABE}} - \sigma_{\text{ABE}}| \leq \Pr \left[ (k \neq k^B) \land (T = 1) \right], \quad (7.57) \]
for $\rho_{\text{ABE}}$ and $\sigma_{\text{ABE}}$ defined above, and for $k$ being the final key computed by Alice and $k^B$ being the final key computed by Bob.

Proof.
\[
\rho_{\text{ABE}} - \sigma_{\text{ABE}} = \sum_{i,j,b,s/T=1} \Pr (i,j,b,s) \cdot |k\rangle_A \langle k| \otimes [k^B]_B (k^B) - |k\rangle_B (k) \otimes (\rho_{b,s}^{b,s})_E \otimes [i_T,j_T,b,s,\xi]_C (i_T,j_T,b,s,\xi) = \Pr \left[ (k \neq k^B) \land (T = 1) \right] \cdot \sum_{i,j,b,s} \Pr [i,j,b,s | (k \neq k^B) \land (T = 1)] \cdot |k\rangle_A \langle k| \otimes [k^B]_B (k^B) - |k\rangle_B (k) \otimes (\rho_{b,s}^{b,s})_E \otimes [i_T,j_T,b,s,\xi]_C (i_T,j_T,b,s,\xi). \quad (7.58)
\]

The trace distance between any two normalized states is bounded by 1. Therefore,
\[ \frac{1}{2} \text{tr} |\rho_{\text{ABE}} - \sigma_{\text{ABE}}| \leq \Pr \left[ (k \neq k^B) \land (T = 1) \right]. \quad (7.59) \]

Corollary 7.6. For any attack,
\[ \frac{1}{2} \text{tr} |\rho_{\text{ABE}} - \rho_U \otimes \rho_E| \leq \Pr \left[ (k \neq k^B) \land (T = 1) \right] + 2m \sqrt{\Pr_{\text{inverted-INFO-basis}} \left[ \left( |C_i| \geq \frac{v}{2m} \right) \land (T = 1) \right]}, \quad (7.60) \]
for $\rho_{\text{ABE}}$ and $\rho_U$ defined above and for the partial trace $\rho_E \triangleq \text{tr}_A (\rho_{\text{ABE}})$.

Proof. Using Propositions 7.3, 7.4, and 7.5, and also the fact that $\rho_E = \sigma_E$, we get:
\[ \frac{1}{2} \text{tr} |\rho_{\text{ABE}} - \rho_U \otimes \rho_E| \leq \frac{1}{2} \text{tr} |\rho_{\text{ABE}} - \sigma_{\text{ABE}}| + \frac{1}{2} \text{tr} |\sigma_{\text{ABE}} - \rho_U \otimes \sigma_E| \leq \frac{1}{2} \text{tr} |\rho_{\text{ABE}} - \sigma_{\text{ABE}}| + \frac{1}{2} \text{tr} |\sigma_{\text{ABE}}^{\text{sym}} - \rho_U \otimes \sigma_E^{\text{sym}}| \leq \Pr \left[ (k \neq k^B) \land (T = 1) \right] \]
\[ + 2m \sqrt{\Pr_{\text{inverted-INFO-basis}} \left[ \left( |C_i| \geq \frac{v}{2m} \right) \land (T = 1) \right]}. \quad (7.61) \]
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We have thus found an upper bound for the expression $\frac{1}{2} \text{tr} |\rho_{ABE} - \rho_U \otimes \rho_E|$. In Section 7.3 we prove this upper bound to be exponentially small in $n$ for specific protocols.

### 7.3 Full Security Proofs for Specific Protocols

Below we prove full security for specific important examples of generalized BB84 protocols.

In this section we use Hoeffding’s theorem, as described in Section 2.6; in particular, we use Corollary 2.2.

#### 7.3.1 The BB84-INFO-$z$ Protocol

In the BB84-INFO-$z$ protocol, all the INFO bits are sent by Alice in the $z$ basis, while the TEST bits are sent in both the $z$ and the $x$ bases. This means that $b$ and $s$ together define a random partition of the set of indexes $\{1, 2, \ldots, N\}$ into three disjoint sets:

- $I$ (INFO bits, where $s_j = 1$ and $b_j = 0$) of size $n$;
- $T_Z$ (TEST-Z bits, where $s_j = 0$ and $b_j = 0$) of size $n_z$; and
- $T_X$ (TEST-X bits, where $s_j = 0$ and $b_j = 1$) of size $n_x$.

Formally, Alice and Bob agree on parameters $n, n_z, n_x$ (such that $N = n + n_z + n_x$), and we choose $B = \{b \in F_2^N \mid |b| = n_x\}$ and $S_b = \{s \in F_2^N \mid (|s| = n) \land (|s \oplus b| = n + n_x)\}$ (namely, $s \in S_b$ if it consists of $n$ 1-bits that do not overlap with the $n_x$ 1-bits of $b$) for all $b \in B$. The probability distributions $\Pr(b)$ and $\Pr(s \mid b)$ are all uniform—namely, $\Pr(b, s)$ is identical for all $b \in B$ and $s \in S_b$.

Alice and Bob also agree on error rate thresholds, $p_{a,z}$ and $p_{a,x}$ (for the TEST-Z and TEST-X bits, respectively). The testing function $T$ is defined as follows:

$$T(i_T \oplus j_T, b_T, s) = 1 \iff (|i_{T_Z} \oplus j_{T_Z}| \leq n_z \cdot p_{a,z}) \land (|i_{T_X} \oplus j_{T_X}| \leq n_x \cdot p_{a,x}).$$  \hspace{1cm} (7.62)

Namely, the test passes if and only if the error rate on the TEST-Z bits is at most $p_{a,z}$ and the error rate on the TEST-X bits is at most $p_{a,x}$.

Following Corollary 7.6, we know the following bound:

$$\frac{1}{2} \text{tr} |\rho_{ABE} - \rho_U \otimes \rho_E| \leq \Pr \left[ (k \neq k^B) \land (T = 1) \right] + 2m \sqrt{\Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C_l|}{n} \geq \frac{\tilde{\psi}}{2n} \right) \land (T = 1) \right]}.$$ \hspace{1cm} (7.63)

Below we prove the two probabilities in the right-hand-side to be exponentially small in $n$: 100
Theorem 7.7. Let us be given \( \delta_{sec} > 0 \), and, for infinitely many values of \( n \), a family \( \{v_1^n, \ldots, v_{n+m}^n\} \) of linearly independent vectors in \( \mathbb{F}_2^n \) such that \( \delta_{sec} < \frac{\epsilon}{2^n} \). Then for any \( p_{a,z}, p_{a,x} > 0 \) and \( \epsilon_{sec} > 0 \) such that \( p_{a,x} + \epsilon_{sec} \leq \frac{\delta_{sec}}{2} \), and for any \( n_z, n_x > 0 \), it holds for the BB84-INFO-z protocol that

\[
\Pr_{inverted-INFO-basis}\left(\frac{|\mathbf{C}_I|}{n} > \hat{\nu} \right) \leq e^{-\frac{\nu_x}{n+z} \epsilon_{sec}^2 n_x^2}.
\]  

(7.64)

Proof. Because \( \frac{\hat{\nu}}{2n} > \frac{\delta_{sec}}{2} \geq p_{a,x} + \epsilon_{sec} \), it holds that

\[
\Pr_{inverted-INFO-basis}\left(\frac{|\mathbf{C}_I|}{n} \geq \hat{\nu} \right) \land (T = 1) = \Pr_{inverted-INFO-basis}\left(\frac{|\mathbf{C}_I|}{n} > p_{a,x} + \epsilon_{sec} \right) \land \left( \frac{|\mathbf{C}_{T_X}|}{n_x} \leq p_{a,x} \right).
\]

(7.65)

In the hypothetical “inverted-INFO-basis” protocol, the INFO and TEST-X bits are sent and measured in the \( x \) basis, while the TEST-Z bits are sent and measured in the \( z \) basis. Therefore, the random and uniform sampling of the \( n \) INFO bits out of the \( n + n_x \) bits sent in the \( x \) basis (assuming that the TEST-Z bits have already been chosen) does not affect the bases in the hypothetical protocol. This means that we can apply Corollary 2.2 to this sampling, and we get

\[
\Pr_{inverted-INFO-basis}\left(\frac{|\mathbf{C}_I|}{n} > p_{a,x} + \epsilon_{sec} \right) \land \left( \frac{|\mathbf{C}_{T_X}|}{n_x} \leq p_{a,x} \right) \leq e^{-2 \left( \frac{n_x}{n+n_x} \right) \epsilon_{sec}^2}.
\]

(7.66)

Theorem 7.8. Let us be given \( \delta_{rel} > 0 \), and, for infinitely many values of \( n \), a family \( \{v_1^n, \ldots, v_{n+m}^n\} \) of linearly independent vectors in \( \mathbb{F}_2^n \) such that the parity-check matrix \( P_C \), whose rows are \( \{v_1^n, \ldots, v_{n+m}^n\} \), defines an error-correcting code that can correct up to \( n \cdot \delta_{rel} \) errors on an \( n \)-bit string. Then for any \( p_{a,z}, p_{a,x} > 0 \) and \( \epsilon_{rel} > 0 \) such that \( p_{a,z} + \epsilon_{rel} \leq \delta_{rel} \), and for any \( n_z, n_x > 0 \), it holds for the BB84-INFO-z protocol that

\[
\Pr\left[ (k \neq k^B) \land (T = 1) \right] \leq e^{-2 \left( \frac{n_z}{n+n_z} \right) \epsilon_{rel}^2}.
\]

(7.67)

Proof. If \( k \neq k^B \), Alice and Bob have different final keys, and this means that the error correction stage did not succeed. The error-correcting code can correct up to \( n \cdot \delta_{rel} \) errors, and, therefore, it can correct up to \( n \cdot (p_{a,z} + \epsilon_{rel}) \) errors (since \( p_{a,z} + \epsilon_{rel} \leq \delta_{rel} \)). Therefore, a failure of the error correction stage must mean that there are more than \( n \cdot (p_{a,z} + \epsilon_{rel}) \) errors in the INFO bits: namely, if \( k \neq k^B \), then necessarily \( \frac{|\mathbf{C}_I|}{n} > p_{a,x} + \epsilon_{sec} \).
Therefore,
\[
\Pr\left[ (k \neq k^B) \land (T = 1) \right] = \Pr\left[ (k \neq k^B) \land \left( \left| C_{Tz} \right| \leq p_{a,z} \right) \land \left( \left| C_{Tx} \right| \leq p_{a,x} \right) \right] \\
\leq \Pr\left[ \left( \frac{|C_1|}{n} > p_{a,z} + \epsilon_{rel} \right) \land \left( \left| C_{Tz} \right| \leq p_{a,z} \right) \right]. \quad (7.68)
\]

In the real protocol, the INFO and TEST-Z bits are sent and measured in the $z$ basis, while the TEST-X bits are sent and measured in the $x$ basis. Therefore, the random and uniform sampling of the $n$ INFO bits out of the $n + n_z$ bits sent in the $z$ basis (assuming that the TEST-X bits have already been chosen) does not affect the bases in the real protocol. This means that we can apply Corollary 2.2 to this sampling, and we get
\[
\Pr\left[ \left( \frac{|C_1|}{n} > p_{a,z} + \epsilon_{rel} \right) \land \left( \left| C_{Tz} \right| \leq p_{a,z} \right) \right] \leq e^{-2\left( \frac{n_z}{n+n_z} \right)^2 n_{rel}^2}. \quad (7.69)
\]

If we combine the conditions and the results of Corollary 7.6, Theorem 7.7, and Theorem 7.8, we get the following result:

**Corollary 7.9.** Let us be given $\delta_{sec} > 0$, $\delta_{rel} > 0$, and, for infinitely many values of $n$, a family $\{v^n_1, \ldots, v^n_{n+n_m}\}$ of linearly independent vectors in $F_2^n$ such that $\delta_{sec} < \frac{\delta_{rel}}{n}$ and such that the parity-check matrix $P_C$, whose rows are $\{v^n_1, \ldots, v^n_{n}\}$, defines an error-correcting code that can correct up to $n \cdot \delta_{rel}$ errors on an $n$-bit string. Then for any $p_{a,z}, p_{a,x} > 0$ and $\epsilon_{sec}, \epsilon_{rel} > 0$ such that $p_{a,x} + \epsilon_{sec} \leq \frac{\delta_{sec}}{2}$ and $p_{a,z} + \epsilon_{rel} \leq \delta_{rel}$, and for any $n_z, n_x > 0$, it holds for the BB84-INFO-z protocol that
\[
\frac{1}{2} \left| \rho_{ABE} - \rho_U \otimes \rho_E \right| \leq e^{-2\left( \frac{n_z}{n+n_z} \right)^2 n_{rel}^2} + 2m_n e^{-2\left( \frac{n_z}{n+n_z} \right)^2 n_{sec}^2}. \quad (7.70)
\]

This bound is exponentially small in $n$.

All that is left to be explained is why the vectors required by Corollary 7.9 exist. We need a family of vectors $\{v^n_1, \ldots, v^n_{n+n_m}\}$ satisfying both the condition $\frac{\epsilon_{sec}}{2} > \frac{\epsilon_{rel}}{2} \geq p_{a,x} + \epsilon_{sec}$ and the ability to correct up to $n(p_{a,z} + \epsilon_{rel})$ errors. Such families were proven to exist in Appendix E of [BBBMR06], giving the following upper bound on the bit-rate:
\[
R_{secret} \triangleq \frac{m_n}{n} \leq 1 - H_2(2p_{a,x} + 2\epsilon_{sec}) - H_2\left( p_{a,z} + \epsilon_{rel} + \frac{1}{n} \right), \quad (7.71)
\]

where $H_2(x) \triangleq -x \log_2(x) - (1 - x) \log_2(1 - x)$.

Note that we use here the error thresholds $p_{a,x}$ for the condition on $\hat{v}$ and $p_{a,z}$ for error correction. This is possible, because in [BBBMR06] these conditions on the codes are discussed separately.
To get the asymptotic error rate thresholds, we require $R_{\text{secret}} > 0$, and we get the condition

$$H_2(2p_{a,x} + 2\epsilon_{\text{sec}}) + H_2\left(p_{a,z} + \epsilon_{\text{rel}} + \frac{1}{n}\right) < 1.$$  (7.72)

The secure asymptotic error rate thresholds zone is shown in Figure 7.1 (it is below the curve), assuming that $\frac{1}{n}$ is negligible. Note the trade-off between the error rate thresholds $p_{a,z}$ and $p_{a,x}$. Also note that in the case of $p_{a,z} = p_{a,x}$, we get the same threshold as in similar security proofs of BB84 [BBBMR06, BGM09], which is 7.56%.

### 7.3.2 The Standard BB84 Protocol

In the standard BB84 protocol, the strings $b$ and $s$ are chosen randomly (except that we demand $|s| = n$) and independently, and $N = 2n$. In other words, there are $n$ INFO bits and $n$ TEST bits (chosen randomly), and for each one of them, the basis ($z$ or $x$) is chosen randomly and independently.

Formally, in BB84, we choose $N = 2n$, $B = F_2^N$, and $S_b = \{s \in F_2^N \mid |s| = n\}$ for all $b \in B$. The probability distributions $\Pr(b)$ and $\Pr(s \mid b) = \Pr(s)$ are all uniform—namely, $\Pr(b, s)$ is identical for all $b \in B$ and $s \in S_b$.

Given the parameter $p_a$ agreed by Alice and Bob, the testing function $T$ is

$$T(i_T \oplus j_T, b_T, s) = 1 \iff |i_T \oplus j_T| \leq n \cdot p_a.$$  (7.73)

Namely, the test passes if and only if the error rate on the TEST bits is at most $p_a$. 

Figure 7.1: The secure asymptotic error rates zone for BB84-INFO-$z$ (below the curve)
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Proposition 7.10. In the standard BB84 protocol,

\[
\Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C|}{n} \geq \frac{\hat{\nu}}{2n} \right) \land (T = 1) \right] = \Pr \left[ \left( \frac{|C|}{n} \geq \frac{\hat{\nu}}{2n} \right) \land (T = 1) \right].
\]  
(7.74)

Proof.

\[
\Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C|}{n} \geq \frac{\hat{\nu}}{2n} \right) \land (T = 1) \right] \\
= \sum_{b,s} \Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C|}{n} \geq \frac{\hat{\nu}}{2n} \right) \land (T = 1) \right] \cdot \Pr(b,s) \\
= \sum_{b,s} \Pr \left[ \left( \frac{|C|}{n} \geq \frac{\hat{\nu}}{2n} \right) \land (T = 1) \right] \cdot \Pr(b^0,s) \\
= \Pr \left[ \left( \frac{|C|}{n} \geq \frac{\hat{\nu}}{2n} \right) \land (T = 1) \right] \]  
(7.75)

(\text{where } b^0 \triangleq b \oplus s). \quad \square

The security of the standard BB84 protocol is now easily obtained:

Theorem 7.11. Let us be given \( \delta_{\text{sec}} > 0, \delta_{\text{rel}} > 0 \), and, for infinitely many values of \( n \), a family \( \{v_1^n, \ldots, v_{n+m}^n\} \) of linearly independent vectors in \( \mathbb{F}_2^n \) such that \( \delta_{\text{sec}} < \frac{\hat{\nu}}{n} \) and such that the parity-check matrix \( P_C \), whose rows are \( \{v_1^n, \ldots, v_{n+m}^n\} \), defines an error-correcting code that can correct up to \( n \cdot \delta_{\text{rel}} \) errors on an \( n \)-bit string. Then for any \( p_a > 0 \) and \( \epsilon_{\text{sec}}, \epsilon_{\text{rel}} > 0 \) such that \( p_a + \epsilon_{\text{sec}} \leq \frac{\delta_{\text{sec}}}{2} \) and \( p_a + \epsilon_{\text{rel}} \leq \delta_{\text{rel}} \), it holds for the standard BB84 protocol that

\[
\frac{1}{2} \text{tr} |\rho_{\text{ABE}} - \rho_U \otimes \rho_E| \leq e^{-\frac{1}{4}n^2 \epsilon_{\text{rel}}} + 2mn e^{-\frac{1}{4}n^2 \epsilon_{\text{sec}}}. 
\]  
(7.76)

Proof. By using Corollary 7.6 and Proposition 7.10, we get the following bound for BB84:

\[
\frac{1}{2} \text{tr} |\rho_{\text{ABE}} - \rho_U \otimes \rho_E| \\
\leq \Pr \left[ (k \neq k^B) \land (T = 1) \right] \\
+ 2mn \sqrt{\Pr \left[ \left( \frac{|C|}{n} \geq \frac{\hat{\nu}}{2n} \right) \land (T = 1) \right]} \\
= \Pr \left[ (k \neq k^B) \land \left( \frac{|C|}{n} \leq p_a \right) \right] \\
+ 2mn \sqrt{\Pr \left[ \left( \frac{|C|}{n} \geq \frac{\hat{\nu}}{2n} \right) \land \left( \frac{|C|}{n} \leq p_a \right) \right].} \]  
(7.77)

Because \( \frac{\hat{\nu}}{2n} > \frac{\delta_{\text{sec}}}{2} \geq p_a + \epsilon_{\text{sec}} \), and also because the event \( k \neq k^B \) implies that the
error rate on the INFO bits is higher than $\delta_{\text{rel}} \geq p_a + \epsilon_{\text{rel}}$, we get:

$$\Pr \left[ (k \neq k^B) \land \left( \frac{|C_I|}{n} \leq p_a \right) \right] + 2m_n \sqrt{\Pr \left[ \left( \frac{|C_I|}{n} \geq \frac{\delta}{2n} \right) \land \left( \frac{|C_T|}{n} \leq p_a \right) \right]} \leq \Pr \left[ \left( \frac{|C_I|}{n} > p_a + \epsilon_{\text{rel}} \right) \land \left( \frac{|C_T|}{n} \leq p_a \right) \right] + 2m_n \sqrt{\Pr \left[ \left( \frac{|C_I|}{n} > p_a + \epsilon_{\text{sec}} \right) \land \left( \frac{|C_T|}{n} \leq p_a \right) \right]}.$$  

(7.78)

All the bits in the protocol are sent in random and independent bases. Therefore, the random and uniform sampling of the $n$ INFO bits out of the $N = 2n$ bits does not affect the bases (in the real protocol). This means that we can apply Corollary 2.2 to this sampling, and we get

$$\Pr \left[ \left( \frac{|C_I|}{n} > p_a + \epsilon_{\text{rel}} \right) \land \left( \frac{|C_T|}{n} \leq p_a \right) \right] \leq e^{-\frac{n\epsilon_{\text{rel}}^2}{2}}, \quad (7.79)$$

$$\Pr \left[ \left( \frac{|C_I|}{n} > p_a + \epsilon_{\text{sec}} \right) \land \left( \frac{|C_T|}{n} \leq p_a \right) \right] \leq e^{-\frac{n\epsilon_{\text{sec}}^2}{2}}. \quad (7.80)$$

Combining Equations (7.77)–(7.80), we get

$$\frac{1}{2} \text{tr} |\rho_{ABE} - \rho_U \otimes \rho_E| \leq e^{-\frac{n\epsilon_{\text{rel}}^2}{2}} + 2m_n e^{-\frac{n\epsilon_{\text{sec}}^2}{2}}. \quad (7.81)$$

In Appendix E of [BBBM06] we get the following results on vector families satisfying the requirements of Theorem 7.11: the bit-rate satisfies

$$R_{\text{secret}} \triangleq \frac{m_n}{n} < 1 - H_2(2p_a + 2\epsilon_{\text{sec}}) - H_2 \left( p_a + \epsilon_{\text{rel}} + \frac{1}{n} \right), \quad (7.82)$$

and the condition on the asymptotic error rate threshold is

$$H_2(2p_a + 2\epsilon_{\text{sec}}) + H_2 \left( p_a + \epsilon_{\text{rel}} + \frac{1}{n} \right) < 1. \quad (7.83)$$

This gives an asymptotic error rate threshold of 7.56%.

### 7.3.3 The “Efficient BB84” Protocol

In the “efficient BB84” protocol (suggested by [LCA05]), the bit string $b$ is chosen probabilistically, but not uniformly: each qubit is sent in the $z$ basis with probability $p$ (and in the $x$ basis with probability $1 - p$), where $0 < p \leq \frac{1}{2}$. Then, the bit string $s$ is chosen such that there are $n_z$ TEST-Z bits and $n_x$ TEST-X bits. In other words, as in BB84-INFO-z, the strings $b$ and $s$ together define a random partition of the set of
indexes \(\{1, 2, \ldots, N\}\) into three disjoint sets:

- **I** (INFO bits, where \(s_j = 1\)) of size \(n\). However, unlike BB84-INFO-z, this set consists of both \(z\) qubits and \(x\) qubits; therefore, it can be divided to two disjoint subsets:
  - \(I_Z\) (INFO-Z bits, where \(s_j = 1\) and \(b_j = 0\)); and
  - \(I_X\) (INFO-X bits, where \(s_j = 1\) and \(b_j = 1\)).
- **T_Z** (TEST-Z bits, where \(s_j = 0\) and \(b_j = 0\)) of size \(n_z\); and
- **T_X** (TEST-X bits, where \(s_j = 0\) and \(b_j = 1\)) of size \(n_x\).

Formally, in “efficient BB84”, Alice and Bob agree on parameters \(n, n_z, n_x\) (such that \(N = n + n_z + n_x\)) and on a parameter \(0 < p \leq \frac{1}{2}\), and we choose \(B = \mathbb{F}_2^N\) and \(S_b = \{s \in \mathbb{F}_2^N | (|s| = n) \land (|s \land b| = n_x)\}\) for all \(b \in B\) (namely, it is required that there are \(n\) INFO bits, \(n_z\) TEST-Z bits, and \(n_x\) TEST-X bits). This time, the probability distribution \(\Pr(b)\) is not uniform: it holds that \(\Pr(b) = (1 - p)^{|b|} \cdot p^{N-|b|}\), because the probability of each bit to be in the \(x\) basis is \(1 - p\). On the other hand, the probability distribution \(\Pr(s \mid b)\) is uniform.

**Remark.** A subtle point is that for some values \(b \in \mathbb{F}_2^N\) (for example, for \(b = 00 \ldots 0\)), the set \(S_b\) is empty: no \(s\) can be agreed by Alice and Bob for such values of \(b\). In that case, as assumed in [LCA05, Section 4.3], the protocol aborts, and other values of \(b\) and \(s\) are randomly chosen; this is equivalent to assuming Alice is not allowed to choose these values of \(b\). Therefore, to be more precise, we must re-define

\[
B = \{b \in \mathbb{F}_2^N | S_b \neq \emptyset\} = \{b \in \mathbb{F}_2^N | (|b| \geq n_x) \land (|\overline{b}| \geq n_z)\},
\]

and we must normalize the probabilities by defining \(\Pr_0(b) \equiv (1 - p)^{|b|} \cdot p^{N-|b|}\) (the original probability of each \(b\)), \(N_p \triangleq \sum_{b \in B} \Pr_0(b)\) (the sum of all the original probabilities for all the allowed values of \(b \in B\)), and then the real probability of each \(b \in B\) is

\[
\Pr(b) = \frac{\Pr_0(b)}{N_p} = \frac{(1 - p)^{|b|} \cdot p^{N-|b|}}{N_p}.
\]

This guarantees that the sum of probabilities of all the allowed values \(b \in B\) is 1.

Alice and Bob also agree on an error rate threshold, \(p_a\) (applied both to the TEST-Z bits and to the TEST-X bits). The testing function \(T\) is defined as follows:

\[
T(i_T \oplus j_T, b_T, s) = 1 \iff (|i_{Tz} \oplus j_{Tz}| \leq n_z \cdot p_a) \land (|i_{Tx} \oplus j_{Tx}| \leq n_x \cdot p_a).
\]

Namely, the test passes if and only if the error rate on the TEST-Z bits is at most \(p_a\) and the error rate on the TEST-X bits is at most \(p_a\).

In this security proof, instead of analyzing all the INFO bits together, we analyze the INFO-Z and the INFO-X bits separately. We define the following random variables:
• $C_{IZ}$ and $C_{IX}$ are the random variables corresponding to the error strings on the INFO-Z bits and on the INFO-X bits, respectively.

• $N_{IZ}$ and $N_{IX}$ are random variables equal to the numbers of INFO-Z and INFO-X bits, respectively. (We note that the parameters $n, n_z, n_x$ are deterministically chosen by Alice and Bob, while $N_{IZ}$ and $N_{IX}$ are determined by the probabilistic choice of $b$. We also note that, necessarily, $n = N_{IZ} + N_{IX}$.)

**Proposition 7.12.** For any $\epsilon > 0$,

\[
\Pr \left[ \left( \frac{|C_I|}{n} > p_a + \epsilon \right) \land (T = 1) \right] \\
\leq \Pr \left[ \left( \frac{|C_{IZ}|}{N_{IZ}} > p_a + \epsilon \right) \land (T = 1) \right] \\
+ \Pr \left[ \left( \frac{|C_{IX}|}{N_{IX}} > p_a + \epsilon \right) \land (T = 1) \right].
\]  

(7.87)

Equation (7.87) similarly applies to the hypothetical “inverted/INFO-basis” protocol, too (namely, it applies even if $\Pr$ is replaced by $\Pr_{\text{inverted/INFO-basis}}$).

**Proof.** We observe that if the error rate on all the INFO bits together is larger than $p_a + \epsilon$, then at least one of the error rates (on the INFO-Z bits or on the INFO-X bits) must be larger than $p_a + \epsilon$. (Equivalently, if both error rates on the INFO-Z bits and on the INFO-X bits are less than $p_a + \epsilon$, then the error rate on the INFO bits is less than $p_a + \epsilon$.) Namely,

\[
\left( \frac{|C_I|}{n} > p_a + \epsilon \right) \Rightarrow \left( \frac{|C_{IZ}|}{N_{IZ}} > p_a + \epsilon \right) \lor \left( \frac{|C_{IX}|}{N_{IX}} > p_a + \epsilon \right).
\]  

(7.88)

In particular, the corresponding probabilities satisfy

\[
\Pr \left[ \left( \frac{|C_I|}{n} > p_a + \epsilon \right) \land (T = 1) \right] \\
\leq \Pr \left[ \left( \frac{|C_{IZ}|}{N_{IZ}} > p_a + \epsilon \right) \land (T = 1) \right] \\
+ \Pr \left[ \left( \frac{|C_{IX}|}{N_{IX}} > p_a + \epsilon \right) \land (T = 1) \right].
\]  

(7.89)

This result applies both to the real protocol and to the hypothetical “inverted/INFO-basis” protocol.

**Proposition 7.13.** For any $\epsilon > 0$ and $\delta > 0$,

\[
\Pr \left[ \left( \frac{|C_{IZ}|}{N_{IZ}} > p_a + \epsilon \right) \land (T = 1) \right] \\
\leq \Pr (N_{IZ} \leq \delta) \\
+ \max\limits_{\delta \leq t_z \leq n} \Pr \left[ \left( \frac{|C_{IZ}|}{t_z} > p_a + \epsilon \right) \land (T = 1) \mid N_{IZ} = t_z \right].
\]  

(7.90)
and

\[
\Pr \left[ \left( \frac{|C_{Iz}|}{N_{Iz}} > p_a + \epsilon \right) \land (T = 1) \right] \\
\leq \Pr (N_{Iz} \leq \delta) \\
+ \max_{\delta \leq t_z \leq n} \Pr \left[ \left( \frac{|C_{Iz}|}{t_z} > p_a + \epsilon \right) \land (T = 1) \mid N_{Iz} = t_z \right]. \tag{7.91}
\]

Equations (7.90)–(7.91) similarly apply to the hypothetical “inverted-INFO-basis” protocol, too (namely, they apply even if \( \Pr \) is replaced by \( \Pr_{\text{inverted-INFO-basis}} \)).

**Proof.** First, we prove Equation (7.90):

\[
\Pr \left[ \left( \frac{|C_{Iz}|}{N_{Iz}} > p_a + \epsilon \right) \land (T = 1) \right] \\
= \sum_{t_z} \Pr \left[ \left( \frac{|C_{Iz}|}{t_z} > p_a + \epsilon \right) \land (T = 1) \mid N_{Iz} = t_z \right] \cdot \Pr (N_{Iz} = t_z) \\
= \sum_{t_z \leq \delta} \Pr \left[ \left( \frac{|C_{Iz}|}{t_z} > p_a + \epsilon \right) \land (T = 1) \mid N_{Iz} = t_z \right] \cdot \Pr (N_{Iz} = t_z) \\
+ \sum_{\delta \leq t_z \leq n} \Pr \left[ \left( \frac{|C_{Iz}|}{t_z} > p_a + \epsilon \right) \land (T = 1) \mid N_{Iz} = t_z \right] \cdot \sum_{\delta \leq t_z \leq n} \Pr (N_{Iz} = t_z) \\
\leq \Pr (N_{Iz} \leq \delta) + \max_{\delta \leq t_z \leq n} \Pr \left[ \left( \frac{|C_{Iz}|}{t_z} > p_a + \epsilon \right) \land (T = 1) \mid N_{Iz} = t_z \right]. \tag{7.92}
\]

The proof of Equation (7.91) is similar. Both proofs apply both to the real protocol and to the “inverted-INFO-basis” protocol. \(\square\)

**Theorem 7.14.** Let us be given \( \delta_{\sec} > 0, \delta_{\text{rel}} > 0, \) and, for infinitely many values of \( n, \) a family \( \{v_1^n, \ldots, v_{r_n+n}^n\} \) of linearly independent vectors in \( \mathbb{F}^n_2 \) such that \( \delta_{\sec} < \frac{\sqrt{n}}{n} \) and such that the parity-check matrix \( P_C, \) whose rows are \( \{v_1^n, \ldots, v_{r_n+n}^n\}, \) defines an error-correcting code that can correct up to \( n \cdot \delta_{\text{rel}} \) errors on an \( n \)-bit string. Then for any \( p_a > 0 \) and \( \epsilon_{\sec}, \epsilon_{\text{rel}} > 0 \) such that \( p_a + \epsilon_{\sec} \leq \frac{\delta_{\sec}}{\delta_{\text{rel}}} \) and \( p_a + \epsilon_{\text{rel}} \leq \delta_{\text{rel}}, \) for any \( 0 < p \leq \frac{1}{2}, \) and for any \( 0 < n_x < \frac{pN}{2} \) and \( 0 < n_x < \frac{(1-p)N}{2}, \) it holds for the “efficient BB84” protocol that

\[
\frac{1}{2} \text{tr} |\rho_{\text{ABE}} - \rho_U \otimes \rho_E| \leq e^{-\frac{1}{4}Np^2} + e^{-2 \left( \frac{n_x}{n+n_x} \right)^2 \left( \frac{pN}{2} - n_x \right)^2} \\
+ e^{-\frac{1}{4}N(1-p)^2} + e^{-2 \left( \frac{n_x}{n+n_x} \right)^2 \left( \frac{(1-p)N}{2} - n_x \right)^2}.
\]

108
By using Corollary 7.6 and Proposition 7.12, we get the following bound:

\[
\frac{1}{2} \text{tr} |\rho_{\text{ABE}} - \rho_U \otimes \rho_E| \\
\leq \Pr \left[ (k \neq k^B) \land (T = 1) \right] \\
+ 2m_n \sqrt{\Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C_l|}{n} \geq \frac{\hat{v}}{2n} \right) \land (T = 1) \right]} \\
+ 2m_n \sqrt{\Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C_l|}{n} > p_a + \epsilon_{\text{rel}} \right) \land (T = 1) \right]} \\
+ 2m_n \sqrt{\Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C_l|}{N_{lZ}} > p_a + \epsilon_{\text{sec}} \right) \land (T = 1) \right]} \\
+ \Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C_l|}{N_{lZ}} > p_a + \epsilon_{\text{sec}} \right) \land (T = 1) \right].
\]

(7.94)

Proposal 7.13 and the definition of $T$ give us the following bounds:

\[
\Pr \left[ \left( \frac{|C_l|}{N_{lZ}} > p_a + \epsilon_{\text{rel}} \right) \land (T = 1) \right] \leq \Pr \left( N_{lZ} \leq \frac{pN}{2} - n_x \right) \\
+ \max_{\frac{pN}{2} - n_x \leq t_z \leq n} \Pr \left[ \left( \frac{|C_l|}{t_z} > p_a + \epsilon_{\text{rel}} \right) \land \left( \frac{|C_X|}{n_x} \leq p_a \right) | N_{lZ} = t_z \right],
\]

(7.95)

\[
\Pr \left[ \left( \frac{|C_l|}{N_{lX}} > p_a + \epsilon_{\text{rel}} \right) \land (T = 1) \right] \leq \Pr \left( N_{lX} \leq \frac{(1-p)N}{2} - n_x \right) \\
+ \max_{\frac{(1-p)N}{2} - n_x \leq t_x \leq n} \Pr \left[ \left( \frac{|C_l|}{t_x} > p_a + \epsilon_{\text{rel}} \right) \land \left( \frac{|C_X|}{n_x} \leq p_a \right) | N_{lX} = t_x \right],
\]

(7.96)

\[
\Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C_l|}{N_{lZ}} > p_a + \epsilon_{\text{sec}} \right) \land (T = 1) \right] \\
\leq \Pr_{\text{inverted-INFO-basis}} \left( N_{lZ} \leq \frac{pN}{2} - n_x \right) + \max_{\frac{pN}{2} - n_x \leq t_z \leq n} \Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C_l|}{t_z} > p_a + \epsilon_{\text{sec}} \right) \land \left( \frac{|C_X|}{n_x} \leq p_a \right) | N_{lZ} = t_z \right],
\]

(7.97)

\[
\Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C_l|}{N_{lX}} > p_a + \epsilon_{\text{sec}} \right) \land (T = 1) \right].
\]
For each one of Equations (7.95)–(7.98), we need to upper-bound two probabilities. For bounding the first set of probabilities, we use the results of Corollary 2.4:

\[
\Pr_{\text{inverted-INFO-basis}} \left( N_{IX} \leq \frac{(1-p)N}{2} - n_x \right) \leq e^{-\frac{1}{2}N(1-p)^2}, \quad (7.99)
\]

\[
\Pr_{\text{inverted-INFO-basis}} \left( N_{IZ} \leq \frac{pN}{2} - n_z \right) \leq e^{-\frac{1}{2}Np^2}. \quad (7.100)
\]

We notice that \(|b| = N_{IX} + n_x\) and \(|b| = N_{IZ} + n_z\); therefore,

\[
\Pr \left( N_{IX} \leq \frac{(1-p)N}{2} - n_x \right) \leq e^{-\frac{1}{2}N(1-p)^2}, \quad (7.101)
\]

\[
\Pr \left( N_{IZ} \leq \frac{pN}{2} - n_z \right) \leq e^{-\frac{1}{2}Np^2}, \quad (7.102)
\]

\[
\Pr_{\text{inverted-INFO-basis}} \left( N_{IX} \leq \frac{(1-p)N}{2} - n_x \right) \leq e^{-\frac{1}{2}N(1-p)^2}, \quad (7.103)
\]

\[
\Pr_{\text{inverted-INFO-basis}} \left( N_{IZ} \leq \frac{pN}{2} - n_z \right) \leq e^{-\frac{1}{2}Np^2}. \quad (7.104)
\]

For bounding the second set of probabilities, given specific values of \(N_{IZ} = t_z\) and \(N_{IX} = t_x\), we use Corollary 2.2:

In the real protocol, the INFO-Z and TEST-Z bits are sent and measured in the \(z\) basis, while the INFO-X and TEST-X bits are sent and measured in the \(x\) basis. Therefore, the random and uniform sampling of the \(t_z\) INFO-Z bits out of the \(t_z + n_z\) bits sent in the \(z\) basis (assuming that the INFO-X and TEST-X bits have already been chosen) does not affect the bases in the real protocol; similarly, the random and uniform sampling of the \(t_x\) INFO-X bits out of the \(t_x + n_x\) bits sent in the \(x\) basis (assuming that the INFO-Z and TEST-Z bits have already been chosen) does not affect the bases in the real protocol. We note that these samplings are uniform, because the probability \(\Pr(s \mid b)\) is uniform for all the allowed values of \(b\) and \(s\). This means that we can apply Corollary 2.2 to both of these samplings, and we get

\[
\Pr \left( \left| \frac{C_{IZ}}{t_z} \right| > p_a + \epsilon_{rel} \right) \wedge \left( \left| \frac{C_{IZ}}{n_z} \right| \leq p_a \right) \mid N_{IZ} = t_z \right] \leq e^{-2 \left( \frac{n_z}{t_z + n_z} \right)^2 t_z \epsilon_{rel}^2}, \quad (7.105)
\]

\[
\Pr \left( \left| \frac{C_{IX}}{t_x} \right| > p_a + \epsilon_{rel} \right) \wedge \left( \left| \frac{C_{IX}}{n_x} \right| \leq p_a \right) \mid N_{IX} = t_x \right] \leq e^{-2 \left( \frac{n_x}{t_x + n_x} \right)^2 t_x \epsilon_{rel}^2}. \quad (7.106)
\]
Maximizing over $t_z$ and $t_x$, we get:

$$\max_{\frac{n}{2}-n_z \leq t_z \leq n} \mathbb{E}\left[ \left( \frac{|C_{Iz}|}{t_z} > p_a + \epsilon_{rel} \right) \wedge \left( \frac{|C_{Tz}|}{n_z} \leq p_a \right) \mid N_{Iz} = t_z \right]$$

\leq e^{-2\left(\frac{n_a}{t_z+n_{z}}\right)^2 \left(\frac{n}{2}-n_z\right)^2 \epsilon_{sec}^2} \tag{7.107}

$$\max_{\frac{(1-p)N}{2}-n_x \leq t_x \leq n} \mathbb{E}\left[ \left( \frac{|C_{Ix}|}{t_x} > p_a + \epsilon_{rel} \right) \wedge \left( \frac{|C_{Tx}|}{n_x} \leq p_a \right) \mid N_{Ix} = t_x \right]$$

\leq e^{-2\left(\frac{n_a}{t_x+n_{x}}\right)^2 \left(\frac{(1-p)N}{2}-n_x\right)^2 \epsilon_{sec}^2} \tag{7.108}

In the hypothetical “inverted-INFO-basis” protocol, the INFO-X and TEST-Z bits are sent and measured in the $z$ basis, while the INFO-Z and TEST-X bits are sent and measured in the $x$ basis. Therefore, the random and uniform sampling of the $t_x$ INFO-X bits out of the $t_x + n_z$ bits sent in the $z$ basis (assuming that the INFO-Z and TEST-X bits have already been chosen) does not affect the bases in the hypothetical protocol; similarly, the random and uniform sampling of the $t_z$ INFO-Z bits out of the $t_z + n_x$ bits sent in the $x$ basis (assuming that the INFO-X and TEST-Z bits have already been chosen) does not affect the bases in the hypothetical protocol. We note that these samplings are uniform, because the probability $\Pr(b)$ depends only on $|b|$ and is invariant to permutations. This means that we can apply Corollary 2.2 to both of these samplings, and we get

$$\Pr_{\text{inverted-INFO-basis}}\left[ \left( \frac{|C_{Iz}|}{t_z} > p_a + \epsilon_{sec} \right) \wedge \left( \frac{|C_{Tz}|}{n_z} \leq p_a \right) \mid N_{Iz} = t_z \right]$$

\leq e^{-2\left(\frac{n_a}{t_z+n_{z}}\right)^2 t_z \epsilon_{sec}^2} \tag{7.109}

$$\Pr_{\text{inverted-INFO-basis}}\left[ \left( \frac{|C_{Ix}|}{t_x} > p_a + \epsilon_{sec} \right) \wedge \left( \frac{|C_{Tx}|}{n_x} \leq p_a \right) \mid N_{Ix} = t_x \right]$$

\leq e^{-2\left(\frac{n_a}{t_x+n_{x}}\right)^2 t_x \epsilon_{sec}^2} \tag{7.110}

Maximizing over $t_z$ and $t_x$, we get:

$$\max_{\frac{n}{2}-n_z \leq t_z \leq n} \mathbb{E}\left[ \left( \frac{|C_{Iz}|}{t_z} > p_a + \epsilon_{sec} \right) \wedge \left( \frac{|C_{Tz}|}{n_z} \leq p_a \right) \mid N_{Iz} = t_z \right]$$

\leq e^{-2\left(\frac{n_a}{t_z+n_{z}}\right)^2 \left(\frac{n}{2}-n_z\right)^2 \epsilon_{sec}^2} \tag{7.111}

$$\max_{\frac{(1-p)N}{2}-n_x \leq t_x \leq n} \mathbb{E}\left[ \left( \frac{|C_{Ix}|}{t_x} > p_a + \epsilon_{sec} \right) \wedge \left( \frac{|C_{Tx}|}{n_x} \leq p_a \right) \mid N_{Ix} = t_x \right]$$

\leq e^{-2\left(\frac{n_a}{t_x+n_{x}}\right)^2 \left(\frac{(1-p)N}{2}-n_x\right)^2 \epsilon_{sec}^2}. \tag{7.112}

To sum up, we get the following bound:

$$\frac{1}{2} \text{tr} |\rho_{AE} - \rho_U \otimes \rho_E|$$
Similarly to the standard BB84, we get the following results on vector families satisfying the requirements of Theorem 7.14: the bit-rate satisfies

\[
R_{\text{secret}} \triangleq \frac{m}{n} < 1 - H_2(2p_a + 2\epsilon_{\text{sec}}) - H_2 \left( p_a + \epsilon_{\text{rel}} + \frac{1}{n} \right),
\]

and the condition on the asymptotic error rate threshold is

\[
H_2(2p_a + 2\epsilon_{\text{sec}}) + H_2 \left( p_a + \epsilon_{\text{rel}} + \frac{1}{n} \right) < 1.
\]

This gives an asymptotic error rate threshold of 7.56%.

7.3.4 The “Modified Efficient BB84” Protocol

A relatively minor property of the definition of the “efficient BB84” protocol in [LCA05] (and in Subsection 7.3.3) makes both the security bound and the security proof pretty complicated. In this subsection, we describe a modified protocol that has an easier security proof. The only modification in this protocol is setting the number of INFO-Z and INFO-X bits to be fixed, rather than letting them vary probabilistically. This change simplifies the description of the protocol, because it is no longer needed to set the probability \( p \) and to treat illegal choices of \( b, s \) (see Remark 1); and it also simplifies the security proof, because it is no longer needed to probabilistically analyze the numbers of INFO-Z and INFO-X bits (as done in Subsection 7.3.3).

In the “modified efficient BB84” protocol, the strings \( b \) and \( s \) together define a random partition of the set of indexes \( \{1, 2, \ldots, N\} \) into four disjoint sets:

- \( I_Z \) (INFO-Z bits, where \( s_j = 1 \) and \( b_j = 0 \)) of size \( t_z \);
- \( I_X \) (INFO-X bits, where \( s_j = 1 \) and \( b_j = 1 \)) of size \( t_x \);
- \( T_Z \) (TEST-Z bits, where \( s_j = 0 \) and \( b_j = 0 \)) of size \( n_z \); and
- \( T_X \) (TEST-X bits, where \( s_j = 0 \) and \( b_j = 1 \)) of size \( n_x \).

Formally, in “modified efficient BB84”, Alice and Bob agree on parameters \( t_z, t_x, n_z, n_x \) (such that \( N = n + n_z + n_x \) and \( n = t_z + t_x \)), and we choose \( B = \{ b \in \mathbb{F}_2^N \mid |b| = t_x + n_x \} \) and \( S_b = \{ s \in \mathbb{F}_2^N \mid (|s| = n) \land (|s \wedge b| = n_z) \} \) for all \( b \in B \) (namely, it is required that there are \( t_z \) INFO-Z bits, \( t_x \) INFO-X bits, \( n_z \) TEST-Z bits, and \( n_x \) TEST-X bits). The
probability distributions $\Pr(b)$ and $\Pr(s \mid b)$ are uniform (because $|b|$, which is the only parameter that affects $\Pr(b)$ in Subsection 7.3.3, is fixed in the modified protocol).

Alice and Bob also agree on an error rate threshold, $p_a$ (applied both to the TEST-Z bits and to the TEST-X bits). The testing function $T$ is defined as follows:

$$T(i_T \oplus j_T, b_T, s_T) = 1 \iff (|i_TZ \oplus j_TZ| \leq n_z \cdot p_a) \land (|iT_X \oplus jT_X| \leq n_x \cdot p_a).$$  \hspace{1cm} (7.116)

Namely, the test passes if and only if the error rate on the TEST-Z bits is at most $p_a$ and the error rate on the TEST-X bits is at most $p_a$.

**Proposition 7.15.** For any $\epsilon > 0$,

$$\begin{align*}
\Pr \left[ \left( \left| C_I \right| > p_a + \epsilon \right) \land (T = 1) \right] & \leq \Pr \left[ \left( \left| C_{Iz} \right| > p_a + \epsilon \right) \land (T = 1) \right] \\
& + \Pr \left[ \left( \left| C_{Ix} \right| > p_a + \epsilon \right) \land (T = 1) \right].
\end{align*}$$  \hspace{1cm} (7.117)

Equation (7.117) similarly applies to the hypothetical “inverted-INFO-basis” protocol, too (namely, it applies even if $\Pr$ is replaced by $\Pr_{\text{inverted-INFO-basis}}$).

**Proof.** The same proof as Proposition 7.12.

**Theorem 7.16.** Let us be given $\delta_{\text{sec}} > 0$, $\delta_{\text{rel}} > 0$, and, for infinitely many values of $n$, a family $\{v^n_1, \ldots, v^n_r, v^n_{r+1}, \ldots, v^n_{r+m}\}$ of linearly independent vectors in $F_2^n$ such that $\delta_{\text{sec}} < \frac{\delta}{n}$ and such that the parity-check matrix $P_C$, whose rows are $\{v^n_1, \ldots, v^n_r\}$, defines an error-correcting code that can correct up to $n \cdot \delta_{\text{rel}}$ errors on an $n$-bit string. Then for any $p_a > 0$ and $\epsilon_{\text{sec}}, \epsilon_{\text{rel}} > 0$ such that $p_a + \epsilon_{\text{sec}} \leq \frac{\delta_{\text{sec}}}{2}$ and $p_a + \epsilon_{\text{rel}} \leq \delta_{\text{rel}}$, and for any $t_z, t_x, n_z, n_x > 0$ such that $n = t_z + t_x$, it holds for the “modified efficient BB84” protocol that

$$\begin{align*}
\frac{1}{2} \text{tr} |\rho_{ABE} - \rho_U \otimes \rho_E| & \leq e^{-2 \left( \frac{n_z}{t_z + n_z} \right)^2 t_z \epsilon^2_{\text{sec}}} + e^{-2 \left( \frac{n_x}{t_x + n_x} \right)^2 t_x \epsilon^2_{\text{rel}}} \\
& + 2m_n \sqrt{e^{-2 \left( \frac{n_z}{t_z + n_z} \right)^2 t_z \epsilon^2_{\text{sec}}} + e^{-2 \left( \frac{n_x}{t_x + n_x} \right)^2 t_x \epsilon^2_{\text{rel}}}}.
\end{align*}$$  \hspace{1cm} (7.118)

**Proof.** By using Corollary 7.6 and Proposition 7.15, we get the following bound:

$$\begin{align*}
\frac{1}{2} \text{tr} |\rho_{ABE} - \rho_U \otimes \rho_E| & \leq \Pr \left[ (k \neq k^B) \land (T = 1) \right] \\
& + 2m_n \sqrt{\Pr_{\text{inverted-INFO-basis}} \left[ \left( \left| C_I \right| \geq \frac{\hat{d}}{2n} \right) \land (T = 1) \right]}
\end{align*}$$
\[ \begin{align*}
&\leq \Pr\left[ \left( \frac{|C_i|}{n} > p_a + \epsilon_{\text{rel}} \right) \land (T = 1) \right] \\
&+ 2m_n \sqrt{\Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C_i|}{n} > p_a + \epsilon_{\text{sec}} \right) \land (T = 1) \right]} \\
&\leq \Pr\left[ \left( \frac{|C_{Iz}|}{t_z} > p_a + \epsilon_{\text{rel}} \right) \land (T = 1) \right] \\
&+ \Pr\left[ \left( \frac{|C_{Ix}|}{t_x} > p_a + \epsilon_{\text{rel}} \right) \land (T = 1) \right] \\
&+ 2m_n \sqrt{\Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C_{Iz}|}{t_z} > p_a + \epsilon_{\text{sec}} \right) \land (T = 1) \right]} \\
&+ \frac{\Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C_{Ix}|}{t_x} > p_a + \epsilon_{\text{sec}} \right) \land \left( \frac{|C_{Tz}|}{n_z} \leq p_a \right) \right]}{\Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C_{Ix}|}{t_x} > p_a + \epsilon_{\text{sec}} \right) \land \left( \frac{|C_{Tz}|}{n_z} \leq p_a \right) \right]} . \quad (7.119)
\end{align*} \]

For bounding these probabilities, we use Corollary 2.2:

In the real protocol, the INFO-Z and TEST-Z bits are sent and measured in the $z$ basis, while the INFO-X and TEST-X bits are sent and measured in the $x$ basis. Therefore, the random and uniform sampling of the $t_z$ INFO-Z bits out of the $t_z + n_z$ bits sent in the $z$ basis (assuming that the INFO-X and TEST-X bits have already been chosen) does not affect the bases in the real protocol; similarly, the random and uniform sampling of the $t_x$ INFO-X bits out of the $t_x + n_x$ bits sent in the $x$ basis (assuming that the INFO-Z and TEST-Z bits have already been chosen) does not affect the bases in the real protocol. This means that we can apply Corollary 2.2 to both of these samplings, and we get

\[ \begin{align*}
\Pr\left[ \left( \frac{|C_{Iz}|}{t_z} > p_a + \epsilon_{\text{rel}} \right) \land \left( \frac{|C_{Tz}|}{n_z} \leq p_a \right) \right] \\
&\leq e^{-2\left( \frac{n_z}{t_z+n_z} \right)^2 t_z \epsilon_{\text{rel}}^2} . \quad (7.120)
\end{align*} \]

\[ \begin{align*}
\Pr\left[ \left( \frac{|C_{Ix}|}{t_x} > p_a + \epsilon_{\text{rel}} \right) \land \left( \frac{|C_{Tx}|}{n_x} \leq p_a \right) \right] \\
&\leq e^{-2\left( \frac{n_x}{t_x+n_x} \right)^2 t_x \epsilon_{\text{rel}}^2} . \quad (7.121)
\end{align*} \]

In the hypothetical “inverted-INFO-basis” protocol, the INFO-X and TEST-Z bits are sent and measured in the $z$ basis, while the INFO-Z and TEST-X bits are sent and
measured in the $x$ basis. Therefore, the random and uniform sampling of the $t_x$ INFO-X bits out of the $t_x + n_x$ bits sent in the $z$ basis (assuming that the INFO-Z and TEST-X bits have already been chosen) does not affect the bases in the hypothetical protocol; similarly, the random and uniform sampling of the $t_z$ INFO-Z bits out of the $t_z + n_z$ bits sent in the $x$ basis (assuming that the INFO-X and TEST-Z bits have already been chosen) does not affect the bases in the hypothetical protocol. This means that we can apply Corollary 2.2 to both of these samplings, and we get

$$\Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C_{Iz}|}{t_z} > p_a + \epsilon_{\text{sec}} \right) \land \left( \frac{|C_{Tx}|}{n_x} \leq p_a \right) \right] \leq e^{-2\left(\frac{n_x}{t_x + n_x}\right)^2 t_x \epsilon_{\text{sec}}^2},$$

(7.122)

$$\Pr_{\text{inverted-INFO-basis}} \left[ \left( \frac{|C_{Ix}|}{t_x} > p_a + \epsilon_{\text{sec}} \right) \land \left( \frac{|C_{Tz}|}{n_z} \leq p_a \right) \right] \leq e^{-2\left(\frac{n_z}{t_z + n_z}\right)^2 t_z \epsilon_{\text{sec}}^2}.$$  

(7.123)

To sum up, we get the following bound:

$$\frac{1}{2} \text{tr} |\rho_{ABE} - \rho_U \otimes \rho_E| \leq e^{-2\left(\frac{n_x}{t_x + n_x}\right)^2 t_x \epsilon_{\text{rel}}^2} + e^{-2\left(\frac{n_z}{t_z + n_z}\right)^2 t_z \epsilon_{\text{rel}}^2} + 2m_n \sqrt{e^{-2\left(\frac{n_x}{t_x + n_x}\right)^2 t_x \epsilon_{\text{sec}}^2} + e^{-2\left(\frac{n_z}{t_z + n_z}\right)^2 t_z \epsilon_{\text{sec}}^2}}.$$  

(7.124)

Similarly to the standard BB84 and to the “efficient BB84” protocols, we get the following results on vector families satisfying the requirements of Theorem 7.16: the bit-rate satisfies

$$R_{\text{secret}} \triangleq \frac{mn}{n} < 1 - H_2(2p_a + 2\epsilon_{\text{sec}}) - H_2 \left( p_a + \epsilon_{\text{rel}} + \frac{1}{n} \right),$$

(7.125)

and the condition on the asymptotic error rate threshold is

$$H_2(2p_a + 2\epsilon_{\text{sec}}) + H_2 \left( p_a + \epsilon_{\text{rel}} + \frac{1}{n} \right) < 1.$$  

(7.126)

This gives an asymptotic error rate threshold of 7.56%.
Chapter 8

From Practice to Theory: the “Bright Illumination” Attack on Quantum Key Distribution Systems

In this chapter, we explain how the practical “Bright Illumination” attack on QKD systems can be described as a theoretical “Reversed-Space” attack.

This chapter is based on a paper published in the 9th International Conference on the Theory and Practice of Natural Computing (TPNC) in 2020 by Rotem Liss and Tal Mor [LM20].

8.1 Introduction

In the area of quantum information processing, theory usually precedes experiment. For example, the BB84 protocol was suggested in 1984 [BB84], five years before it was implemented [BBBSS92], and it still cannot be implemented in a perfectly secure way even today [LCT14, SK14]. The “Photon-Number Splitting” attack was suggested in 2000 [BLMS00], but it is not implementable today. Quantum computing was suggested in the 1980s [Deu85, Fey82, Ben80], but no useful and universal quantum computer (with a large number of clean qubits) has been implemented until today [Pre18]. The same applies to Shor’s factorization algorithm [Sho94, Sho99], quantum teleportation [BBCJPW93] (at least to some extent; see also [PHB+14]), and many other examples.

In contrast to the above examples, the “Bright Illumination” attack against practical QKD systems was presented and fully implemented in 2010 [LWWESM10], prior to any theoretical prediction of the possibility of such an attack.

In this chapter, we ask the question: could the “Bright Illumination” attack have
been theoretically predicted? How can the “Bright Illumination” attack be theoretically modeled (even approximately) by using the Fock space notations? We show that the “Bright Illumination” attack can be modeled as a “Reversed-Space” attack [GM12] (or, more generally, as a “Quantum Space” attack [GM07, Gel08, GM12]) and that this attack and similar attacks could and should have been suggested by theoreticians.

8.2 Imperfections in Experimental Implementation of QKD

In this chapter, we usually consider the polarization-based implementations of BB84 discussed in Subsection 2.5.2, in which \( |0\rangle = |\leftrightarrow\rangle, |1\rangle = |\downarrow\rangle, |+\rangle = |\uparrow\rangle, \) and \( |-\rangle = |\downarrow\rangle \).

For describing the practical system, we use the Fock space notations described in Subsection 2.5.1, in which the \( |m_1, m_0\rangle \) state represents \( m_1 \) indistinguishable photons in the \( |1\rangle \) mode and \( m_0 \) indistinguishable photons in the \( |0\rangle \) mode.

Two important examples of imperfections (see [GM16]) are highly relevant to various “Reversed-Space” attacks. As we show in this chapter, these two imperfections must be combined for understanding the “Bright Illumination” attack.

Imperfection 1: Our realistic assumption, which is true for standard detectors in QKD implementations, is that Bob’s detectors cannot count the number of photons in a pulse. Thus, they cannot distinguish all Fock states \( |m\rangle \) from one another, but can only distinguish the Fock state \( |0\rangle \) (a lack of photons) from the Fock states \( \{ |m\rangle : m \geq 1 \} \). Namely, standard detectors can only decide whether the mode is empty \( (m = 0) \) or has at least one photon \( (m > 0) \). In contrast, we assume that Eve can (in principle) do anything allowed by the laws of quantum physics; in particular, Eve may have such “photon counters”.

In particular, let us assume that there are two pulses, each of them consisting of a single mode. Bob cannot know whether a pulse contains one photon or two photons; therefore, he cannot distinguish between \( |1\rangle|0\rangle \) and \( |2\rangle|0\rangle \) (and, similarly, he cannot distinguish between \( |0\rangle|1\rangle \) and \( |0\rangle|2\rangle \)). For example, assume that Alice sends the \( |1\rangle|0\rangle \) state (a qubit) to Bob, and Eve replaces Alice’s state by \( |2\rangle|0\rangle \) and sends it to Bob instead (or, similarly, assume that Eve replaces \( |0\rangle|1\rangle \) by \( |0\rangle|2\rangle \)). In this case, Bob cannot notice the change, and no error can occur; still, Bob got a state he had not expected to get. It may be possible for Eve to take advantage of this fact in a fully-designed attack.

Imperfection 2: Our realistic assumption is that Bob cannot know exactly when the photon he measured arrived. For example (in a polarization-based implementation):

- Alice’s ideal qubit arrives at time \( t \) (states denoted \( |0, 1\rangle\rho|0, 0\rangle\tau+\delta \), \( |1, 0\rangle\rho|0, 0\rangle\tau+\delta \)).
- Eve’s photon may arrive at time \( t+\delta \) (states denoted \( |0, 0\rangle\rho|1, 1\rangle\tau+\delta \), \( |0, 0\rangle\rho|1, 0\rangle\tau+\delta \)).

Again, Eve may take advantage of this fact in a fully-designed attack.
Similar imperfections can be found if Bob cannot know exactly what the *wavelength* of the photon is, or *where* the photon arrives.

The conceptual difference between the two imperfections is in whether Bob can (ideally) avoid measuring the extra states sent by Eve, or not:

- In Imperfection 1, Eve may send more than one photon, and Bob must measure the state (while he cannot count the number of photons using current technology).

- In Imperfection 2, Eve sends states in two separate subsystems. Bob can, in principle, ignore the “wrong” subsystem in case he knows for sure it has not been sent by Alice.

### 8.3 The “Bright Illumination” Attack

The “Bright Illumination” blinding attack [LWWESM10] works against QKD systems that use Avalanche Photodiodes (APDs) as Bob’s detectors. As an example, we describe below the implementation of this attack against a system implementing the BB84 protocol in a polarization-based scheme, but it is important to note that the attack can be adapted to most QKD protocols and implementations that use APDs [LWWESM10].

The APDs can be operated in two “modes of operation”: the “linear mode” that detects only a light beam above a specific power threshold, and “Geiger mode” that detects even a single photon (but cannot count the number of photons). In this attack, the adversary Eve sends a continuous strong light beam towards Bob’s detectors, causing them to operate *only* in the linear mode (thus “blinding” the detectors).

After Bob’s detectors have been blinded (and in parallel to sending the continuous strong beam, making sure they are kept blind), Eve performs a “measure-resend” attack: she detects the qubit (single photon) sent by Alice, measures it in one of the two bases (exactly as Bob would do), and sends to Bob a *strong* light beam depending on the state she measured, a little above the power threshold of the detectors. For example, if Eve measures the state $|1,0\rangle$, she sends to Bob the state $|m,0\rangle$ for $m \gg 1$. Now, if Bob chooses the same basis as Eve, he will measure the same result as Eve; and if Bob chooses a different basis, he will measure nothing, because the strong light beam will get split between the two detectors. This means that Bob will always either measure the same result as Eve or lose the bit.

In the end, Bob and Eve have exactly the same information, so Eve can copy Bob’s classical post-processing and get the same final key as Alice and Bob do. Moreover, Eve’s attack causes no detectable disturbance, because Bob does not know that his detectors have operated in the wrong mode of operation; the only effect is a loss rate of 50% (that is not problematic: the loss rate for the single photons sent by Alice is usually much higher, so Eve can cause Bob to get the same loss rate he expects to get).
This attack was both developed and experimentally demonstrated against commercial QKD systems by [LWWESM10]. See [LWWESM10] for more details and for diagrams.

8.4 “Reversed-Space” Attacks

The “Reversed-Space” methodology, described in [Gel08, GM16, GM12], is a theoretical framework of attacks exploiting the imperfections of Bob. This methodology is a special case (easier to analyze) of the more general methodology of “Quantum Space” attacks [GM07, Gel08], that exploits the imperfections of both Alice and Bob; the “Reversed-Space” methodology assumes Alice to be ideal and only exploits Bob’s imperfections [Gel08, GM12, BGM14, GM16]. (Another special case of a “Quantum Space” attack is the “Photon-Number Splitting” attack described in Subsection 2.5.3.)

In the ideal QKD protocol, Bob expects to get from Alice a state in the Hilbert space $\mathcal{H}^A$; however, in the “Reversed-Space” attack, Bob gets from Eve an unexpected state, residing in a larger Hilbert space called the “space of the protocol” and denoted by $\mathcal{H}^P$. In principle, Eve could have used a huge space $\mathcal{H}'$ such that $\mathcal{H}^A \subseteq \mathcal{H}^P \subseteq \mathcal{H}'$: the huge Hilbert space $\mathcal{H}'$ consists of all the quantum states that Eve can possibly send to Bob, but it is too large, and most of it is irrelevant.

Because “Reversed-Space” attacks assume a “perfect Alice” (sending prefect qubits), it is usually easy to find the relevant subspace $\mathcal{H}^P$, as we demonstrate by three examples below; $\mathcal{H}^P$ is only enlarged (relative to the ideal space $\mathcal{H}^A$) by Bob’s imperfections. Therefore, $\mathcal{H}^P$ is the space that includes all the states that may be useful for Eve to send to Bob. The space $\mathcal{H}^P$ is defined by taking all the possible measurement results of Bob and reversing them in time; more precisely, it is the span of all the states in $\mathcal{H}^A$ and all the states that Eve can send to Bob so that he gets the measurement results she desires.

Whether Bob is aware of it or not, his experimental setting treats not only the states in $\mathcal{H}^A$, but all the possible inputs in the “space of the protocol” $\mathcal{H}^P$. Bob then classifies them into three classes: (1) valid states from Alice, (2) losses, and (3) invalid states. Valid states are always treated in conventional security analysis: a random subset is compared with Alice for estimating the error rate, and then the final key is obtained using the error correction and privacy amplification processes. Losses are expected, and they are not counted as noise. Invalid states are usually counted as errors (noise), but they do not appear in ideal analyses of ideal protocols. We note that loss rate and error rate are computed separately: the error rate must be small (e.g., around 10%) for the protocol not to be aborted by Alice and Bob, while the loss rate can be much higher (even higher than 99%). Any “Reversed-Space” attack takes advantage of the possibility that Bob treats some states in $\mathcal{H}^P$ in the wrong way, because he does not expect to get these states.

Eve’s attack is called “Reversed-Space” because Eve can devise her attack by looking at Bob’s possible measurement results: Eve finds a measurement result she wants to
be obtained by Bob (because he interprets it in a way desired by her) and reverses the measurement result in time for finding the state in $\mathcal{H}^P$ she should send to Bob. In particular, if Bob applies the unitary operation $U_B$ on his state prior to his measurement, Eve should apply the inverted operation $U_B^{-1} = U_B^\dagger$ to each state corresponding to each possible measurement outcome of Bob.

We present three examples of “Reversed-Space” attacks. For simplicity, we only consider BB84 implemented in a polarization-based scheme (as described in Subsection 2.5.2 and Section 8.2), but the attacks may be generalized to other implementations, too. We emphasize that all three examples have been chosen to satisfy two conditions, also satisfied by the “Bright Illumination” attack: (a) Eve performs a “measure-resend” attack in a basis she chooses randomly, and (b) it is possible for Eve to get full information without inducing noise.

**Example 1 (a special case of the “Trojan Pony” attack [GLLP04]):** This example exploits Imperfection 1 described in Section 8.2, and it assumes Bob uses an “active” basis choice (see Subsection 2.5.2).

In this attack, Eve performs a “measure-resend” attack—namely, she measures each qubit state sent from Alice to Bob in a random basis, and resends “it” towards Bob. However, instead of resending it as a single photon, she resends a huge number of photons towards Bob: she sends many identical photons, all with the same polarization as the state she measured ($|0\rangle$, $|1\rangle$, $|+\rangle$, or $|-\rangle$). If Bob chooses the same basis as Eve, he will get the same result as her, because Imperfection 1 causes his system to treat the incoming states $|0,m\rangle$ and $|m,0\rangle$ (for any $m \geq 1$) as if they were $|0,1\rangle$ and $|1,0\rangle$, respectively; but if he chooses a different basis from Eve, both of his detectors will (almost surely) click. If Bob decides to treat this invalid event (a two-detector click) as an “error”, the error rate will be around 50%, so Alice and Bob will abort the protocol; but if he naively decides to treat this event as a “loss”, Eve can get full information without inducing errors.

Alice sends an ideal qubit (a single photon), while Eve may send any number of photons. Therefore, using the Fock space notations, $\mathcal{H}^A = \mathcal{H}_2 \triangleq \text{Span}\{|0,1\rangle, |1,0\rangle\}$ and $\mathcal{H}^P = \text{Span}\{|m_1,m_0\rangle : m_1, m_0 \geq 0\}$.

**Example 2 (a special case of the “Faked States” attack [MH05, MAS06, Gel08]):** This attack exploits Imperfection 2 described in Section 8.2. We assume that Bob has four detectors (namely, that he uses the “passive” basis choice variant of the polarization-based encoding: see Subsection 2.5.2), and that his detectors have different (but overlapping) time gates during which they are sensitive: given the three different times $t_0 < t_{1/2} < t_1$, the detectors for the computational basis are sensitive only to pulses sent at $t_0$ or $t_{1/2}$ (or in between), and the detectors for the Hadamard basis are sensitive only to pulses sent at $t_{1/2}$ or $t_1$ (or in between). Alice normally sends her pulses at $t_{1/2}$ (when both detectors are sensitive), but Eve may send her pulses at
$t_0$, $t_{1/2}$, or $t_1$.

Eve performs a “measure-resend” attack by measuring Alice’s state in a random basis, and resending it towards Bob as follows: if Eve measures in the computational basis, she resends the state at time $t_0$; and if she measures in the Hadamard basis, she resends the state at time $t_1$. Therefore, Bob gets the same result as Eve if he measures in the same basis as hers, but he gets a loss otherwise (because Bob’s detectors for the other basis are not sensitive at that timing). This means that Eve gets full information without inducing any error.

Using the same notations as in Imperfection 2, the state $|m_1, m_0\rangle_{t_0}|n_1, n_0\rangle_{t_{1/2}}|o_1, o_0\rangle_{t_1}$

consists of the Fock states $|m_1, m_0\rangle$ sent at time $t_0$, $|n_1, n_0\rangle$ sent at time $t_{1/2}$, and $|o_1, o_0\rangle$ sent at time $t_1$. Alice sends an ideal qubit (a single photon at time $t_{1/2}$), while Eve may send a single photon at any of the times $t_0$, $t_{1/2}$, or $t_1$, or a superposition.

Therefore, $\mathcal{H}^A = \mathcal{H}_{2} \triangleq \text{Span}\{|0, 0\rangle_{t_0}|0, 1\rangle_{t_{1/2}}|0, 0\rangle_{t_1} , |0, 0\rangle_{t_0}|1, 0\rangle_{t_{1/2}}|0, 0\rangle_{t_1} \}$ and $\mathcal{H}^P = \text{Span}\{|0, 1\rangle_{t_0}|0, 0\rangle_{t_{1/2}}|0, 0\rangle_{t_1} , |1, 0\rangle_{t_0}|0, 0\rangle_{t_{1/2}}|0, 0\rangle_{t_1} , |0, 0\rangle_{t_0}|0, 1\rangle_{t_{1/2}}|0, 0\rangle_{t_1} , |0, 0\rangle_{t_0}|0, 0\rangle_{t_{1/2}}|1, 0\rangle_{t_1} \}.$

**Example 3 (the “Fixed Apparatus” attack [BGM14])** can be applied by Eve if Bob uses a “passive” basis choice (see Subsection 2.5.2). In this attack, Eve sends to Bob an unexpected state, and this state “forces” Bob to obtain the basis Eve wants. This attack makes it possible for Eve to force Bob choose the same basis as her (and, therefore, get the same outcome as her), thus stealing the whole key without inducing any errors or losses. The attack is only possible if Eve has a one-time access to Bob’s laboratory, because it requires Eve to first compromise Bob’s device (otherwise, she cannot send him that unexpected state).

Assume that Bob uses a polarization-independent beam splitter that splits the incoming beam into two different output arms (as described in Subsection 2.5.2). This beam splitter has two input arms: a regular arm, through which the standard incoming beam comes, and a blocked arm, where the incoming state is always assumed to be the zero-photon beam $|0, 0\rangle$ (the vacuum state of two polarizations). If Eve can drill a small hole in Bob’s device, exactly where the blocked arm gets its input from, then she can send a beam to the blocked arm and not only to the standard arm. It is proved [BGM14] that Eve can then cause the beam splitter to choose an output arm to her desire, instead of choosing a “random” arm. The state $|m_1, m_0\rangle_{r}|n_1, n_0\rangle_{b}$ consists of the Fock state $|m_1, m_0\rangle$ sent through the regular arm of the beam splitter and the Fock state $|n_1, n_0\rangle$ sent through the blocked arm. Alice sends an ideal qubit (a single photon through the regular arm), while Eve may send a single photon through any of the two arms or a superposition. Therefore, $\mathcal{H}^A = \mathcal{H}_{2} \triangleq \text{Span}\{|0, 1\rangle_{r}|0, 0\rangle_{b} , |1, 0\rangle_{r}|0, 0\rangle_{b} \}$ and $\mathcal{H}^P = \text{Span}\{|0, 1\rangle_{r}|0, 0\rangle_{b} , |1, 0\rangle_{r}|0, 0\rangle_{b} , |0, 0\rangle_{r}|0, 1\rangle_{b} , |0, 0\rangle_{r}|1, 0\rangle_{b} \}.$
8.5 Quantum Side-Channel Attacks

Shamir’s “Quantum Side-Channel Attack” on Polarization-Based QKD: The following attack was proposed by Adi Shamir in a meeting with Tal Mor (one of the authors of [LM20], on which this chapter is based) around 1996–1999 [Sha], and it may have never been published (but see similar attacks below). Shamir’s attack only applies to QKD implementations that use “active” basis choice (as opposed to the “passive” basis choice, which leads to the “Fixed Apparatus” attack described in Example 3 of Section 8.4). The attack is related to Imperfection 2 described in Section 8.2: Bob’s apparatus must be fully or partially ready to receive Alice’s photon before it arrives. For example, if the photon is supposed to arrive at time $t$, then Bob’s setup is already partially ready at time $t - \delta$; in particular, Bob decides the basis choice and configures the polarizing beam splitter accordingly before time $t - \delta$. The attack also assumes that the detectors themselves are still inactive (blocked) at time $t - \delta$, and are activated just before time $t$. Therefore, at time $t - \delta$, the polarizing beam splitter is already configured to match the required basis (the computational basis or the Hadamard basis), while the detectors are still blocked.

Eve’s attack is sending a strong pulse at time $t - \delta$, that hits the polarizing beam splitter (but not the blocked detectors) and gets reflected back to Eve, containing full or partial information on the direction of the polarizing beam splitter—and, thus, on the basis choice. Assuming Eve gets the information on Bob’s basis choice before she receives Alice’s pulse, Eve could employ the following full attack: Eve measures the photon coming from Alice in the same basis chosen by Bob, learns the qubit’s value, and resends to Bob the resulting state (in the same basis), obtaining full information while inducing no errors and no losses.

One can suggest two ways to possibly prevent the attack: (a) opening the detection window (activating the detectors) shortly after the polarizing beam splitter is configured according to the basis choice (if the time difference is sufficiently short, Eve cannot find Bob’s basis choice on time for employing the full attack); or (b) blocking access to the polarizing beam splitter until the detectors are activated (although this solution may be hard to implement).

As we explain in Section 8.6, the “Bright Illumination” attack could have been predicted by adding Imperfection 1 described in Section 8.2 (namely, detection of multi-photon pulses) to the above idea of a strong pulse sent at time $t - \delta$ towards Bob (i.e., Imperfection 2, as already discussed here) and using the Fock space notations.

“Conventional Optical Eavesdropping” and “Quantum Side-Channel Attacks”: Other attacks, similar to Shamir’s attack, have been independently developed—for example, the “Large Pulse” attack [VMH01], which attacks both Alice’s and Bob’s set-ups. As written in [VMH01]: “This [large pulse] attack is one of the possible methods of conventional optical eavesdropping, a new strategy of eavesdropping on quantum
cryptosystems, which eliminates the need of immediate interaction with transmitted quantum states. It allows the eavesdropper to avoid inducing transmission errors that disclose her presence to the legal users.”

Instead of restricting ourselves to “conventional optical eavesdropping on quantum cryptosystems”, we make use of a different sentence from [VMH01]—“eavesdropping on quantum cryptosystems which eliminates the need of immediate interaction with transmitted quantum states”—and we define “quantum side-channel attacks” as follows:

A quantum side-channel attack is any eavesdropping strategy which eliminates the need of any immediate interaction with the transmitted quantum states.

According to the above definition, both Shamir’s attack and the “Large Pulse” attack are “quantum side-channel attacks”, because they attack the devices and not the quantum states themselves. On the other hand, the “Reversed-Space” attacks and the “Quantum Space” attacks (see Section 8.4) can be fully described using a proper description of the QKD protocol, which uses the Fock space notations; therefore, they should not be considered as “quantum side-channel attacks”. In fact, we can say they are complementary to “quantum side-channel attacks”, and we name them “state-channel attacks”.

In a classical communication world, the notion of “side-channel attacks” makes use of any information leaked by the physical execution of the algorithm (see, for example, [KB07]). Accordingly, other researchers (e.g., [SBPCDLP09]) have chosen to adopt a wide definition of “quantum side-channels”, which also includes the “Photon-Number Splitting” attack and many other practical attacks. However, we prefer to take a narrower view of “quantum side-channel attacks”, as explained above.

8.6 From Practice to Theory: The Possibility of Predicting the “Bright Illumination” Attack

The “Bright Illumination” attack could have been predicted, because it simply combines Imperfections 1 and 2 that were described in Section 8.2: namely, detecting many photons at time \( t - \delta \), while the single “information” photon should have arrived at time \( t \). In some sense, it seems to merge a “Reversed-Space” attack and a “quantum side-channel attack”, because it attacks both the transmitted quantum states and the detectors themselves. However, because Bob’s detectors are fully exposed to Eve at both times \( t \) and \( t - \delta \) (unlike the “Large Pulse” attack [VMH01], where the detectors are not exposed at time \( t - \delta \)), we see the “Bright Illumination” attack as a special (and fascinating) case of “Reversed-Space” attack, and not as a “quantum side-channel attack”.

The “Bright Illumination” attack is made possible by a lack of information on the “space of the protocol” \( \mathcal{H}^P \): Eve sends many photons (as in Imperfection 1) at time \( t - \delta \)
For preventing all the possible attacks and proving full security, it must be known how Bob’s detectors treat any number $m$ of photons sent to him by Eve, and it must also be known how Bob’s detectors treat multiple pulses. In particular, a detector definitely cannot operate properly in the hypothetical scenario where an infinite number of photons (with infinite energy) arrives as its input. A potentially secure system must have an estimated threshold $N$, such that if $m \lesssim N$ photons arrive, they are correctly measured by the detectors (treated as one photon), and if $m \gtrsim N$ photons arrive, the measurement result is clearly invalid and is known to Bob (for example, smoke comes out of the detectors, or the detectors are burned). $N$ is estimated, so there is a small unknown range near it.

Prior to the “Bright Illumination” attack, it seems that no systematic effort has been invested in finding or approximating the threshold $N$ and characterizing the detectors’ behavior on all possible inputs (any number of photons $m$). A proper “Reversed-Space” analysis would have suggested that experimentalists must check what $N$ is and fully analyze the behavior of Bob’s detectors on each quantum state; such an analysis would then have found the “space of the protocol” $\mathcal{H}_P$ which is available for Eve’s attack.

A careful “Reversed-Space” analysis—if it had been carried out—would then have found that instead of one estimated threshold $N$ (with some small unknown range around it), there are two estimated thresholds $N_1, N_2$, such that $N_1 < N_2$, with a some small unknown range around each of them, and a large difference between them. Therefore, there are three main ranges of the numbers of photons $m$: (a) for $m \lesssim N_1$ photons, Bob’s detectors work well (and click if at least one photon arrives); (b) for $N_1 \lesssim m \lesssim N_2$ photons, it would have become known that some strange phenomena happen—for example, that Bob’s detectors switch to the “linear mode”; and (c) for $m \gtrsim N_2$ photons, Bob’s detectors malfunction (e.g., the detectors are burned).

Thus, surprisingly, even if the experimentalist had not known about the two modes of operation (“Geiger mode” and the “linear mode”) existing for each detector, he or she could still have discovered the two different thresholds $N_1, N_2$ and then investigated the detectors’ behavior in the middle range $N_1 \lesssim m \lesssim N_2$. This would have allowed him or her to discover the “linear mode” and realize that there is also a need to check multiple pulses for finding the correct “space of the protocol” and for analyzing the security against “Reversed-Space” attacks. Namely, the “Reversed-Space” approach makes it possible to discover attacks even if the detectors are treated as a black box whose internal behavior is unknown. By theoretically trying to prove security against any theoretical “Reversed-Space” attack, it would have been possible to find the practical “Bright Illumination” attack; it would have even been possible to study the operation of a “black-box” detector and discover, for example, that it has a “linear mode” of operation (even if this mode of operation had not been already known for realistic detectors).
8.7 Conclusion

We have seen a rare example (in quantum information processing) where experiment preceded theory. We can see now that this experimental attack could have been theoretically predicted: for a system to be secure, Bob must be sure that Eve cannot attack by sending an unexpected number of photons, and he must know what happens to his detectors for any number of photons. Otherwise—Eve can attack; and we could have known that this may be possible.

We have also defined the general notion of “quantum side-channel attacks”: we have distinguished “state-channel attacks” (including “Reversed-Space” and “Quantum Space” attacks) that interact with the transmitted (prepared or measured) quantum states, from “quantum side-channel attacks” that do not interact with the transmitted quantum states.
Chapter 9

Summary

In this research, we have answered several important questions about security of QKD:

1. In Chapters 3, 4, and 5, we have discussed practical security of semiquantum key distribution (SQKD) protocols. Unlike previous SQKD protocols, our newly suggested “Mirror protocol” is experimentally feasible, and we have proved it secure against “uniform collective” attacks.

   Notice that these chapters analyze security of a two-way protocol (see Subsection 2.2.2) which is harder to analyze than one-way protocols; thus, as explained in Section 5.1, its security analysis is limited to uniform collective attacks.

2. In Chapters 6 and 7, we have improved and generalized the security approach of [BBBMR06] to prove fully composable security of the BB84 protocol and many of its variants against the most general attacks.

3. In Chapter 8, we have shown how a practical attack (the “Bright Illumination” attack) can be theoretically modeled as a “Reversed-Space” attack.

   All three directions share the motivation of bridging the gap between theory and practice, and all of them are aimed (in different ways) to answer one ultimate question: can we experimentally implement a QKD protocol with full and unconditional security against any possible attack (including all attacks that use practical imperfections)? This general question is one of the most important open problems in the field of QKD.

   More specific open problems include: analyzing experimental implementations of the Mirror protocol; proving unconditional security of SQKD protocols against the most general attacks (and not only collective or “uniform collective” attacks) and against all multi-photon attacks; generalizing [BBBMR06]’s security approach to various QKD protocols that are not similar to BB84; and systematically mapping practical attacks to theoretical models.

   Much work remains to be done on the general problem of obtaining full security proofs for realistic QKD systems, but we believe our research has improved the understanding of practical security in a variety of important sub-fields of QKD.
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the authentication of cryptographic protocols (uniform collective attacks) or against attacks spanning a wide range of attacks. The QKD (= Quantum Key Distribution), which is the first and most important attack on this protocol is an algorithmic attack against the QKD protocol. "Quantum Key Distribution" (QKD) is a protocol that allows two parties, Alice and Bob, to share a secret key in a way that is secure against eavesdropping. The BB84 protocol is the first protocol to achieve this goal, and it is based on the principles of quantum mechanics.

The BB84 protocol is based on the idea that quantum particles can be used to send information in a way that cannot be intercepted without being detected. The protocol works by sending two particles that are entangled, which means that their properties are linked even when they are separated by large distances. The two parties can then use the particles to create a shared secret key, which can be used for encryption.

The BB84 protocol has been studied extensively, and it has been shown to be secure against a wide range of attacks. However, there are still some challenges that need to be addressed, such as the problem of key distillation, which is the process of creating a shared secret key from the entangled particles. These challenges are being addressed by researchers, and there is hope that these protocols will be implemented in the near future.
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