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For XFI to work, certain properties must hold during execution.
External properties

P1: Memory accesses are either into the memory of the XFI module or into allowed memory regions

P2: Control can never flow outside the module code except through support routines and returns to external call sites

P3: The scoped stack is always well-formed

P4: Simplified instruction semantics: problematic instructions are not allowed

P5: System-environment integrity: for example, x86 segment registers may not be modified. Particularly important for kernel-level code.
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- Answer: to prevent jumps that could circumvent guards or jumping into the middle of an instruction

P7 Program-data integrity: some global and local variables can be accessed only via static references, not computed memory accesses.
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Guarding computed control-flow transfers

EAX := 0x12345677  # Identifier - 1
EAX := EAX + 1
if Mem[EBX - 4] ≠ EAX, goto CFIERR

call EBX

...  
0x12345678  # Target identifier
L:  push EBP  # Callee code

Figure 2: A computed call instruction, with a CFI guard and one valid callee destination.

Q: Why not embed the identifier itself?
A: So that the guard code bytes do not become a valid target
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\[
\begin{align*}
\text{EAX} & := 0x12345677 \quad \# \text{Identifier - 1} \\
\text{EAX} & := \text{EAX} + 1 \\
\text{if Mem[EBX - 4]} & \neq \text{EAX}, \text{goto CFIERR} \\
\text{call EBX} & \\
\cdots & \\
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\end{align*}
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Guarding computed memory accesses

```c
# mrguard(EAX, L, H) ::= 
    if EAX < A + L, goto S
    if B - H < EAX, goto S

M: Mem[EAX] := 42    # Two writes
    Mem[EAX - L] := 7    # both allowed
...
S: push EAX    # Arguments for
    push L, H    # slower guard
    call SlowpathGuard
    jump M    # Allow writes
```

**Figure 3:** Two memory writes, and a memory-range guard for the range \([EAX - L, EAX + H]\). The guard executes faster if this range lies within \([A, B]\). The constant \(H\) should be at least 4.

- Q: Where do \(A, B, L,\) and \(H\) come from?
- A: Common case: accessible range established by the loader.
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Q: Where do \( A, B, L, \) and \( H \) come from?

A: Common case: accessible range established by the loader.

\[
\# \text{mrguard}(EAX, L, H) ::= \\
\text{if } EAX < A + L, \text{ goto } S \\
\text{if } B - H < EAX, \text{ goto } S \\
\]

\( M: \)
\[
\text{Mem}[EAX] := 42 \quad \# \text{Two writes} \\
\text{Mem}[EAX - L] := 7 \quad \# \text{both allowed} \\
\]

\( S: \)
\[
\text{push EAX} \quad \# \text{Arguments for} \\
\text{push L, H} \quad \# \text{slower guard} \\
\text{call SlowpathGuard} \\
\text{jump } M \quad \# \text{Allow writes} \\
\]

Figure 3: Two memory writes, and a memory-range guard for the range \([EAX - L, EAX + H]\). The guard executes faster if this range lies within \([A, B]\). The constant \( H \) should be at least 4.
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Host system support: memory guard slowpath permission tables, allocation-stack manager, software call gates, copying vs. granting access to parameters, ...
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### Enforcement overhead: SFI and WDF

<table>
<thead>
<tr>
<th></th>
<th>hotlist</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ sz</td>
<td>2.1x (2.6x)</td>
<td>2.5x (4.1x)</td>
<td>3.9x (8.3x)</td>
<td></td>
</tr>
<tr>
<td>%</td>
<td>1% (5%)</td>
<td>4% (94%)</td>
<td>5% (798%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>lld</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ sz</td>
<td>1.2x (1.3x)</td>
<td>1.5x (1.8x)</td>
<td>1.7x (2.3x)</td>
<td></td>
</tr>
<tr>
<td>%</td>
<td>10% (28%)</td>
<td>27% (60%)</td>
<td>93% (346%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MD5</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ sz</td>
<td>1.1x (1.1x)</td>
<td>1.2x (1.3x)</td>
<td>1.3x (1.5x)</td>
<td></td>
</tr>
<tr>
<td>%</td>
<td>−1% (2%)</td>
<td>3% (7%)</td>
<td>27% (101%)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1:** Code-size increase and slowdown of SFI benchmarks, with XFI. The % rows show slowdown.

<table>
<thead>
<tr>
<th>Δ sz</th>
<th>Kt/s</th>
<th>NOP</th>
<th>fastpath</th>
<th>slowpath</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1.3x (1.3x)</td>
<td>1.3x (1.4x)</td>
<td>1.4x (1.6x)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>193</td>
<td>5.0% (4.8%)</td>
<td>6.8% (6.1%)</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>151</td>
<td>4.7% (3.9%)</td>
<td>5.3% (4.7%)</td>
</tr>
<tr>
<td></td>
<td>4K</td>
<td>71</td>
<td>1.7% (1.7%)</td>
<td>2.7% (2.9%)</td>
</tr>
<tr>
<td></td>
<td>64K</td>
<td>5</td>
<td>1.2% (1.9%)</td>
<td>1.4% (0.4%)</td>
</tr>
</tbody>
</table>

**Table 2:** Code-size increase and slowdown for different kernel buffer sizes for a WDF benchmark, with XFI. The unprotected driver is 11KB of x86 machine code; its transactions per second (shown in thousands) form the baseline for the slowdown percentages.
Enforcement overhead: JPEG and Mediabench

<table>
<thead>
<tr>
<th></th>
<th>NOP</th>
<th>fastpath</th>
<th>slowpath</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ sz</td>
<td>1.3x (1.6x)</td>
<td>1.7x (2.5x)</td>
<td>2.1x (3.7x)</td>
</tr>
<tr>
<td>4K</td>
<td>14% (34%)</td>
<td>18% (78%)</td>
<td>42% (112%)</td>
</tr>
<tr>
<td>14K</td>
<td>15% (36%)</td>
<td>18% (80%)</td>
<td>43% (116%)</td>
</tr>
<tr>
<td>63K</td>
<td>12% (31%)</td>
<td>17% (75%)</td>
<td>40% (108%)</td>
</tr>
<tr>
<td>229K</td>
<td>11% (28%)</td>
<td>15% (68%)</td>
<td>35% (98%)</td>
</tr>
</tbody>
</table>

Table 3: Code-size increase and slowdown for different-size input data for JPEG decoding, with XFI. The unprotected decoder is 59KB of x86 machine code; the baseline for the slowdown shown is decoding time.

<table>
<thead>
<tr>
<th>Function</th>
<th>NOP</th>
<th>fastpath</th>
<th>slowpath</th>
</tr>
</thead>
<tbody>
<tr>
<td>adpcm_encode</td>
<td>0% (4%)</td>
<td>2% (49%)</td>
<td>13% (149%)</td>
</tr>
<tr>
<td>adpcm_decode</td>
<td>−3% (2%)</td>
<td>3% (12%)</td>
<td>36% (112%)</td>
</tr>
<tr>
<td>gsm_decode</td>
<td>3% (1%)</td>
<td>79% (97%)</td>
<td>125% (230%)</td>
</tr>
<tr>
<td>epic_decode</td>
<td>3% (9%)</td>
<td>7% (19%)</td>
<td>119% (220%)</td>
</tr>
</tbody>
</table>

Table 4: Slowdown of Mediabench kernels, with XFI.
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