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Abstract: A method for acquiring three dimensional coded light data, comprising receiving coded light data through a camera; and converting said received coded light data to representative data, said representative data being reduced in an amount in comparison to said received coded light data, wherein said received coded light data can be reconstructed from said representative data.
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5 Background of the invention

Various methods are known in the art for performing active triangulation using structured light, or more specifically, coded light.

Broadly speaking, coded light methods aim at acquiring the three dimensional geometric structure of an object of interest by means of projecting a sequence of light patterns. A typical system features a camera and a projector with non-collinear optical axes, in which the projector is capable of illuminating the object with a pre-defined sequence of light patterns, and the camera capable of capturing the image of the object illuminated with these patterns, as shown in background art Figure 1 and as described in greater detail below. The patterns are designed to form a code that encodes the position of an illuminated point on the object in the projector system coordinate. In each pixel seen by the camera the projector coordinate is thus also available, which allows reconstructing the three dimensional position of a point by means of triangulation. Triangulation assumes the knowledge of the geometric relations between the camera and projector systems of coordinates, which is recovered once by means of calibration. The reconstruction produces for each pixel of the camera image the x,y,z world coordinates, which can be represented in the form of three matrices (referred to as a geometry image).

Typically, 8-12 patterns are used for accurate geometry reconstruction (though fewer patterns are possible for various applications, like a single pattern geometry reconstruction apparatus). In order to capture video rate (30 frames per second), the camera used for geometry acquisition has to be able to acquire at least 240-360 frames per second. In some applications, it is desired that the projected patterns would not be seen by human, which can be achieved by using invisible (e.g. infra-red) spectrum projector and camera with a sensor sensitive to this spectrum.

If one wishes to also acquire the photometric properties of the object (texture), it is possible to project fully dark and fully bright patterns, which are captured by the camera. The
resolution of the texture image is the same as the resolution of the camera used for geometry acquisition.

By repeatedly projecting light patterns on a moving object, capturing the respective images, and performing reconstruction, one can obtain a three dimensional video of the object. This video can be compressed, transmitted, and stored.

Summary of the invention

The background art does not teach or suggest a system and method for acquisition, representation, compression, transmission, and storage of three-dimensional data which is highly efficient and which permits for extensive compression of the data.

The present invention overcomes the above drawbacks of the background art by providing a system and method for acquisition of three-dimensional data which also permits efficient and extensive compression.

According to at least some embodiments, there is provided a system and method for acquiring three dimensional data, comprising projecting a sequence of coded light pattern, receiving images of illuminated scene through a camera; processing them to obtain binary data comprising bitplanes II, . . . , Ib; performing reconstruction of the three-dimensional structure of the scene resulting in 3D coordinates x,y,z, and converting said 3D coordinates to representative data, said representative data being better structured for the use of standard compression algorithms and thus better compressible.

According to at least some embodiments, the reconstruction results in raw data represented as a geometric image, wherein in each pixel of the image, the three-dimensional coordinates of the pixel in space are stored. The geometric image can thus be considered as three arrays of the form x(i,j), y(i,j) and z(i,j) where i,j are pixel indices and x,y,z are the three-dimensional coordinates.
Alternatively, the geometric image can be converted to a set of data related to the location of each pixel and the distance \( r \) distance from the camera origin \((x_0,y_0,z_0)\) to the object. In a simple conversion process, this conversion is done according to the formula

\[
r(i,j) = \sqrt{ (x(i,j)-x_0)^2 + (y(i,j)-y_0)^2 + (z(i,j)-z_0)^2 }.
\]

Texture information (either grayscale or color) may be captured by a separate camera, possibly with a different resolution from the camera used for three-dimensional data acquisition. The texture camera is calibrated with respect to the camera used for three-dimensional data acquisition, such calibration providing for a mapping from the three-dimensional space coordinates \(x,y,z\) to the texture camera two-dimensional system of coordinates \((u,v)\). As a result, for each pixel \(i,j\) in the range image it is possible to obtain the corresponding pixel \(i',j'\) in the texture image \(T(u,v)\), which can be used for texture mapping. Texture mapping may optionally be performed according to the following simple process: for each range image pixel \(i,j\), the texture coordinates \(u(i,j),v(i,j)\) are computed. These coordinates may be at sub-pixel precision, and the texture is computed by interpolating the value of \(T\) at the point \(u(i,j),v(i,j)\) from nearby pixels of \(T\). This way, a texture image \(T'(i,j) = T(u(i,j),v(i,j))\) in the range image coordinates is created and there is a one-to-one correspondence between a range pixel and its texture.

If the texture camera is in color, the color texture data may optionally be expressed as \(RGB(u,v)\) and interpolated to \(RGB'(i,j)=RGB(u(i,j),v(i,j))\) according to such mapping.

The above mapping permits much less data to be used for both the geometric image data and the texture data (or texture/color data), for example and without limitation for transmission, storage and so forth, without requiring the use of lossy methods of compression. Furthermore, such data may optionally be provided in a format (as a series of video frames for example) that is suitable for compression by known data compression methods. For example, a video frame may optionally be constructed that features the \(r(i,j)\) matrix, such that the video data may optionally be provided as a sequence of images having this frame structure. Such a frame structure enables known video compression methods, such as H.264 (for example and without limitation) to compress the video data. Various compression methods are described in greater detail below.

Without wishing to be limited by a closed list, one challenge of 3D data compression consists in using existing compression algorithms (referred to as codecs or encoders/decoders,
such as MPEG or H.264 standards for video compression) in combination with a special representation of the data to make it more compressible. In the case texture information is used, such a representation must allow a combined representation of geometric and texture information.

The present invention, in at least some embodiments, provides various methods to compress geometric and texture information for 3D data using standard video codecs. The system according to various embodiments of the present invention can be configured in several ways, resulting in asymmetric codec, where a tradeoff between the encoder-side and decoder-side complexity can be changed. For example, in a system where the camera side is implemented on a platform that has computational limitations and/or energy constraints, to reduce the computational complexity on the camera side, encoding can be applied to raw binary images, and reconstruction and texture mapping are performed at the client side after decoding. Alternatively, in a converse situation, all the reconstruction and texture mapping computations are made prior to encoding at the camera location.

**Brief Description of the Drawings**

Background art Figure 1 shows a typical coded-light three-dimensional acquisition system;

Figure 2 shows an exemplary, illustrative system according to at least some embodiments according to the present invention;

Figure 3 shows an exemplary, illustrative video frame produced by the system of Figure 2;

Figure 4 shows an alternative, exemplary illustrative video frame in which the texture image data of the second camera (camera 2 202 of Figure 2) is optionally pre-warped to the system of range image coordinates i,j;

Figure 5 shows an optional embodiment of the present invention for formation of 3D data without compression; and

Figures 6 and 7 show optional embodiments of the present invention for compression of the above obtained data.
Description Of At Least Some Embodiments Of The Invention

At least some embodiments of the present invention are now described with regard to the following illustrations and accompanying description, which are not intended to be limiting in any way.

Referring now to the drawings, as previously described, background art Figure 1 shows a typical coded-light three-dimensional acquisition system 100, featuring a camera 102 for receiving coded light, a projector 104 for projecting coded light and an object 106. The lines on object 106 represent patterns of coded light being projected by projector 104. Camera 102 receives reflected coded light from object 106. Camera 102 may be considered to be equivalent to a geometry imager, which is the basic imaging device required for providing three dimensional images from coded light data. Thus, background art system 100 is able to provide basic three dimensional image data from coded light data.

Figure 2 shows an exemplary, illustrative system according to at least some embodiments according to the present invention. As shown, a system 200 comprises a plurality of cameras, of which two cameras 202 are shown for the purpose of illustration only and without any intention of being limiting, a camera 1 202 and a camera 2 202. Camera 1 202 is the geometry imager or range camera, similar to the role of camera 102 in Figure 1. Camera 2 202 is the texture/color data imager, which acquires texture and/or color image data.

The specific illustrated orientation of camera 1 202 relative to camera 2 202 is not required; however, preferably for maximizing the overlap between the geometry data and the texture and/or data, the texture-imager (camera 2 202) is placed so as to align as much as possible with the geometry imager (camera 1 202). Such an alignment is more preferably determined both in terms of the location of the focal points in space, as well as the focal length.

System 200 also features a projector 204 for projecting coded light onto an objecter 206.

A data processor 208 reconstructs the distance r from the origin o of the camera system of coordinates (optical center of the camera) at each pixel acquired by cameras 1 and 2 202. Camera 1 202, as the geometric imager, acquires the coded light reflected from object 206. Data processor 208 does not reconstruct the x,y,z (Cartesian) world coordinates and hence the data
acquired is reduced in amount. Optionally, system 200 does not feature data processor 208 as a separate entity and instead camera 1 202 performs the calculation.

Having the pixel location and the distance r, one can unambiguously recover the x, y, z coordinates at a location on the line of length r connecting the origin o and the pixel location. Among the advantages of such a representation is that instead of three matrices x, y, z of data, there is only one matrix r(i, j) of data, from which the values of x, y, z are easily computable, offline at any location. Matrix r(i, j) can be stored, transmitted and reconverted to the values of x, y, z at any location and/or time, providing calibration parameters of the system.

For the purpose of description below, the texture data may optionally be described as a matrix T(u, v) of data. If camera 2 202 is also capable of providing color data, then the combined texture/color data may optionally be described as RGB(u, v).

Camera 2 202 is preferably calibrated with camera 1 202; more preferably, camera 2 202 has higher resolution and/or provides higher quality image data. For example and without wishing to be limited, camera 2 202 is optionally and preferably a high resolution RGB (red/green/blue) camera and may also optionally be used for obtaining color data. Optionally camera 2 202 does not need to operate at the same speed as camera 1 202, which is used for geometry reconstruction (i.e. – obtaining reflected coded light for reconstruction of the three dimensional structure of object 206. Using two cameras 202, one for texture with high spatial resolution and for color data, yet low frame rate, and one for geometry reconstruction, with high frame rate, provides excellent performance at a reasonable cost.

From calibration between camera 1 202 and camera 2 202, for each pixel in camera 1 202, the corresponding pixel in camera 2 202 can be determined. Hence, after such calibration, given the reconstructed geometry r(i, j) data computed as described above, the texture T(u, v) data captured by camera 2 202 can be mapped onto the geometry image data. That is, each texture point T(u, v) (or RGB(u, v) if camera 2 202 is capable of also providing color data) can be mapped via a texture mapping procedure into the (i, j) coordinates of the geometry image. Hence the coordinates (i, j) of the geometric image can in fact be used as the texture mapping coordinates, further reducing the amount of data required for storage, transmission and so forth.
Camera 2 202 may optionally be of significantly higher resolution and quality, and capture the image at a slower rate than the capture rate of camera 1 202. Spatial resolution of camera 2 202 may optionally be determined according to the requirements of the video display method. For example, the spatial resolution may optionally be sufficiently high to qualify according to the standards of HD (high definition) display, as well as HD interlaced or progressive scans, for which an important parameter is color. Color however is not required for camera 1 202, which is the geometry camera-imager. Camera 2 202 may optionally collect data in the visible spectrum of light, while camera 1 202 may optionally operate in IR (infra red) as synchronized with the projector 204.

Through providing such a system 200 and collecting data as described, standard video compression standards such as MPEG may optionally be used to compress the data, including both the geometric data and the color/texture data. For this purpose, the \( r(i,j) \) matrix representing the geometry and the texture mapping coordinates \( u(i,j), v(i,j) \) are combined into a single video frame as shown in Figure 3. The stacking of the data in the frame may optionally be performed by packing along the rows, or alternatively by packing along the columns, of the two parameterization maps \( u \) and \( v \).

Figure 3 also demonstrates the transformation of the texture/color coordinates \( u,v \) when mapped onto the geometry imager coordinates (i.e. the coordinates of camera 1 202 of Figure 2), as the texture/color coordinates \( u,v \) could also be combined into the single video frame (not shown; described in greater detail below). In this embodiment, the texture image sequence is compressed and transmitted separately, and the texture mapping is performed after decoding at the receiving side: the texture mapping coordinates are used to interpolate the texture image, providing texture information for the three-dimensional scene.

The compression standard H.264, for example, is a method for compressing a sequence of images and is well known in the art. This algorithm generally operates by exploiting the redundancy of information in time in order to achieve high compression rates. The single video frame shown in Figure 3 could optionally be provided as a series of frames and the video data could then optionally be reconstructed from this series of frames.
Optionally, to support mapping and provision of the color data, the geometry data (and hence geometric image) described as a range (distance) function \( r(i,j,t) \) could be provided as a video sequence, such that \( r(i,j) \) would be a single frame in this case.

Alternatively, instead of using the texture mapping coordinates, the texture image data of the second camera (camera 2 202 of Figure 2) may optionally be pre-warped to the system of range image coordinates \( i,j \) as shown in Figure 4. As shown, a single frame includes \( r(i,j) \), as previously described, and warped texture image data \( T'(i,j) \) or \( RGB'(i,j) \).

In effect, the color (texture) image data could be virtually projected onto the geometric reconstructed structure, with translation of the color data from its image coordinates into the range coordinates, as if the image data had in fact been obtained from the low resolution, high frame rate geometry imager (camera 1 202 of Figure 2) or vice-versa. Such translation would therefore permit the color image \( RGB(u,v) \) to be transformed into \( RGB(i,j) \).

Yet another non-limiting exemplary embodiment relates to embedding the geometry bit planes as part of a single image. That is, for a depth resolution of 16 bits per pixel, one could provide a single image in two parts, one part representing the most significant byte and the other part representing the least significant byte. Such a method would allow the captured geometry data to be combined with high depth resolution according to existing video-image compression technology.

Figure 5 shows an optional embodiment of the present invention for formation of 3D data without compression, while Figures 6 and 7 show optional embodiments of the present invention for compression of the above obtained data.

Figure 5 shows a non-limiting exemplary method for the formation of 3D data (represented as textured point cloud) and features a plurality of stages.

As shown, initially in stage 1 the Range Camera captures a sequence \( b \) of coded images \( I_1,\ldots,I_b \) depicting the object illuminated by the Projector as described above. These images are bitplanes produced from data that has been converted to binary values, such that each pixel contains either 1 or 0 numeric values. Next, in stage 2, the process of obtaining the code in each pixel of the binary images is performed, producing a code image \( C \) in stage 3. For example a
Gray decoder algorithm may optionally be applied to the coded images as is known in the art. The Gray code at each pixel corresponds to the specific way the space is coded by the projector of coded light. The application of the Gray decoder forms a Gray code image relating to the specific coding by the projector. The code, the pixel location on the camera, and the calibration parameters are used for reconstruction of the geometric structure of the observed scene as described below.

According to at least some embodiments, optionally the above raw data is represented as a geometric image, wherein in each pixel of the image, the three-dimensional coordinates of the pixel in space are stored. The geometric image can thus be considered as three arrays of the form $x(i,j)$, $y(i,j)$ and $z(i,j)$ where $i,j$ are pixel indices and $x,y,z$ are the three-dimensional coordinates.

Alternatively, the geometric image can be converted to a set of data related to the location of each pixel and the distance $r$ distance from the camera origin $(x_0, y_0, z_0)$ to the object. In a simple conversion process, this conversion is done according to the formula

$$r(i,j) = \sqrt{(x(i,j)-x_0)^2 + (y(i,j)-y_0)^2 + (z(i,j)-z_0)^2}.$$ 

Given calibration parameters, obtained from a calibration process in stage 4, the process of reconstructing 3D coordinates $x,y,z$ plus texture mapping coordinates $u,v$ in each pixel is performed in stage 5, again as previously described. The texture mapping coordinates are obtained through previous calibration, optionally performed at least once before the process starts, again as previously described. The texture mapping coordinates are required if the texture image is captured, a parallel but optional process as described below. The texture camera is calibrated with respect to the range camera used for three-dimensional data acquisition, such calibration providing for a mapping from the three-dimensional space coordinates $x,y,z$ to the texture camera two-dimensional system of coordinates $(u,v)$. As a result, for each pixel $i,j$ in the range image it is possible to obtain the corresponding pixel $i',j'$ in the texture image $T(u,v)$, which can be used for texture mapping.

Optionally, in a parallel process, in stage 6, the texture image $T$ (or RGB in case of color camera) is captured by a Texture Camera, which may optionally have a different resolution from the range camera (which is the camera used for three-dimensional data acquisition). The texture image may also optionally be grayscale.
The u,v coordinates are used to map texture on the range image in stage 7, producing a new “warped” texture image T’ (or optionally RGB’) in stage 8, representing grayscale or color per pixel, again as previously described. The warped texture image T’ is a non-limiting example of representative data that may optionally be generated from the three-dimensional coordinates of the object, the texture image and the coded light image according to correspondence between the two cameras. The combined image, optionally and preferably packed into a single frame as previously described, is then optionally transmitted and/or displayed on a display of any suitable type as is known in the art.

Texture mapping may optionally be performed according to the following simple process: for each range image pixel i,j (from the range camera), the texture coordinates u(i,j),v(i,j) are computed. These coordinates may be at sub-pixel precision, and the texture is computed by interpolating the value of T at the point u(i,j),v(i,j) from nearby pixels of T. This way, a texture image T’(i,j) = T(u(i,j),v(i,j)) in the range image coordinates is created and there is a one-to-one correspondence between a range pixel and its texture.

If the texture camera is in color, the color texture data may optionally be expressed as RGB(u,v) and interpolated to RGB’(i,j)=RGB(u(i,j),v(i,j)) according to such mapping.

While the above process results in an image featuring texture/color as previously described, it does not feature compression. Compression may optionally be performed in a number of different ways of which two non-limiting examples are described below in Figures 6 and 7. In the two non-limiting optional examples described below, one example (Figure 7) relates to an “encoder heavy” process in which the significant computational processing is performed at the encoder, while the other example (Figure 6) relates to a “decoder heavy” process in which the significant computational processing is performed at the decoder.

The encoder and decoder may optionally be inserted at various points in the above process of Figure 5. The compression algorithm (encoder) may optionally be applied to data at various stages of above process, preceded by some pre-processing aiming to represent the data in such a way to render it more compressible by means of the compression algorithm, and the decompression algorithm (decoder) at the receiving side followed by some post-processing.
By varying the location of the encoder/decoder in the pipeline and appropriately selecting the pre-processing and post-processing methods, it is possible to achieve a tradeoff between the complexity of the encoding and decoding as well as the compression ratio of the data, according to the design and application requirements.

Both Figures 6 and 7 relate to video data and compression. Although the below description frequently specifically refers to video compression, it should be understood that compression of a single frame can be considered as a particular case thereof. Video compression algorithms attempt to reduce the video data size taking advantage of data redundancy in space and time. For example, MPEG-type compression algorithms attempt to predict a current frame from temporally-close reference frame or frames (typically, previous frame), in the following way: the current frame is partitioned into small blocks (typically, 16x16 or 8x8 pixels, though the size can be varied adaptively in some compression algorithms). During the encoding process, the algorithm tries to displace the blocks according to some motion vector field (i.e., each block moves by a different amount from another block) in such a way that the frame warped in this manner (called motion-compensated frame) is as close as possible (in sense of some error criterion, e.g. sum of squared differences) to the reference frame. The resulting error image (difference between motion compensated and reference frame) is typically sparse and contains less information that the original frame. Frames encoded in this way are referred to as P-frames (predicted frames) in MPEG standard.

The error image is encoded as a standalone image, using JPEG-type compression. For this purpose, the error image is partitioned into blocks of fixed size; in each block, a two-dimensional Discrete Cosine Transform (DCT) is applied. The DCT transform coefficients are ordered in zig-zag scan from lowest to highest spatial frequency, quantized by a controllable amount, and encoded using typically some kind of arithmetic coding.

Some frames in the video sequences, typically at fixed intervals, are encoded as standalone images without motion compensation, using JPEG-type compression. Such frames are referred to as I-frames in MPEG standard.

The encoded stream includes encoded transform coefficients for I-frames, and encoded transform coefficients + motion vectors for P-frames.
At the decoding, the first I-frame is decoded first by JPEG-type decoder: the arithmetic code is decoded producing quantized transform coefficients in each image block; the coefficients are arranged back into spatial frequencies; inverse DCT transform is applied. Due to the use of quantization, the reconstructed image may be different from the original one, resulting in compression noise. P-frame decoding involves applying motion vectors to the reference frame, followed by decoding and adding the error image.

Various examples of MPEG standard compatible encoding and decoding algorithms are known in the art, such as those described (as an example and without any intention of being limiting) in US Patent No. 5,231,484 to Gonzales et al, issued on July 27 1993, which is hereby incorporated by reference as if fully set forth herein.

Figure 6 shows an optional, exemplary method according to at least some embodiments of the present invention for providing compression with a “decoder-heavy” configuration, in which the encoder operates in the process after, and preferably immediately after, the acquisition of the pattern images in stage 1. For this purpose, in stage 2, the binary images I1,...,Ib are arranged so as to produce a single image B (in 8 or 16 bit precision, depending on the number of images b) in stage 3. The single image B (indicated as 3 in Figure 6) acts as a frame in a video stream and is encoded by a compression algorithm in stage 4, which may for example optionally comprise any type of suitable encoding algorithm such as a standard MPEG compliant encoding algorithm for example. The encoded stream forms a range video stream and is transmitted to the client side in stage 6. At the client side, the stream is decoded in stage 7 by means of a suitable decompression algorithm, such as any suitable MPEG standard decoding algorithm (referred to as an MPEG standard compatible decoding algorithm), producing a sequence of frames, each of which contains an image B 7 (possibly corrupt by compression noise). The image B is again processed in stage 8 so as to be split into bitplanes I1,...,Ib in stage 9. In stage 10, the bitplanes undergo decoding as previously described, to produce a coded image in stage 11, also as previously described. Reconstruction to produce 3D coordinates x,y,z and texture mapping coordinates u,v is performed as described in stage 12.

In a parallel process, a texture image T is obtained as previously described in stage 13. This image is also encoded with a suitable encoding method, such as an MPEG standard encoding algorithm (referred to as an MPEG standard compatible encoding algorithm) in stage
14, to produce a texture video stream in stage 15. The texture video stream is transmitted to the client in stage 16, decoded as for image B in stage 17, and then mapped as previously described in stage 18. The mapped data is another example of representative data as previously described.

The two video streams, for 3D data and for texture data, need to be synchronized as is known in the art. For example, synchronization may optionally be performed according to internal mechanisms of standard codecs (encoder/decoder algorithms) such as those codecs used for synchronizing sound with image. Optionally and preferably standard codecs are applied to these data streams; also preferably the same or at least similar codec is used for both data streams, for greater ease of synchronization.

The results of stages 12 and 18 are then combined to obtain a complete, decompressed video stream.

Figure 7 provides a different embodiment, with encoding and decoding both performing part of the necessary computations. In this non-limiting method, reconstruction of x,y,z and u,v occurs at the encoder side, and encoding is applied to reconstructed 3D coordinates and texture mapping coordinates. To decrease data size, x,y,z are represented as distance from origin as r, and stacked together with u,v, as shown in Figure 3, to form “r form” data, which is another example of representative data. Texture images T are compressed and sent separately as a texture video stream as previously described.

Briefly, again in stage 1, the bitplane images are prepared from the range camera, which are then decoded in stage 2, as previously described in Figure 5, to form a coded image in stage 3. In stage 4, calibration parameters are obtained, again according to the previously described calibration process. In stage 5, the process of reconstructing 3D coordinates x,y,z plus texture mapping coordinates u,v in each pixel is performed, again as previously described. The texture mapping coordinates are provided directly to the stack for use in stage 8. The x,y,z coordinates are preferably used to convert the image data to a range image R in stage 6, thereby forming the previously described set of data related to the location of each pixel and the distance r distance from the camera origin (x0,y0,z0) to the object in stage 7. In stage 8, stacking is performed as previously described, which packs the range image with the u,v parameterization maps that is then fed into an MPEG encoder.
In stage 8, the r form (range image R) data and the u,v coordinates are mapped to support texture mapping, thereby forming a stream of data in this coordinate form. In stage 9, the stream of data is encoded, for example according to MPEG standard algorithm, to form a range video stream in stage 10, which is then transmitted to the client side in stage 11. The data is then decoded according to an MPEG standard decoding algorithm in stage 12, with the r form data and the u,v coordinates being split. In stage 13, the r form data is converted back to x,y,z coordinates.

Again as previously described, a parallel texture video stream is obtained, starting with texture images in stage 14, which is synchronized with the 3D data stream as previously described. In stage 15, the texture images are encoded according to a suitable MPEG standard algorithm to form texture video stream in stage 16. The texture video stream is also transmitted to the client side in stage 17, and decoded by a suitable MPEG standard decoder in stage 18.

In stage 19, the u,v coordinates are used to map the texture data, such that in stage 20, the texture data is combined with the range camera data as previously described.

In a modification of the embodiment depicted in Figure 7, the texture image is optionally additionally warped to the range image coordinate producing T'(i,j) at the encoder side. The geometric information represented as r(i,j) is stacked together with T'(i,j) as shown in Figure 4 and encoded. Thus, the range and texture information may optionally represented in a single video stream.

Any of these optional embodiments, without wishing to be limited by a closed list, has the advantage of acquiring, storing, transmitting, and so forth, a reduced amount of data through a compression method that may optionally be implemented as a non-lossy method. The method is suitable for various types of camera configurations as described above, and can optionally even be implemented with high quality data and/or to ensure a high standard of data display, as described above. These embodiments of the present invention contrast with such three-dimensional data formats and methods such as 3D over MPEG, which is merely an extension of MPEG, although these embodiments may optionally employ standard MPEG algorithms as a tool as described above. Furthermore, these embodiments of the present invention are suitable
for implementation with many different types of video compression methods and are not limited for use with a single method.

Also these embodiments of the present invention effectively align the video image data and the depth related data (ie – data which makes the image appear to be three dimensional), thereby enabling a "true" three-dimensional image to be displayed.

It is appreciated that certain features of the invention, which are, for clarity, described in the context of separate embodiments, may also be provided in combination in a single embodiment. Conversely, various features of the invention, which are, for brevity, described in the context of a single embodiment, may also be provided separately or in any suitable sub-combination.

Although the invention has been described in conjunction with specific embodiments thereof, it is evident that many alternatives, modifications and variations will be apparent to those skilled in the art. Accordingly, it is intended to embrace all such alternatives, modifications and variations that fall within the spirit and broad scope of the appended claims.

All publications, patents and patent applications mentioned in this specification are herein incorporated in their entirety by reference into the specification, to the same extent as if each individual publication, patent or patent application was specifically and individually indicated to be incorporated herein by reference. In addition, citation or identification of any reference in this application shall not be construed as an admission that such reference is available as prior art to the present invention.
WHAT IS CLAIMED IS:

1. A method for acquiring three-dimensional data, comprising: projecting a plurality of time-multiplexed coded light patterns onto an object by a projector; receiving a coded light image by a first camera; obtaining code from the coded light image; reconstructing three-dimensional coordinates of the object from said code, wherein said reconstructing said three-dimensional coordinates comprises determining one or more calibration parameters for said first camera before receiving said coded light image; receiving texture image from a second camera; determining correspondence between the coordinates of the first and second cameras; and generating representative data from the three-dimensional coordinates of the object, the texture image and the coded light image according to said correspondence by mapping said texture image onto said coded light image.

2. The method of claim 1, wherein said generating representative data further comprises converting the coded light image to range data according to said three-dimensional coordinates, converting the texture image to texture image data according to said correspondence and packing the texture image data and the range data into a single image.

3. The method of claims 1 or 2, further comprising displaying said single frame as an image on a display.

4. The method of any of claims 1-3, performed for a plurality of images, further comprising forming a video stream of coded images and a video stream of texture images and synchronizing between said video streams.

5. The method of claim 4, further comprising encoding said video streams and transmitting encoded video streams.

6. The method of claim 5, further comprising receiving said video streams, decoding said video streams and displaying said video streams.

7. The method of claim 6, wherein said forming said video stream of coded images further comprises obtaining a plurality of coded light images; packing said coded
light images as binary data into a single video frame; encoding said video frame; and transmitting said video frame.

8. The method of claim 7, wherein said forming said video stream of coded images further comprises obtaining a plurality of coded light images; converting said plurality of coded light images to r form data; and encoding said r form data.

9. The method of claim 8, further comprising transmitting said encoded r form data; receiving said encoded r form data; decoding said encoded r form data to obtain r form data; and converting said r form data to three dimensional coordinate image data.

10. The method of any of claims 5-9, wherein said encoding comprises compressing said data.

11. The method of claim 1, wherein said generating representative data further comprises converting reconstructed three-dimensional coordinates of the object into distance r from origin point at every pixel of the range image.

12. The method of claim 11, wherein said generating representative data includes warping the texture image captured by the second camera into the system of coordinates of the first camera.

13. The method of claim 12, wherein said generating representative data includes stacking range and texture data into a single image.

14. The method of claim 13, wherein said stacking comprises determining a distance r from origin point at every pixel of the range image and texture mapping coordinates.

15. A method for acquiring three-dimensional data in a video stream, comprising: projecting a plurality of time-multiplexed coded light patterns onto an object by a projector; receiving a plurality of coded light images by a first camera; obtaining codes from the coded light images; reconstructing three-dimensional coordinates of the object from said code, wherein said reconstructing said three-dimensional coordinates comprises determining one or more calibration parameters for said first camera before receiving said coded light images; receiving a plurality of texture images from a second camera; determining correspondence between the coordinates of the first and second cameras; generating representative data from
the three-dimensional coordinates of the object, the texture image and the coded light image according to said correspondence; and encoding said representative data to form an encoded video stream.

16. The method of claim 15, further comprising decoding said encoded video stream to form a decoded video stream; and displaying said decoded video stream.

17. The method of claims 15 or 16, wherein said generating said representative data comprises mapping said texture image onto said coded light image according to said correspondence.

18. The method of any of claims 15-17, wherein said generating said representative data comprises generating separate but synchronized video streams of texture images and coded light images; and encoding each video stream separately.

19. The method of claim 18, wherein said mapping said texture image onto said coded light image according to said correspondence is performed after each encoded video stream is decoded.

20. A method for acquiring three-dimensional data in a video stream, comprising: projecting a plurality of time-multiplexed coded light patterns onto an object by a projector; receiving a plurality of coded light images by a first camera; receiving a plurality of texture images from a second camera; determining correspondence between the coordinates of the first and second cameras; generating separate but synchronized video streams of said texture images and of said coded light images; and encoding said video streams to form encoded video streams.

21. The method of claim 20, further comprising decoding said encoded video streams to form decoded video streams; decomposing a video stream of coded light images to a plurality of coded light images; decomposing a video stream of texture images to a plurality of texture images; obtaining codes from the coded light images; reconstructing three-dimensional coordinates of the object from said code, wherein said reconstructing said three-dimensional coordinates comprises determining one or more calibration parameters for said first camera before receiving said coded light images; and generating representative data from the three-dimensional coordinates of the object, the texture image and the coded light
image according to said correspondence by mapping said texture image onto said coded light image.

22. The method of any of the above claims, wherein said encoding is performed with an algorithm that is MPEG standard compatible and wherein said decoding is performed with an algorithm that is MPEG standard compatible.
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