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A lincar time approximation algorithm for the weighted set-covering problem is
presented. For the spacial case of the weighted vertex cover problem it produoces &
salution of weight which is a1 most twice the weight of an optimal solution.

INTRODUCTION

The weighted set-covering problem can be stated as follows. There is a
finite family of a finite sets: S5, 8,,...,S,. and each set §, has a given weight
w,. which is a real nonnegative number. Let U be U7, S, (the universal set).
One wants 1o find a subsct of the family specified by / C {1.2....,n} such
that

Us =vu. (1)
t&J
for which the total weight
2w (2)
cf

is minimum. This problem is known to be NP-hard. even if all the weights
are equal to 1 (see, for example, [1], [2). or [3]).

In view of this fact one is naturally led to search for polynomial-time
approximation algorithms. The best known result is by Chvatal {4]. His
algorithm can be implemented easily in time X mlogn), wherem = 27 _,|S 1,
and the weight of its result, W, satisfies

W< W,,-Ollogd), (3)
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where W, is the weight of an optimal solution and d = Max,|5;].

Lately, another polynomual-time approximation algorithm has been pro-
powdbyHochhaum[S].Shcusuasolutionollliwmmdn;
probkmnndlhu’dom.thcpmofthatbua]goﬁthispdymuﬁﬂrdiaon
the Russian algorithm for solving linear programming in polynomial me
(see, for example, [6]). The weight of the solution of Hochbaum’s algorithe,
W, satisfies the condition

W= Ww'!o (‘)
thmmnmwdmw@mm:mmmu
e,.2;...-.¢, be the clements in U. Define

F(j)= {”‘j €S},
then
£ = Max| ().

Thismultisumnﬂyinfﬂioerhvttﬂ'smﬂt.butinthcuseollhe
vertex covef, it is most attractive.

The weighted veriex cover problem is as follows. One is given a finite
undirected graph G(V.E). and cach veriex o is assigned a nonncgative
-@tqo)mpdhloﬁm:mbmdms.mmlhm
edp.umm:ofiumdpdnuisins.nndsmmcminimumvu‘;ht
W(S) = I, esw(P), of all such subscts.

This vertex cover (VC) problem is also NP-hard, cven if all the vertex
wdghuucaqu.ltol(se:l!].[Z]orB]}

There arc many simpic lincar time (in |V] + |E) approximation algo-
rithms, for finding a solution of the unweighted VC problem. which 15 only
at most twice as large as the minimum solution. The first recorded such
solmimisdutoG:wil(we[Z.p.l%).llgoanslollouﬁndaunximal
(butummmynnnmm)mldﬁnginmm.i,gamml
mded;u.M.nnhlhltnotwoedsuithavcmendpdmin
common. Let S be the set of all endpoints of edges in M. Clearly, since M 15
mx.iml.lhemannotbcanedgcinE-MwithnoendpoiminS.Thus.Sis
a vertex cover. Also, for each of the edges in M, one of the endpomts must
be in every venex cover. Thercfore, |S,,| = |M|. Since 2:| M| =|S|
|51 < 2:|Seel-

Onccanmuthewdlhtedvmexcmapmblemasaspecinlmoﬂhe
-dshwdamminsmwhn.MU:E.andlae-chmtuo.us,bc
lkmdemhﬁdmtwoinG.mditswd;htisu(o).Sinccachedgch
incident 10, 8t most, two vertices, f = 2. Thus, Hochbaum's algonthm, as
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she paints out, yields a solution of weight W, for the waghted VC problem,
such that .
W=<2W,,. (5)

Our purpose is to bypass the noed to use a solution of a lincar program.
In the next section we present an algonthm which yviclds a solution of the
set-covering problem which also satisfies (4), and therefore, in the case of
VC., satisfies (5). However, our algonthm does not use a solution of a lincar
program; in fact, its running time is linear in E7_,|S,|. Thus, in the case of
VC its running time is hincar in | E|.

THE ALGORITHM

Let us use the {ollowing notations.

The inpul is a family of sets S|, S;..... S,. and N ={1.2,.._.n). The
universal set is ¢,. ¢,.....¢,and T={1,2,....1}). Foreach fE T, F{y) =
(ile, € §,). The given weight of S, is w,, while SW(i) denotes the “residual”™
weight of 5,. Forj € 7, EW( /) is the “weight” assigned t0 ¢,. / denotes the
set of indices of sets already selected to be in the cover, and will present the
output when the algorithm halts; J denotes the set of indices of clements not
yet covered, angd will be empty when the algorithm halts.

The statements in square brackets are not necessary for running the
algorithm, but are useful in the proof that (4) holds.

(1) Vi SW(i) = w,.[¥j EW{;) « OL

Nt~ B, JT.

(3) Dowhile/ » &

(4) Letj € J.

(5) M — Min(SWG)i € F()))LEW)) « M].
(6) Letk € F{/)suchthat SW(k) = M.

(M Vi€ F(j) SW(i)e— SW(i)— M.
BTV (k) J~T—-S,.

(9) end
(10) Stop.

THEOREM 1. The time-complexity of the algorithm is linear in T7_,|S5,|.

Proof. Each ume the algonthm goes through loop (4)—(B) it speads time
proporuonal 10 | F{ f)|, for steps (5)-(7), and time proportional to |S,| in
step (8). However, cach j and each k come up at most once, and I || F( /)|
= Zl.3.l QED.

Clearly, upon termination, / constitutes a set-cover, however the proof
that (4) holds is more complicated.



WEIOHTED VERTEX COVER PROBLEM 201

THEOREM 2. The totol weight W of the set-cover |, Mrdbym
algorithm, satisfies

WS Wop M| F(J) N 1], (6)

This a posterion bound clearly implies (4), and is the same as Hochbaum's.
Proof. Before we prove (6) let us prove several properties.
YiEN, SW(i)20 (7

This is tree throughout the algorithm, since in step (1), SH{(} « o, and in
step (7) we subtract from cach SW{:), i € F{ j) the least of them.

vieT, EW(j)=0. (8)

In step (1). we start wvaith EWT ;) « 0. and in step (5) we replace it by M,
which by (7) is nonncgative. ‘

YViEN, SWi)+ I EWj)=w, (9)
JES,

Initally, SW{(i) = w, while EW{( ;) = 0. Whea EW{ j) changes 10 M (in siep
(5)), and if j € §, then in step (7). SH{i) is reduced by the same amount
and (9) 13 restored.

Vi €N, 3 EW(j) < w,. (10)
JES
This follows immediately, from (9) and (7).
Vi€l Y EM)=w,. {11)
JES,

This follows from (9) and the fact that when i enters / (denoted by & in the
algorithm) then by steps (6) and (7). SW{i) becomes zero.

Ws I EW() Max|F(j)N 1) (12)
JET
This can be proved as follows.
W=, (by definition)

=3 T EWG)  @yam

€1 jES,
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in lﬁsumuMEW(j)ismwd|ﬂj)nll times. Thas (12) holds.
Now, '
T EW(j) s Max T 5, (13)
wT T

Mhy,'smﬂthMb:

VieEN,. ZySe.
s€s,

vieT. y, 20

M(Mﬁmmladﬁmrhcﬁuﬂj)'sutﬁymmmby(m)
and (8).

Consider now the (dual) program: Minimize 3, vX, @, subject lo the
constranis

vjET T =0
1EARN
ViEN. : x, =0
Let us show that
Max T y; < Min B x;-9,. (14)
JET iEN
This (duality property) follows from
2?;52)'; 2 X, = 2112’}5 21."9:-
€T JET ieRN €N JES, €N
Lul.specilynopﬁmnl set-cover, i.L.,
W,c % (15)
i€l
If we define

S,“ ) HiE' Y
x,=0 i@,

then clearly these x,"8 satisfy the constraints (by I, being 8 set-cover) and
therclore

Wiy = Min T x, . (16}
isM
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By (13), (14), and (16)
3 EW(j) s W,
JET
and by (12) the theorem [ollows. Q.E.D.

Clearly, our proof uses techniques of linear programming (i.c.. duality
theory), but our algorithm does not involve a solution of a linear program.

The bound given by (4), for the performance of our algorithm, is tight.
The following simple example establishes this fact.

S, = {e;}
$; = {eney).
$y = {e.e4}.
: -s.-a = {e).6,\}.
S. - {C"tz.f].... e.}
W T T T T, e

If the algonthm picks j = | as its first value, and j = n as its last, all sets
may be in the resulting coves. Thus, W = n-q, whilc ¥, =aand f=n.
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