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#### Abstract

Distance-based methods for phylogenetic reconstruction are based on a two-step approach: first, pairwise distances are computed from DNA sequences associated with a given set of taxa, and then these distances are used to reconstruct the phylogenetic relationships between taxa. Because the estimated distances are based on finite sequences, they are inherently noisy, and this noise may result in reconstruction errors. Previous attempts to improve reconstruction accuracy focused either on improving the robustness of reconstruction algorithms to this stochastic noise, or on improving the accuracy of the distance estimates. Here, we aim to further improve reconstruction accuracy by utilizing the basic observation that reconstruction algorithms are based on a series of comparisons between distances (or linear combinations of distances). We start by examining the relationship between the stochastic noise in the sequence data and the accuracy of the comparisons between pairwise distance estimates. This examination results in improved methods for distance comparison, which are shown to be as accurate as likelihood-based methods, while being much simpler and more efficient to compute. We then extend these methods to improve reconstruction accuracy of quartet trees, and examine some of the challenges moving forward.
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## 1. Introduction

Reliable estimation of evolutionary distances from molecular sequences is a core task in evolutionary inference, and particularly in phylogenetic reconstruction. Distance-based phylogenetic reconstruction is based on the following two-step approach: first, sequence data from $n$ taxa are used to estimate the number of base substitutions between every pair of sequences in the evolutionary path that connects them; then, the $\binom{n}{2}$ pairwise distances are used to reconstruct the underlying phylogenetic tree. Distancebased algorithms for phylogenetic reconstruction are extremely popular due to their simplicity, reduced computational complexity, and theoretical guarantees. The premise behind this approach is that if the number of substitutions is accurately recovered in step 1 (up to a small tolerable error), then accurate reconstruction can be guaranteed in step 2 (Atteson, 1999). There have been numerous attempts to increase the robustness of distance-based reconstruction algorithms to noise in distances estimated from molecular sequence data (Erdos et al., 1999a,b; Gascuel, 1997; Gronau et al., 2012; Huson et al., 1999). On the other hand, there have been relatively few attempts to improve the accuracy of distance estimates.

[^0]These attempts are based on controlling the complexity of the assumed substitution model (Zharkikh, 1994), or assuming that some parameters of the substitution process are shared among branches of the phylogeny (Hoyle and Higgs, 2003). However, until recently, the prevailing assumption has been that error in distance estimation is strictly determined by the assumed substitution model.

In a recent line of work, we showed that this basic assumption about noise in distance estimation is false (Gronau et al., 2009; 2010). We observed that while standard distance functions typically measure the total expected number of substitutions along an evolutionary path, weighted counts of different substitution types are also valid for the purpose of phylogenetic reconstruction. We suggested an adaptive approach for distance estimation, in which these weights are chosen to minimize the expected estimation error. While the theory behind this approach is relatively new, it has actually been used in practice in a few special cases. For example, in Kimura's 2 parameter model (Kimura, 1980), transition substitutions $(A \leftrightarrow G$ and $C \leftrightarrow T)$ are typically assumed to occur at a higher rate than transversion substitutions $(\{A, G\} \leftrightarrow\{C, T\})$. The standard distance function suggested for this model by Kimura (1980) estimates the total number of substitutions along a given evolutionary path. However, for very long evolutionary paths, in which saturation of transitions leads to noisy estimates of their counts, it is common practice to count only transversions using a formula from Cavender (1978); Farris (1973); Neymann (1971). Both formulas are
valid for the purpose of phylogenetic reconstruction because they estimate additive substitution counts under the K2P model (all substitutions versus only transversions). Consequently, every linear combination of these formulas is also additive, and may be considered as a valid distance function. Gronau et al. (2009) extended this basic observation to a wide range of substitution models, suggesting that distance functions should be adapted to the data being analyzed. The initial study focused on the estimation error of the length of a single evolutionary path, and Gronau et al. (2010) later demonstrated ways in which this approach can be utilized to improve the reconstruction accuracy for certain quartet trees.

In this paper we use the adaptive distance approach to formally examine the relationship between distance estimation noise and reconstruction accuracy. We do this by focusing on the fundamental problem of comparing two distances, which has been shown to provide a useful analytical framework for assessing reconstruction accuracy (Serdoz et al., 2017). This is because nearly all distance-based phylogenetic reconstruction algorithms can be broken up into a sequence of comparisons between linear combinations of distances. For instance, when reconstructing the phylogenetic tree over four taxa, $a, b, c, d$, the classical four-point method (FPM) has to determine which of the following distance sums is the smallest: $d(a, b)+d(c, d), d(a, c)+d(b, d)$, or $d(a, d)+$ $d(b, c)$ (Buneman, 1971). Another example is the Neighbor Joining ( NJ ) algorithm (Saitou and Nei, 1987), which iteratively joins the pair of taxa $i, j$ that maximize $Q(i, j)=\sum_{k} d(i, k)+\sum_{k} d(j, k)-$ $(n-2) d(i, j)$. An immediate consequence of the above observation is that the quality of distance based reconstruction depends on the accuracy of comparison queries, rather than on the numerical accuracies of the $\binom{n}{2}$ pairwise distances.

The main objective of this work is to harness the framework of adaptive distances to enhance the accuracy of comparison queries between distances or their linear combinations. We start by examining the simple problem of comparing the lengths of two independent evolutionary paths (Section 3). In that simple problem we use our notion of distance measures to achieve essentially the same accuracy as methods based on maximum-likelihood, but do that with much lower computational complexity. We then discuss extensions of this simple framework to the more general problem of comparing sums of distances and resolving quartet trees (Section 4).

## 2. Background

We start by presenting the required background on DNA substitution models, distance estimation via SR functions, and noise minimizing SR functions.

### 2.1. Kimura's two parameter substitution model

DNA sequence evolution is traditionally modeled using a process of base substitution along evolutionary paths connecting a set of taxa of interest. For a given path, this process is specified by a $4 \times 4$ substitution rate matrix $\mathbf{R}$ whose off-diagonal entries $R_{i j}$ represent the (positive) rate of substitution from nucleotide $i$ to nucleotide $j$ along the path (diagonal elements are set to ensure rows sum up to 0). Here, we focus on Kimura's two parameter (K2P) model (Kimura, 1980), in which all transition substitutions ( $\mathrm{A} \leftrightarrow \mathrm{G}$ and $\mathrm{C} \leftrightarrow \mathrm{T})$ have the same rate $(\alpha)$ and all transversion substitutions $(\{A, G\} \leftrightarrow\{C, T\})$ have the same rate $(\beta)$, which is typically smaller. A rate matrix in the K2P model is specified by the two parameters $\alpha, \beta>0$ and has the following form: (rows and columns are indexed by nucleotides A, G, C, and T, in that order)
$\mathbf{R}(\alpha, \beta)=\left(\begin{array}{cccc}-\alpha-2 \beta & \alpha & \beta & \beta \\ \alpha & -\alpha-2 \beta & \beta & \beta \\ \beta & \beta & -\alpha-2 \beta & \alpha \\ \beta & \beta & \alpha & -\alpha-2 \beta\end{array}\right)$.
K2P is the simplest substitution model defined by more than one parameter, and a very commonly assumed model in molecular evolution. Another common assumption made when considering a collection of evolutionary paths is that they are homogeneous. In the K2P model this implies that all paths share the same transition-to-transversion (ti-tv) ratio $\kappa=\frac{\alpha}{2 \beta}$. Thus paths in a homogeneous K2P model are often specified by the shared ti-tv ratio $\kappa$ and the total substitution rate $t=\alpha+2 \beta$ of every path. The substitution probabilities associated with an evolutionary path are given by exponentiating the rate matrix $\mathbf{R}$. In K2P, this implies that the transition probability $\left(p_{t i}\right)$ and the transversion probability $\left(p_{t v}\right)$ are given by the following transformations:
$p_{t i}=\frac{1}{4}\left(1+e^{-4 \beta}-2 e^{-2(\alpha+\beta)}\right) ; \quad p_{t v}=\frac{1}{4}\left(1-e^{-4 \beta}\right)$.
The probability of observing an identical base on both sides of the path is given by $1-p_{t i}-2 p_{t v}$.

### 2.2. Substitution rate (SR) functions

The length of an evolutionary path (distance between its end points) is defined by mapping the rate matrix $\mathbf{R}$ to a non-negative real value $d(\mathbf{R}) \geq 0$. Phylogenetic inference requires these distance measures to be additive, s.t. $d\left(\mathbf{R}_{\mathbf{1}}+\mathbf{R}_{\mathbf{2}}\right)=d\left(\mathbf{R}_{\mathbf{1}}\right)+d\left(\mathbf{R}_{\mathbf{2}}\right)$. The standard additive measure used in most cases is the total substitution rate $(t)$, which is simply the sum of all substitution rates (in K2P, $t=\alpha+2 \beta$ ). In a previous study we showed that in a large class of substitution models, any positive linear combination of the eigenvalues of the rate matrix is additive (Gronau et al., 2009). We called these functions substitution rate (SR) functions, and examined ways of selecting SR functions for different phylogenetic inference tasks (see also Gronau et al., 2010). In K2P, the non-zero eigenvalues of a rate matrix $\mathbf{R}(\alpha, \beta)$ are $-4 \beta$ and $-2(\alpha+\beta)$, and thus every linear combination of $\alpha$ and $\beta$ that is positive is an SR function (and all SR functions are of that form). This linear combination can be put in terms of the substitution probabilities $p_{t i}, p_{t v}$ by exponentiating the rate eigenvalues:
$\lambda \triangleq e^{-4 \beta}=1-4 p_{t v} ; \quad \mu \triangleq e^{-2(\alpha+\beta)}=1-2 p_{t i}-2 p_{t v}$,
and representing the linear combination as follows:
$-c_{1} \log (\lambda)-c_{2} \log (\mu)=\left(2 c_{2}\right) \alpha+\left(4 c_{1}+2 c_{2}\right) \beta$.
Because SR functions that are proportional to each other are equivalent, we may associate each $S R$ function with the coefficient ratio $c=c_{1} / c_{2}$, and restrict our consideration to $S R$ functions with $c_{2}=1$ :
$d_{c}(\lambda, \mu)=-c \log (\lambda)-\log (\mu)=2 \alpha+(4 c+2) \beta$.
While valid $S R$ functions might have a negative $S R$ coefficient $c$ (e.g. $d_{-\frac{1}{2}}(\lambda, \mu)=2 \alpha$ ), we restrict our study here to nonnegative SR coefficients. Thus, we consider SR functions ranging from $d_{0}(\lambda, \mu)=-\log (\mu)=2(\alpha+\beta)$ to $d_{\infty}(\lambda, \mu)=-\log (\lambda)=4 \beta$ (the transversion count SR function). Another SR function of interest is $d_{\frac{1}{2}}$, which is proportional to the formula originally suggested by Kimura (1980) for the total rate:

$$
\begin{align*}
d_{\frac{1}{2}}(\lambda, \mu) & =-\frac{1}{2} \log (\lambda)-\log (\mu) \\
& =2\left(-\frac{1}{4} \log \left(1-4 p_{t v}\right)-\frac{1}{2} \log \left(1-2 p_{t i}-2 p_{t v}\right)\right)=2 t \tag{5}
\end{align*}
$$

### 2.3. Inference from observed data

In phylogenetic analysis, we wish to make inference from DNA sequences observed at the leaves of an evolutionary tree (phylogeny). Thus for each path connecting two leaves we are given a pairwise sequence alignment of length $n$, and we assume that every aligned pair of bases was independently generated from the same substitution process along the path. The likelihood of the pairwise alignment can then be expressed as a product of the appropriate substitution probabilities. In the K2P model, a pairwise alignment of length $n$ with $n_{t i}$ transition differences (e.g., [A,G]) and $n_{t v}$ transversion differences (e.g., $[\mathrm{A}, \mathrm{T}]$ ) has the following likelihood:
$\mathcal{L}\left(p_{t i}, p_{t v} \mid n, n_{t i}, n_{t v}\right)=p_{t i}^{n_{t i}} p_{t v}^{n_{t v}}\left(1-p_{t i}-2 p_{t v}\right)^{n-n_{t i}-n_{t v}}$.
Maximum likelihood estimates (MLEs) of the model parameters can then be obtained by setting the substitution probabilities to values that maximize the likelihood function, and then applying the appropriate transformations (see Eq. (2)):
$\hat{p}_{t i}=\frac{n_{t i}}{n}, \quad \hat{p}_{t v}=\frac{n_{t v}}{2 n}$
$\hat{\lambda}=1-4 \hat{p}_{t v}, \quad \hat{\mu}=1-2 \hat{p}_{t i}-2 \hat{p}_{t v}$
$\hat{\alpha}=-\frac{1}{2} \log (\hat{\mu})+\frac{1}{4} \log (\hat{\lambda}), \quad \hat{\beta}=-\frac{1}{4} \log (\hat{\lambda})$.
If the transformation in Eq. (8) leads to negative values for $\hat{\lambda}$ or $\hat{\mu}$, then the path is considered to be saturated, and the parameter estimates $\hat{\alpha}$ and $\hat{\beta}$ are typically set to some arbitrary large value. For instance, if $\hat{\lambda}$ is negative, $n_{t v}$ might be set to the largest possible value given the sequence length $n$, such that $\hat{\lambda}$ is positive (i.e., $\left.n_{t v}=\left\lfloor\frac{n-1}{2}\right\rfloor\right)$, and then, if $\hat{\mu}$ is negative $n_{t i}$ can be set to the largest possible value such that $\hat{\mu}$ is positive (i.e., $n_{t i}=\left\lfloor\frac{n-1}{4}\right\rfloor$ ).

### 2.4. Distance estimation noise

Estimation of parameter values from data is an inherently noisy process. The noise, which is the difference between the true and inferred values, is determined by the parameter values and the length of pairwise alignment used in inference. This inherent noise transforms to distance estimation noise when applying an SR function to the estimated parameters. Gronau et al. (2009) showed that different SR functions have different noise patterns, and then demonstrated that this property can be used to improve the accuracy of phylogenetic reconstruction. These observations are based on two central derivations (see Gronau et al., 2009 for more details). The first is an expression approximating the mean square error (MSE) of a distance estimate obtained from $\hat{\lambda}, \hat{\mu}$ and an SR coefficient $c$ :

$$
\begin{align*}
\widetilde{M S E}(c ; \hat{\lambda}, \hat{\mu})= & \frac{1}{n}\left(c^{2}\left(\frac{1}{\hat{\lambda}^{2}}-1\right)+2 c\left(\frac{1}{\hat{\lambda}}-1\right)\right. \\
& \left.+\frac{1}{2}\left(\frac{1}{\hat{\mu}^{2}}+\frac{\hat{\lambda}}{\hat{\mu}^{2}}-2\right)\right) \tag{10}
\end{align*}
$$

The second is an expression for the SR coefficient that approximately minimizes the relative distance estimation noise defined by the normalized root $\operatorname{MSE}\left(\sqrt{\widetilde{M S} E}(c ; \hat{\lambda}, \hat{\mu}) / d_{c}(\hat{\lambda}, \hat{\mu})\right)$ :

$$
\begin{align*}
& c^{\text {opt }}(\hat{\lambda}, \hat{\mu}) \\
& =\frac{\hat{\lambda}\left(\hat{\lambda} \log \hat{\lambda}+\hat{\lambda}^{2} \log \hat{\lambda}-2 \hat{\mu}^{2} \log \hat{\mu}-2 \hat{\lambda} \hat{\mu}^{2} \log \hat{\lambda}+2 \hat{\lambda} \hat{\mu}^{2} \log \hat{\mu}\right)}{2 \hat{\mu}^{2}(1-\hat{\lambda})(\log \hat{\mu}-\hat{\lambda} \log \hat{\lambda}+\hat{\lambda} \log \hat{\mu})} . \tag{11}
\end{align*}
$$

This noise-minimizing SR coefficient ( $c^{o p t}$ ) also plays a central role in our analysis here.

## 3. Comparing two paths

### 3.1. The two-path model

In this section we examine the fundamental task of inferring which of two independent evolutionary paths is longer. We assume that both paths obey the K2P substitution model and denote by $\left(\lambda_{1}, \mu_{1}\right)$ and $\left(\lambda_{2}, \mu_{2}\right)$ the exponentiated eigenvalues associated with the two K2P paths (see Eq. (2)). To avoid ambiguity as to which path is longer, we assume that the rates of both transitions and transversions are higher in one path than in the other. Specifically, we assume that path 1 is inherently longer than path 2 , meaning that $\lambda_{1}<\lambda_{2}$ and $\mu_{1}<\mu_{2}$. We refer to two independent K2P paths satisfying these requirements as a two-path model, and our objective is to infer which path is longer by observing as input four DNA sequences of length $n$ corresponding to the tips of the two paths.

Inference starts by examining the pairwise sequence alignment for each of the two paths and obtaining maximum likelihood estimates (MLEs) for the four model parameters: $\hat{\lambda}_{1}, \hat{\mu}_{1}, \hat{\lambda}_{2}, \hat{\mu}_{2}$. These estimates are obtained by a simple application of the MLE formula to each alignment separately (Eqs. (7) and (8)). What makes the inference problem complicated is that the estimated parameters might be ambiguous as to which path is longer. For instance, if $\hat{\lambda}_{1}<\hat{\lambda}_{2}$ and $\hat{\mu}_{1}>\hat{\mu}_{2}$, then inference will depend on the SR function we use to measure path length. In this section we examine this problem and suggest methods for selecting SR functions for this task.

### 3.2. Experiments on homogeneous models

We used experiments on simulated data to evaluate different inference methods for the two-path problem. In these simulations, we used homogeneous substitution models, which are commonly assumed in phylogenetic analysis. A homogeneous two-path model is defined by three parameters: the shared ti-tv ratio $\kappa$, and the total rates of the two paths $t_{1}, t_{2}$. In our simulations path 1 is longer than path 2 , hence $t_{1}>t_{2}$. We simulated the substitution process on this homogeneous model using sequences of length $n=500 \mathrm{bp}$. In cases where a simulated path is saturated, we adopted the strategy described in the end of Section 2.3. We then applied a series of inference methods to the four sequences and recorded whether the method successfully inferred that path 1 is longer than path 2. We repeated this process using 100,000 independent simulations to obtain an estimated success rate for each tested inference method on the two-path model in question. By using 100,000 independent simulations, an estimate of $p$ for the success ratio has a standard error that is approximately $\sqrt{p(1-p) / 100,000}$. This standard error is bounded from above by $0.16 \%$ (maximum obtained at $p=0.5$ ).

One of the benefits of using homogeneous models in our experiments is that homogeneous models have a statistically optimal, yet computationally intensive, inference method. Notice that if the estimated model parameters $\hat{\lambda}_{1}, \hat{\mu}_{1}, \hat{\lambda}_{2}, \hat{\mu}_{2}$ are consistent with a homogeneous model, then they are unambiguous as to which path is longer, because $\frac{\log \left(\hat{\mu}_{1}\right)}{\log \left(\hat{\lambda}_{1}\right)}=\frac{\log \left(\hat{\mu}_{2}\right)}{\log \left(\hat{\lambda}_{2}\right)}$ implies that $\left\{\hat{\lambda}_{1}, \hat{\lambda}_{2}\right\}$ and $\left\{\hat{\mu}_{1}, \hat{\mu}_{2}\right\}$ are ordered the same way. This ordering directly determines the inference outcome regardless of the chosen SR function. The problem with this approach is that MLEs under a homogeneous restriction no longer have closed-form solutions and they require applying computationally intensive optimization techniques. This is because the ti-tv ratio $\kappa$ is shared between the two likelihoods of the two alignments that make up the data. Nonetheless,


Fig. 1. Basic methods for inference of longest path applied to homogeneous two-path models with $\kappa=2$ and $t_{2} / t_{1}=0.9$. Success ratios were estimated for the two standard SR functions (Kimura's formula and the transversion only formula) and the 3ML method. Notice that the success ratios of all methods fall within the ambiguous range bounded from below by the number of unambiguous correct cases (lower dashed line) and from above by the number of cases that are not unambiguously incorrect (upper dashed line). Results are based on 100,000 independent experiments run for each model using 500 bp long sequences. Standard errors for success ratio estimates are less than 0.16\% (See Section 3.2).

MLEs for the three free parameters of a homogeneous two-path model ( $\hat{\kappa}, \hat{t}_{1}, \hat{t}_{2}$ ) can be inferred by numeric optimization, and the path inferred to be longer is the one whose total rate $\left(\hat{t}_{i}\right)$ is estimated to be larger. We refer to this method of inference as the 3ML method and use it as a point of comparison for the methods we propose. Our objective is thus to propose inference methods that: (1) do not assume that the model is homogeneous, (2) are much more efficient than 3ML, and (3) whose accuracy is comparable to that of the 3ML method in homogeneous models.

### 3.3. Resolving ambiguity

Consider a two-path model with path 1 inherently longer than path 2 , meaning that $\lambda_{1}<\lambda_{2}$ and $\mu_{1}<\mu_{2}$. We obtain the four parameter MLEs $\hat{\lambda}_{1}, \hat{\mu}_{1}, \hat{\lambda}_{2}, \hat{\mu}_{2}$ and are interested in using them to determine which path is longer. This is done by choosing an SR coefficient $(c \geq 0)$ and comparing the two distances $d_{c}\left(\hat{\lambda}_{i}, \hat{\mu}_{i}\right)=$ $-c \log \left(\hat{\lambda}_{i}\right)-\log \left(\hat{\mu}_{i}\right)$ for $i \in\{1,2\}$. Notice that in some cases, the result of this comparison depends on the choice of $c$, whereas in others it does not. For instance, if $\hat{\lambda}_{1}<\hat{\lambda}_{2}$ and $\hat{\mu}_{1}<\hat{\mu}_{2}$, then for all $c \geq 0$ we have $d_{c}\left(\hat{\lambda}_{1}, \hat{\mu}_{1}\right)>d_{c}\left(\hat{\lambda}_{2}, \hat{\mu}_{2}\right)$ and path 1 is always inferred to be longer. We refer to such cases as being unambiguously correct. We similarly define unambiguously incorrect cases as ones in which $\hat{\lambda}_{1}>\hat{\lambda}_{2}$ and $\hat{\mu}_{1}>\hat{\mu}_{2}$, and refer to the remaining cases, where $\left\{\hat{\lambda}_{1}, \hat{\lambda}_{2}\right\}$ and $\left\{\hat{\mu}_{1}, \hat{\mu}_{2}\right\}$ are ordered differently, as ambiguous. Our study naturally focuses on ambiguous cases, where the path inferred to be longer depends on the choice of SR function. To better understand ambiguity, we examine the difference between the two inferred path lengths as a function of $c$ :

$$
\begin{align*}
\Delta\left(c ; \hat{\lambda}_{1}, \hat{\mu}_{1}, \hat{\lambda}_{2}, \hat{\mu}_{2}\right) & =d_{c}\left(\hat{\lambda}_{1}, \hat{\mu}_{1}\right)-d_{c}\left(\hat{\lambda}_{2}, \hat{\mu}_{2}\right) \\
& =\log \left(\frac{\hat{\lambda}_{2}}{\hat{\lambda}_{1}}\right) c-\log \left(\frac{\hat{\mu}_{1}}{\hat{\mu}_{2}}\right) . \tag{12}
\end{align*}
$$

Because this difference is a linear function of $c$, then it has a single X-intercept at $c_{\text {switch }}=\log \left(\frac{\hat{\mu}_{1}}{\hat{\mu}_{2}}\right) / \log \left(\frac{\hat{\lambda}_{2}}{\hat{\lambda}_{1}}\right)$. SR functions on one side of the intercept result in correct inference and SR functions on the other side result in incorrect inference. In ambiguous cases one side is represented by $d_{0}(\lambda, \mu)=-\log (\mu)$ and the other is represented by the transversion count $d_{\infty}(\lambda, \mu)=-\log (\lambda)$. Our objective is thus to develop methods for determining which 'side' of $c_{\text {switch }}$ is more likely to be correct.

We ran a series of experiments to examine the effect of ambiguity on the inference task. We considered a series of homogeneous two-path models with $\kappa=2$ and $t_{2} / t_{1}=0.9$, and recorded the number of data sets that fall in each of the three types. In
addition, we recorded the accuracy of two standard SR functions: Kimura's formula ( $d_{\frac{1}{2}}$ ) and the transversion only formula ( $d_{\infty}$ ) as well as the 3ML method. All models considered in these simulations resulted in $31 \%-42 \%$ ambiguous cases (Fig. 1; size of interval between the two dashed lines). As expected, the success ratio of all methods was bounded from below by the number of unambiguous correct cases and bounded from above by the number of cases that were not unambiguous incorrect (dashed lines in Fig. 1). As observed in previous studies for other phylogenetic inference tasks, Kimura's SR function performs well when the paths are short, the transversion-based distance performs well for long paths (Gronau et al., 2009), and the ML-based approach provides an upper bound in terms of accuracy.

### 3.4. Choosing a discriminating $S R$ function

One way to address the issue of ambiguity is to measure how much an SR function discriminates between the two path lengths. The measure we use for discrimination is based on Fisher's linear discriminant (Fisher, 1936) and takes into consideration the difference between the two distances and the magnitude of noise involved in their estimation (see Eqs. (12) and (10)).
$\operatorname{DiscScore}(c)=\frac{\left(\Delta\left(c ; \hat{\lambda}_{1}, \hat{\mu}_{1}, \hat{\lambda}_{2}, \hat{\mu}_{2}\right)\right)^{2}}{\widetilde{M S E}\left(c ; \hat{\lambda}_{1}, \hat{\mu}_{1}\right)+\widetilde{M S E}\left(c ; \hat{\lambda}_{2}, \hat{\mu}_{2}\right)}$.
An SR function that maximizes this discrimination score is expected to result in a large difference between estimated path lengths relative to the distance estimation noise, and is thus relatively likely to lead to accurate inference. We tested this assertion on the simulated data from Fig. 1 and saw that the success rates of this inference method (select the function which maximizes DiscScore) were typically higher than those of the standard SR functions, but somewhat lower than the success rates of the 3ML method (Fig. 2). We then tested what would happen if we infer the shorter path by an SR function maximizing the discrimination score computed with the true model parameters $\lambda_{i}, \mu_{i}$. While this approach does not constitute a valid inference method because it makes use of the unknown true parameters values, we view it as an 'oracle' suggesting an SR function for a given twopath model. As such, it provides insight into what makes a good SR function. We see that for nearly all models, the SR function chosen by DiscScore-oracle has a success rate that is practically identical to that of the 3ML method. This fact was further confirmed by checking that for each model examined in these simulations, no single SR function had a success rate that was significantly higher. Thus


Fig. 2. Inference methods based on Fisher's linear discriminant applied to homogeneous two-path models with $\kappa=2$ and $t_{2} / t_{1}=0.9$. Success ratios were estimated for methods based on SR functions maximizing the discrimination score (Eq. (13)) computed from the inferred parameter values (DiscScore) and the (unobserved) true parameter values (DiscScore-oracle). Success ratios for Kimura's formula and the 3ML method are shown for reference. The success ratios of DiscScore-oracle are near optimal, and the success ratios of DiscScore are somewhat lower, likely due to the influence of noise (see Section 3.5). The simulated data sets are the ones generated for Fig. 1, and the maximum standard error of a success ratio estimate is $0.16 \%$.
a
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Fig. 3. $\operatorname{DiscScore}(c)$ is a rational function with quadratic polynomials in the numerator and in the denominator. It has two extrema: one maximum ( $c_{\text {max }}$ ) and one minimum at $c_{\text {switch }}\left(\operatorname{DiscScore}\left(c_{\text {switch }}\right)=0\right)$. DiscScore $(c)$ approaches the same positive value at $\pm \infty$. The graphs here depict two forms of DiscScore $(c)$ observed in our experiments. (a) In a typical unambiguous case ( $c_{\text {switch }}<0$ ), the global maximum is obtained at a positive point $c_{\max }>0$, and $d_{c_{\max }}$ is selected by the DiscScore method. (b) In a typical ambiguous case $\left(c_{\text {switch }}>0\right)$, the global maximum is negative $c_{\max }<0$, which implies that DiscScore selects as an SR function either $d_{0}$ or $d_{\infty}$.

Fisher's linear discriminant provides an excellent oracle for selecting an SR function for a given two-path model, but it appears to be less effective when applied as an inference method to the observed data.

### 3.5. The noise-minimizing $S R$ functions $c_{1}^{\text {opt }}$ and $c_{2}^{\text {opt }}$

We examined the behavior of Fisher's linear discriminant more closely to understand the discrepancy between the DiscScore inference method based on estimated parameter values and DiscScoreoracle based on true values used in simulation. Along the entire real axis ( $c \in[-\infty,+\infty]$ ), the discrimination score typically has a single local maximum and a single local minimum. Since the discrimination score is non-negative, the local minimum is attained at $c_{\text {switch }}$, where the score is zero. We noticed that in all models considered, the maximum point of the discrimination score computed from the true parameters was at a positive and finite SR coefficient $(0<c<\infty)$, which was thus the one used by DiscScore-oracle. This was also true for the discrimination score computed from the estimated parameters in the great majority of unambiguous cases (Fig. 3(a)). However, in all ambiguous cases encountered in our experiments, the local (and global) maximum point was attained in a negative SR coefficient (Fig. 3(b)). Thus in every ambiguous case, the non-negative $S R$ coefficient that maximized the discrimination score was either $c=0\left(d_{c}(\lambda, \mu)=-\log (\mu)\right)$ or $c=\infty\left(d_{c}(\lambda, \mu)=\right.$ $-\log (\lambda)$ ). This means that the DiscScore method is practically the same as choosing the SR function that maximizes the discrimination score among the two extreme SR functions $d_{0}$ and $d_{\infty}$.

This simple observation implies that the DiscScore method can be implemented efficiently by two simple computations rather
than having to find the maximum in the entire range. However, more importantly, it provides some insight into why this method is not as good as the oracle based on the same score. Because they lie on the edges of the range of SR functions, $d_{0}$ and $d_{\infty}$ have large relative distance estimation noise, and the discrimination score could be a poor indicator for their expected accuracy. False inference might be a result of a deceptively high discrimination score for one of these SR functions.

We chose to address this problem by using less noisy SR functions as candidates for inference. Consider the two SR functions that minimize the relative distance estimation noise for the two paths in the model. The coefficients corresponding to these noise-minimizing SR functions are approximated by Eq. (11): $c_{i}^{\text {opt }} \triangleq$ $c^{\text {opt }}\left(\hat{\lambda}_{i}, \hat{\mu}_{i}\right)$. Both SR coefficients are associated with low levels of distance estimation noise for the two paths, and so are other SR coefficients in the range between them, which we refer to as the $c^{\text {opt }}$ range. Consequently, we define $c^{\text {opt }}$-ambiguous cases as data sets in which $c_{\text {switch }}$ falls in the $c^{\text {opt }}$ range. We examined the influence of this focus on the $c^{\text {opt }}$ range on our inference experiments. First, the number of $c^{\text {opt }}$-ambiguous cases was much lower than the number of overall ambiguous cases, and did not exceed $20 \%$ (Fig. 4). Importantly, while the number of unambiguous correct cases increased by $17 \%-21 \%$, the number of unambiguous incorrect cases increased by only $6 \%-13 \%$, resulting in overall improvement in inference accuracy. Consequently, the simple method that infers the long path based on an SR coefficient selected uniformly at random from $\left\{c_{1}^{\text {opt }}, c_{2}^{\text {opt }}\right\}$ is only slightly less accurate than the 3ML method and comparable to the DiscScore method proposed in the previous section.




 0.16\%.


Fig. 5. Advanced inference methods based on the noise-minimizing SR coefficients $c_{1}^{\text {opt }}$ and $c_{2}^{\text {opt }}$ applied to homogeneous two-path models with $\kappa=2$ and $t_{2} / t_{1}=0.9$. We considered different scores for evaluating the two noise-minimizing SR functions: the discrimination score (DiscScore- $c^{0 p t}$ ), and the maximum coefficient (Max- $c^{0 p t}$ ). The DiscScore-c $c^{\text {opt }}$ method has near optimal accuracy, and the simpler Max-c $c^{\text {opt }}$ method has slightly lower success rates, especially for models with intermediate path lengths. The simulated data sets are the ones generated for Fig. 1, and the maximum standard error of a success ratio estimate is $0.16 \%$. Results are shown for models with $t_{1} \geq 0.2$ to enable focus on subtle differences between methods.

### 3.6. Selecting between $c_{1}^{\text {opt }}$ and $c_{2}^{\text {opt }}$

Next, we examined how an informed choice between the two noise-minimizing SR functions would improve inference accuracy compared to the random choice we examined in Fig. 4. One way to select between the two SR functions is by using the discrimination score we defined in Section 3.4. We tested this method, which we termed DiscScore-c ${ }^{\text {opt }}$, on our simulated data and saw that it had a considerably higher success rate than the original DiscScore, which maximizes the discrimination score across the entire range of positive SR coefficients (Fig. 5). Furthermore, DiscScore-c ${ }^{\text {opt }}$ had success rates that were statistically identical to those of the 3ML method across nearly all models tested. We attribute the improved performance to the fact that we are using the discrimination score to evaluate SR functions with low distance estimation noise (see discussion in Section 3.5). We tested this approach also in models with various ti-tv ratios and various ratios between path lengths $t_{2} / t_{1}$ (Supplementary Figure S1), and observed success rates that were very similar to those of the 3ML method in all tested models. Importantly, this near-optimal accuracy is achieved by an inference method that is much simpler than the 3ML method and involves the following steps:

1. Compute the two noise-minimizing SR coefficients $c_{1}^{\text {opt }}$ and $c_{2}^{\text {opt }}$ using Eq. (11).
2. If the path that is longer under $S R$ function $d_{c_{1} \text { opt }}$ is also longer under $d_{c_{2}^{\text {opt }}}$, then return the identity of this path.
3. Otherwise, compute the discrimination scores of $c_{1}^{\text {opt }}$ and $c_{2}^{\text {opt }}$ using Eq. (13) and return the identity of the path that is longer based on the SR coefficient with higher score.

This approach is appealing because it is very efficient and does not require numeric maximization of a complex likelihood function. Indeed, our experiments indicate that DiscScore-c ${ }^{\text {opt }}$ is roughly 46 times faster than 3ML (Supplementary Table S1). Another advantage of this approach is that in cases that are tougher for inference, where the two paths have similar lengths, the two SR coefficients $c_{1}^{\text {opt }}$ and $c_{2}^{\text {opt }}$ are also very similar and the third step is not reached. We considered several selection criteria as alternatives to the discrimination score for step 3, (e.g., ratio between inferred lengths, sum of normalized MSE, distance from $c_{\text {switch }}$ ), and they all had slightly lower success rates. One alternative method worth noting is based on selection of the larger SR coefficient among $c_{1}^{\text {opt }}$ and $c_{2}^{\text {opt }}$. The rationale behind this method, which we call Max-copt, is that two-path models where $c^{\text {opt }}$-ambiguous cases are prevalent typically have at least one long path (see Fig. 4), and in these models large SR coefficients typically have high success rates (see $d_{\infty}$ in Fig. 1). As expected, this method has near optimal success rates for models with short paths (due to few ambiguous cases) and models with long paths (due to choice of large SR coefficient), and some-


Fig. 6. The 2 D function $c^{\text {opt }}(\lambda, \mu)$ defined by Eq. (11) computed in the range $[0$, $1]^{2}$ in a grid with 0.01 intervals. In this range, we see that $c^{\text {opt }}$ is increasing with $\lambda$ and decreasing with $\mu$, establishing Claim 1 . The biologically-relevant subregion where $\lambda>\mu$ is shown to the right of the diagonal red line. The discontinuation line between the two manifolds corresponds to points where the denominator of Eq. (11) is zero.
what lower relative success rates in models with paths of intermediate length (Fig. 5). We revisit this method later in Section 4 when we extend the comparison problem to sums of distances.

### 3.7. Self contraction of noise-minimizing $S R$ function

We encountered an interesting observation about $c^{\text {opt }}$ ambiguous cases in our experiments (Fig. 4). In all these cases, the SR function that correctly inferred that path 1 was longer than path 2 was the one corresponding to coefficient $c_{2}^{\text {opt }}$. In other words, if the two SR functions minimizing the distance estimation noise for the two paths do not agree as to which path is longer, then the SR function that minimizes the distance estimation noise of the shorter path is the one that results in the correct answer. This observation is a consequence of a property of noise-minimizing SR functions, which we call self contraction:
Lemma 1 (self contraction). Let $\hat{\lambda}_{1}, \hat{\mu}_{1}, \hat{\lambda}_{2}, \hat{\mu}_{2}$ be estimates of the four parameters in a two-path model, and let $c_{1}^{\text {opt }}$ and $c_{2}^{\text {opt }}$ be the two noise-minimizing $S R$ functions defined by Eq. (11): $c_{i}^{\text {opt }}=c^{\text {opt }}\left(\hat{\lambda}_{i}, \hat{\mu}_{i}\right)$. If $c_{\text {switch }}$ falls between these two coefficients ( $c^{\text {opt }}$-ambiguous case), then for every $i \in\{1,2\}$, the $S R$ function corresponding to $c_{i}^{\text {opt }}$ infers that path $i$ is the shorter path among the two: $d_{c_{i}^{\text {opt }}}\left(\hat{\lambda}_{i}, \hat{\mu}_{i}\right)<$ $d_{c_{i}^{\text {opt }}}\left(\hat{\lambda}_{3-i}, \hat{\mu}_{3-i}\right)$.

Note that this lemma implies that if path 1 is longer, then $c_{2}^{\text {opt }}$ will lead to correct inference in all $c^{\text {opt }}$-ambiguous cases, as we observed in our simulations. This self-contraction property follows from a basic property of the formula for the noise-minimizing SR coefficient, which we confirmed by computing the values of $c^{\text {opt }}(\lambda, \mu)$ in the range $[0,1]^{2}$ (see Fig. 6):
Claim 1. Let $c^{\text {opt }}(\lambda, \mu)$ denote the noise-minimizing $S R$ coefficient defined by Eq. (11). Then $c^{\text {opt }}$ is a monotonic increasing function of $\lambda$ and a monotonic decreasing function of $\mu$.

Proof of Lemma 1. (self contraction). For a given SR coefficient, $c$, denote by $\Delta(c)=d_{c}\left(\hat{\lambda}_{1}, \hat{\mu}_{1}\right)-d_{c}\left(\hat{\lambda}_{2}, \hat{\mu}_{2}\right)$ the difference between the lengths of the two paths according to $c$ (see Eq. (12)). We need to prove that $\Delta\left(c_{2}^{\text {opt }}\right)>0$ and $\Delta\left(c_{1}^{o p t}\right)<0$. Because we assume a $c^{\text {opt }}$-ambiguous case, then one of these differences is positive and the other is negative. We can thus prove that $\Delta\left(c_{2}^{\text {opt }}\right)>0$ by showing that $\Delta\left(c_{2}^{\text {opt }}\right)>\Delta\left(c_{1}^{\text {opt }}\right)$. Recall that in ambiguous cases, $\left\{\hat{\lambda}_{1}, \hat{\lambda}_{2}\right\}$ and $\left\{\hat{\mu}_{1}, \hat{\mu}_{2}\right\}$ are ordered differently. If we assume $\hat{\lambda}_{1}<\hat{\lambda}_{2}$, then
we have $\hat{\mu}_{1}>\hat{\mu}_{2}$, implying through Claim 1 that $c_{1}^{\text {opt }}<c_{2}^{\text {opt }}$, and through Eq. (12) that $\Delta(c)$ is a monotonic increasing function in $c$. Thus, $\Delta\left(c_{1}^{\text {opt }}\right)<\Delta\left(c_{2}^{\text {opt }}\right)$, as required. If, on the other hand, $\hat{\lambda}_{1}>$ $\hat{\lambda}_{2}$, then $\hat{\mu}_{1}<\hat{\mu}_{2}$, implying through Claim 1 that $c_{2}^{\text {opt }}<c_{1}^{\text {opt }}$ and through Eq. (12) that $\Delta(c)$ is a monotonic decreasing function. Thus we still have $\Delta\left(c_{1}^{\text {opt }}\right)<\Delta\left(c_{2}^{\text {opt }}\right)$, as required.

The self contraction property is nicely demonstrated in Fig. 7, which depicts data simulated under models with identical paths. We generated data for a series of homogeneous two-path models with $t_{1}=t_{2}$ and $\kappa=2$ and measured the inference bias of different methods. As expected, all inference methods that are solely based on the observed alignments (Kimura's formula, 3ML, and Max-c ${ }^{\text {opt }}$ ) show no bias and infer both paths as being longer roughly the same number of times. However, a method based on the SR function that minimizes the distance estimation noise of path 2 shows significant inference bias toward path 1.

In principle, we would like to use this bias caused by the selfcontraction property to improve inference accuracy. Note that by using the SR function that minimizes the noise for the shorter of the two paths we could obtain success rates that are even higher than those of the 3ML method (upper dashed line in Fig. 4). However, because this requires knowing which path is the shorter one, then this property does not end up having practical implications when comparing two paths. Nonetheless, it may have interesting implications in the context of phylogenetic inference (see Discussion section).

## 4. Resolving quartets and comparing sums of path lengths

### 4.1. Quartet reconstruction

In this section we examine ways of extending methods presented in Section 3 for the problem of comparing two paths to the problem of phylogenetic reconstruction. We focus on quartet trees to demonstrate the usefulness of these methods and outline potential challenges. A quartet is a phylogenetic tree representing the evolution of four taxa (associated with leaves of the tree). In its unrooted form, a quartet has four external edges (edges that touch leaves) and a single internal edge (Fig. 8). The objective of phylogenetic reconstruction in the case of a quartet is to infer the topology of the tree, which is typically represented by the split that the internal edge induces on the leaves. For instance, split ( $a, b \mid c, d$ ) means that all four paths connecting taxa $a, b$ with taxa $c, d$ traverse through the internal edge.

The split of a quartet can be inferred quite simply by observing the lengths of the six paths connecting all pairs of taxa. Denote by $d(i, j)$ the length of the path connecting taxa $i$ and $j$. Since a path length is the sum of lengths of edges that make up that path, we get for a quartet with split $(a, b \mid c, d)$ :
$d(a, c)+d(b, d)=d(a, d)+d(b, c)>d(a, b)+d(c, d)$.
The difference between the first two sums in Eq. (14) and the third one equals twice the length of the internal edge. Hence, the quartet split can be inferred by examining the three sums of path lengths specified in Eq. (14), and choosing the split corresponding to the smallest sum (the two paths considered in the sum do not contain the internal edge). This inference method is called the four point method (FPM; see Buneman, 1971 and Sattath and Tversky, 1977), and it is the cornerstone of distance-based phylogenetic reconstruction methods.

Inference of quartets using the FPM depends on our ability to accurately compare sums of distances, thus the approaches we introduced in Section 3 to compare path lengths may be useful in this setting as well. However, there are some potential complications that stem from differences between the two-path prob-


Fig. 7. Distinguishing between two identical paths in homogeneous two-path models with $\kappa=2$ and $t_{2}=t_{1}$. We considered three different inference methods (see legend) as well as a method that uses the SR function that minimizes the distance estimation noise of path $2\left(c_{2}^{\text {opt }}\right)$. For each method we measured the proportion of times in which it infers that path 1 is longer than path 2 , which we expect to be $50 \%$. Indeed, the three inference methods are all observed to be unbiased, but the method based on $c_{2}^{\text {opt }}$ infers path 1 to be longer in as much as $60 \%$ of the data sets for models with long paths. This biased inference is a direct result of the self-contraction property (Lemma 1 ). Results are based on 100,000 independent experiments run for each model using 500 bp long sequences. Standard errors for success ratio estimates are less than $0.16 \%$ (See Section 3.2).


Fig. 8. A general diagram of an unrooted quartet. The quartet has four external edges and a single internal edge. The length of each edge corresponds to the evolutionary distance between the two nodes it touches. The split induced by this quartet is designated by $(a, b \mid c, d)$.
lem and quartet reconstruction: (1) the FPM compares sums of lengths and not the lengths directly, (2) the inference task has three possible outcomes and not two, and (3) the six paths considered share common edges and are thus not independent as assumed in the two-path model. In the remainder of this section we suggest extensions of the adaptive distance methods presented in Section 3 to quartet inference and we examine the impact of these three issues.

### 4.2. Ambiguity in quartet reconstruction

Applying the FPM to data, we first have to obtain length estimates for the six paths in Eq. (14). This is done by estimating MLEs for the K2P eigenvalues $\hat{\lambda}_{i j}, \hat{\mu}_{i j}$ for each of the six paths connecting pairs of taxa $i, j$, and applying an SR function to these estimates. The additivity of SR functions (see Section 2.2) guarantees that the length of each path equals the sum of lengths of the edges that make up that path. Let us denote the 12 parameter estimates by $(\hat{\Lambda}, \hat{M})$, and for a given SR coefficient $c$ and a given pair of taxa $\{i$, $j\} \subset\{a, b, c, d\}$, denote by $d_{c}(i, j)=d_{c}\left(\hat{\lambda}_{i j}, \hat{\mu}_{i j}\right)$. The FPM is implemented by computing the following 3 -dimensional vector:

$$
\begin{align*}
\operatorname{FPMsums}(c ; \hat{\Lambda}, \hat{M})= & \left(d_{c}(a, b)+d_{c}(c, d), d_{c}(a, c)\right. \\
& \left.+d_{c}(b, d), d_{c}(a, d)+d_{c}(b, c)\right) \tag{15}
\end{align*}
$$

The choice of SR function influences the outcome of the FPM by affecting the entries of the FPMsums vector. Recall that in the two-path problem, inference was based on determining the smallest entry in a two-dimensional vector $\left(d_{c}\left(\hat{\lambda}_{1}, \hat{\mu}_{1}\right), d_{c}\left(\hat{\lambda}_{2}, \hat{\mu}_{2}\right)\right)$. We observed that entries in this two-dimensional vector were linear functions of the $\operatorname{SR}$ coefficient $c$, and ambiguous inference was a result of the intersection of these two lines at a positive SR coefficient $c_{\text {switch }}$. In the quartet reconstruction problem, the three en-
tries of $\operatorname{FPMsums}(c ; \hat{\Lambda}, \hat{M})$ are also linear functions of the SR coefficient $c$ (e.g., $\left.d_{c}(a, b)+d_{c}(c, d)=-\log \left(\hat{\lambda}_{a b} \hat{\lambda}_{c d}\right) c-\log \left(\hat{\mu}_{a b} \hat{\mu}_{c d}\right)\right)$. Ambiguous quartet inference is thus a result of intersection points between these lines that satisfy the following conditions (Fig. 9): (1) the intersection is at a positive SR coefficient $c_{\text {switch }}>0$, and (2) none of the three lines passes below the intersection point at $c_{\text {switch }}$. Because you cannot have three intersection points that satisfy the second condition, there are at most two switch points for inference. Furthermore, inference is convex in the sense that if SR coefficients $c_{1}$ and $c_{2}$ result in the same inferred split, then so does any $S R$ coefficient in the range between them. This implies that ambiguity in quartet inference is similar to ambiguity in the two-path problem described in Section 3, with the main difference being that there are possibly three results for inference instead of two.

### 4.3. Adaptive quartet inference methods

One of the main conclusions from examining the two-path problem was that it is very useful to restrict consideration to SR coefficients which are likely to be less noisy. In the quartet model we have six paths, each of which has its noise-minimizing SR coefficient $c_{i, j}^{\text {opt }}=c^{o p t}\left(\hat{\lambda}_{i j}, \hat{\mu}_{i j}\right)$ (Eq. (11)). The $c^{o p t}$-range is thus defined by the minimal range containing these six noise-minimizing SR coefficients. If all six SR functions agree on the inferred split (the smallest entry in the FPMsums vector is in the same index), then this split is returned. If they disagree, then we use some criterion to decide which $S R$ function is more likely to be correct.

A criterion that proved to be very useful in the two-path model was the discrimination score based on Fisher's linear discriminant (Eq. (13)). Extending this score to the quartet model requires considering all different noise estimates in the denominator and the relevant difference in the numerator (squared). In the twopath model, this was simply the difference between the two path lengths. Here, we consider the difference between the smallest entry in the FPMsums vector and the second smallest entry. We denote this difference by $\Delta F P M s u m s$, and define the quartet discrimination score as follows:
$\operatorname{DiscScoreQuart}(c ; \hat{\Lambda}, \hat{M})=\frac{(\Delta F P M s u m s(c ; \hat{\Lambda}, \hat{M}))^{2}}{\sum_{\{i, j\} \subset\{a, b, c, d\}} \widetilde{M S E}\left(c ; \hat{\lambda}_{i j}, \hat{\mu}_{i j}\right)}$
The DiscScoreQuart method for inferring a quartet split is thus given by applying the FPM on distances obtained by using the SR function that maximizes the quartet discrimination score. In our experiments we consider this method and the adaptive method
that uses the largest among the six noise-minimizing SR coefficients (Max-c $c^{\text {opt }}$-Quart).

### 4.4. Experiments on homogeneous quartets

As with the two-path problem, we tested our methods on quartets simulated under a homogeneous model, so that we could compare our methods, which do not assume homogeneity, to an approach that explicitly makes use of the homogeneous assumption to increase its accuracy. Homogeneous quartets have six free parameters: the total rates of the five edges and a shared ti-tv ratio. However, obtaining MLEs of these six parameters together with the quartet split is an extremely computationally intensive task. A more practical and commonly used approach for this problem is based on estimating a shared ti-tv ratio and total rates for the six paths connecting pairs of taxa (Felsenstein, 1989). As in the 3ML method for the two-path problem, estimation is done by examining all six pairwise alignments, and assuming that the six paths are independent (share no edges) but share a common ti-tv ratio. The inferred split is then obtained by applying the FPM to the MLEs of the six total rates. This method, which we term the 7ML method, always produces a valid split, and it uses the homogeneous assumption to reduce the number of free parameters from 12 to 7.

Our experiments used data simulated on a series of homogeneous quartets to compare adaptive distance-based methods, which do not assume homogeneity, to the 7ML method as a point of reference. We considered several archetypical quartet shapes (see Sections 4.5 and 4.6 below). As in Section 3, for each quartet we ran 100,000 simulations of the substitution process along the quartet using sequences of length $n=500 \mathrm{bp}$, and followed the same approach for handling cases with saturated paths. Accuracy rates of different inference methods were recorded using the number of times that the correct split $(a, b \mid c, d)$ is produced. As in our previous simulations, the standard error of our accuracy estimates are bounded from above by $0.16 \%$ (see Section 3.2).

### 4.5. Symmetric quartets

We start by examining symmetric quartets. Symmetric homogeneous quartets have identical external edges, and are thus defined by three parameters: the shared ti-tv ratio, the total rate of the internal edge, and the total rate of all external edges (Fig. 10). In symmetric quartets we have only two types of paths: paths traversing the internal edge (long paths), and paths not traversing the internal edge (short paths). The four long paths have identical substitution parameters (total rate $t_{\text {long }}$ ) and the two short paths are identical as well (total rate $t_{\text {short }}$ ). Thus in a way, quartet inference becomes a problem of identifying which entry of the FPMsums vector is associated with the two short paths, making inference in symmetric quartets very similar to inference in a two-path model.

We simulated data for a series of symmetric quartets with titv ratio of $\kappa=2$, and $t_{\text {short }} / t_{\text {long }}=0.9$, and compared the inference success rates of the adaptive distance-based methods to the success rates of the 7ML method and the two standard distance-based methods (based on Kimura's original formula and the transversion only formula). As expected, the two adaptive methods, DiscScoreQuart and Max-c $c^{\text {opt }}$-Quart, outperformed the standard distancebased methods, and were as accurate as the 7ML method (Fig. 11). This is interesting, because in the two-path problem, the discrimination score was a considerably better criterion than the maximal coefficient (Fig. 5).


Fig. 9. The figure depicts the three linear functions corresponding to the three entries of $\operatorname{FPMSums}(c ; \hat{\Lambda}, \hat{M})$. The inferred split for a given SR function, $d_{c}$, is given by the identity of the line which is below the other two in position $c$. There are at most two switch points between inferred splits. A switch point is an intersection between two of the three linear functions, and there are at most three intersection points between the three lines. Additionally, if there are three intersection points, then one of the lines (green in figure) is below the intersection point of the other two lines (blue and red in figure), implying that this intersection is not a switch point. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)


Fig. 10. Symmetric homogeneous quartets are defined by three parameters: the shared ti-tv ratio, the total rate of the internal edge, and the total rate of all external edges. The diameter of the quartet $\left(t_{\text {long }}\right)$ is defined by the total rate of the longest path in the quartet (between $\{a, b\}$ and $\{c, d\}$ ).

### 4.6. Asymmetric quartets

Reconstruction of symmetric quartets is relatively similar to the two-path problem because symmetric quartets have only two distinct types of inter-taxon paths and the two short paths contribute to the same sum in the FPM (Eq. (14)). We thus expect that breaking this symmetry will complicate the inference task. To examine this, we considered quartets in which two of the external edges are longer than the other two. Such asymmetric quartets have three distinct types of edges: the internal edge (typically short), the two long external edges (which are identical), and the two short external edges (also identical). Together with the shared ti-tv ratio, such quartets are defined by four free parameters. The shape of the quartet also depends on whether the identical external edges are on different sides or on the same side of the internal edge. The former type of quartets is associated with the so-called "Felsenstein" zone, which was used to show that the maximum parsimony criterion for phylogenetic inference is statistically inconsistent (Felsenstein, 1978) and also associated with the phenomenon of long-branch attraction (Bergsten, 2005). The latter type is associated with the so-called "Farris" zone, where maximum parsimony was shown to outperform maximum likelihood as a criterion for phylogenetic inference (Siddall, 1998). We thus refer to these





 $0.16 \%$ (See Section 4.4).


Fig. 12. Two archetypes of asymmetric quartets. In both types, there are two identical long external edges and two identical short external edges. These quartets are thus defined by four free parameters: the shared ti-tv ratio, the total rates of the long external edges, short external edges, and the total rate of the internal edge. In Felsenstein quartets (a), the identical external edges are on different sides of the internal edge, and in Farris quartets (b), the identical external edges are on the same side.
two archetypes of quartets simply as Felsenstein quartets (Fig. 12(a)) and Farris quartets (Fig. 12(b)).

We conducted experiments on a series of Felsenstein and Farris quartets. We parameterized these quartets according to the total rate of the long path $t_{\text {long }}$ containing both long external edges (and the internal edge for Felsenstein quartets). The ratio between the total rate of the internal edge and $t_{\text {long }}$ was set to $1: 5$, and so was the ratio between the total rates of the short and long external edges. As with symmetric quartets, the adaptive distance-based methods are generally better than the standard ones in both types of quartets, but the overall patterns of performance are somewhat more complex (Fig. 13). For instance, both adaptive methods appear to have relatively better performance in Farris quartets than in Felsenstein quartets. This preference appears to be stronger for the DiscScoreQuart method than for Max-c $c^{\text {opt }}$-Quart.

### 4.7. Topological bias in quartet reconstruction

Our experiments on asymmetric quartets indicate an inherent topological bias in quartet reconstruction. Such bias is often attributed to the phenomenon of "long branch attraction", and different phylogenetic inference methods have been shown to have varying degrees of sensitivity to this phenomenon (Siddall, 1998). To examine and quantify this bias more carefully, we conducted a series of additional simulation experiments on quartets with no internal edge. These are quartets that have a star topology with only four edges, all of which are external and connected to a single internal node. Two of the edges are short (identical) and the other two are five times longer (Fig. 14(a)). Note that one of the six inter-
taxon paths in the resulting quartet is short (two short edges), one path is long (two long edges), and the other four paths are of intermediate length (short edge and long edge). In the FPMsums vector, one entry corresponds to the sum of the short and long paths, and the other two sums correspond to the sums of two intermediate paths. All three sums are identical when considering the true distances, because there is no internal edge. Therefore, given noisy distance estimates, the FPM is expected to return each of the three topologies with equal probability.

We applied different quartet inference methods to these quartets and recorded the number of times that the split $(a, b \mid c, d)$ was returned (the split separating the two long edges from the two short edges). We see that all methods have a bias in favor of this split, and that the bias increases with the scale of the quartet. The two standard distance-based methods (Kimura's formula and the transverion count) have relatively weak bias, remaining below $12 \%$ for all scales. As expected, the 7ML method also has very weak bias, only slightly stronger than that observed for the transversion count distance-based method. The adaptive distancebased methods both have somewhat higher degrees of bias, with Max-copt-Quart being somewhat less biased. These results reflect the differences we observed between the performance of the different methods in Felsenstein and Farris quartets: methods with a stronger bias in Fig. 14 show larger differences in their accuracy rates between Fig. 13(a) and (b).

The fact that even standard distance-based methods have some topological bias indicates that this bias is partly due to statistical noise in the distance estimates. This inherent bias makes it more challenging to choose reliable SR functions for inference, because an SR function might appear to confidently infer a quartet split, but this confidence could be a result of biased estimation. Indeed, we see that our adaptive methods are more sensitive to this topological bias.

## 5. Discussion

Accurate distance-based phylogenetic reconstruction depends on our ability to compare between sums or linear combinations of inter-taxon distances. In this study we examined in detail the basic challenge of comparing the lengths of two independent paths using the framework of adaptive SR functions. The potential of this approach stems from three basic insights: (1) Different SR functions may result in different inference of the identity of the longer path, (2) different SR functions have different levels of distance estimation noise, and (3) we can estimate the expected noise from sequence data. Using these insights, we developed a simple and ef-


Fig. 13. Experiments on data simulated under asymmetric homogeneous K2P quartets with $\kappa=2$, and where the ratio between the total rate of the internal edge and the total rate of the long path ( $t_{\text {long }}$ ) was set to $1: 5$, and so was the ratio between the total rates of the short and long external edges. Data were simulated for Felsenstein quartets (a) and Farris quartets (b). Inference accuracy was measured for the adaptive distance-based methods (DiscScoreQuart and Max-copt-Quart) and compared to the accuracy of standard distance-based methods (Kimura's formula and the transversion only formula) and the 7ML method. Differences between performance on symmetric and asymmetric quartets can be attributed to differences in topological bias (see Fig. 14). Standard errors for success ratio estimates are less than $0.16 \%$ (See Section 4.4 ).


Fig. 14. Experiments on data simulated under asymmetric homogeneous K2P quartets, $\kappa=2$, with no internal edge, two short external edges and two long external edges (a). (b) Inference rates of the ( $a, b \mid c, d$ ) split were measured for the adaptive distance-based methods (DiscScoreQuart and Max-copt -Quart) and compared to the rates of standard distance-based methods (Kimura's formula and the transversion only formula) and the 7ML method. Because these quartets do not have an internal edge, we expect the inference ratio to be exactly $\frac{1}{3}$. The difference between the inference ratio and $33.3 \%$ (horizontal dashed line) measures the bias toward the ( $a, b \mid c, d$ ) split. All method have some bias, with the adaptive distance-based methods showing the highest levels of bias. Standard errors for inference ratio estimates are less than $0.16 \%$ (See Section 4.4).
ficient method to select an $S R$ function for a given comparison. Our proposed method is based on noise-minimizing SR functions introduced by Gronau et al. (2009) and Fisher's linear discriminant. This method is shown to perform as accurately as the ML-based inference for homogeneous models, but unlike ML, our method is not restricted just to homogeneous models and it involves only a few straightforward calculations without the need for numerical optimization. As such, it provides a very appealing alternative to inference based on ML distances, which is the most common practice today.

In the second part of our study, we examined extensions of this basic method to phylogenetic reconstruction, focusing on the fundamental task of quartet inference. Our analysis and experiments indicate some parallels between the two-path problem and the quartet inference problem, but they also highlight some important differences. One basic difference is the fact that paths in a phylogenetic tree are typically overlapping, and thus not independent as assumed in the two-path model. To evaluate the potential influence of dependence, we re-simulated data for our quartet experiments in Figs. 11 and 13 with independent paths (Supplementary Figure S2). These experiments indicate that dependence overall improves the accuracy of all methods. This is because some of the stochastic noise is correlated between overlapping paths, and this correlated noise does not necessarily interfere with comparison be-
tween path lengths. Importantly, the influence of dependence on our adaptive methods appears to be similar to its influence on the ML-based method, so we conclude that assuming independence does not constitute a significant modeling problem.

Another difference between the two path problem and phylogenetic inference is in the number of values involved in each comparison. The two path problem simply compares two path lengths, but phylogenetic reconstruction algorithms involve steps that typically compare many linear combinations of distances. For instance, the four-point method for quartet resconstruction involves a comparison of three distance-sums. The larger number of compared values could potentially lead to a more complicated structure of ambiguity across different SR functions. However, in Section 4.2 we showed that comparing sums of distances results in a simple convex structure in which the number of switch points is guaranteed to be smaller than the number of compared sums. This result extends beyond sums to general linear combinations of distances, implying that the complexity of comparing linear combinations is strictly bounded by the number of values considered. In practice, we expect that there will be ambiguity only between a few similar values. Thus, the number of compared linear combinations is not expected to constitute a significant bottleneck in the inference task.

The main complication we observed in our quartet inference experiments is that of topological bias in the case of asymmetric quartets. Note that in the two-path problem the tough inference cases involve pairs of paths of similar length. This means that the two estimates being compared have similar statistical noise and we can choose an $S R$ function that reduces noise in both estimates. A similar observation can be made for symmetric quartets. Things get more complicated when we introduce asymmetry. Asymmetric quartets can be tough to infer (short internal edge) even when the underlying paths have very different lengths. This is demonstrated well in the Felsenstein and Farris quartets, which combine short, intermediate and long paths. In these cases, we cannot choose an SR function that will reduced the expected noise for all distances, and having different levels of noise for the three sums in the FPMsums vector could contribute to the topological bias shown in Fig. 14.

What appears to make inference difficult in these asymmetric quartets is the fact that we are comparing a pair of balanced paths (of similar length) with a pair of imbalanced paths (one much longer than the other). All methods appear to preferentially "shorten" the unbalanced pair compared to the balanced pair. One of the main challenges of realizing the potential of adaptive distance-based methods in this context is to understand the source of this bias. The self contraction property introduced in Section 3.7 may contribute to bias, since it leads to preferential shortening of certain paths relative to others. Further study of this will lead to development of adaptive methods that better deal with structural bias, and such methods are likely to realize the full potential of the adaptive distance approach by being more statistically robust than standard distance-based methods and much more efficient than ML-based inference.
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