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Abstract. The inference of consensus from a set of evolutionary trees is a fundamental problem
in a number of fields such as biology and historical linguistics, and many models for inferring this
consensus have been proposed. In this paper we present a model for deriving what we call a local
consensus tree T from a set of trees T . The model we propose presumes a function f , called a
total local consensus function, which determines for every triple A of species, the form that the
local consensus tree should take on A. We show that all local consensus trees, when they exist,
can be constructed in polynomial time and that many fundamental problems can be solved in linear
time. We also consider partial local consensus functions and study optimization problems under this
model. We present linear time algorithms for several variations. Finally we point out that the local
consensus approach ties together many previous approaches to constructing consensus trees.
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1. Introduction. An evolutionary tree (also called a phylogeny or phylogenetic
tree) for a species set S is a rooted tree with |S| = n leaves labeled by distinct elements
in S. Because evolutionary history is difficult to determine (it is both computationally
difficult as most optimization problems in this area are NP-hard and scientifically
difficult as well since a range of approaches appropriate to different types of data exist),
a common approach to solving this problem is to apply many different algorithms to
a given data set, or to different data sets representing the same species set, and then
look for common elements from the set of trees which are returned.

There is extensive literature about inferring consensus from ordered sets of trees,
with much attention paid to the properties of the rules for inferring the consensus. In
this paper, we will make an explicit assumption that the consensus rule be independent
of the ordering of the trees in the input; i.e., we will presume that the input to the
consensus problem is an unordered multiset of evolutionary trees, each leaf-labelled
by the elements in S. We call this input a profile, noting that in this paper the
terminology is restricted in meaning as we have indicated.

Several consensus methods are described in the literature for deriving one tree
from a profile of evolutionary trees. These methods include maximum agreement
subtrees [16, 19, 13, 24, 14], strict consensus trees [4, 9], median trees (also known
as majority trees) [5], compatibility trees [10, 11, 12], the Nelson tree [22], and the
Adams consensus [1].

The algorithms for some of these are implemented in standard packages and are
in use; most common, perhaps, are strict and majority consensus tree approaches.
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One notion of the information content of an evolutionary tree is the degree of
resolution indicated by the tree; this can be quantified in a number of ways, for
example, by counting the number of internal nodes or the number of resolved triples1

in the tree. This is because the most usual interpretation of an unresolved triple in an
evolutionary tree is that the evolutionary history of that triple cannot be absolutely
inferred from the data. Thus, for example, a completely resolved tree (i.e., a binary
tree) asserts a hypothesis about the evolution of all triples of taxa, while the star
(i.e., root with all taxa children of the root) does not assert any hypothesis about
the evolution of any triple. One of the motivations for proposing this new model of
consensus tree construction is the observation that on some data sets the strict and
majority consensus trees may be fairly uninformative (i.e., be fairly unresolved).

In this paper, we propose a new model, called the local consensus. This model
is based upon functions, called local consensus functions, for inferring the rooted
topology of the homeomorphic subtree induced by triples of species. We will show
that given any local consensus function, we can determine whether a tree (called the
local consensus tree) consistent with the constraints implied by the local consensus
function can be computed in polynomial time and that many of the natural forms of
the local consensus can be computed in linear time. We also analyze optimization
problems based upon partial local consensus rules and show that many of these can
also be solved in polynomial time. We will show that this method unifies many of the
previously favored approaches while providing greater flexibility to the biologists in
the interpretation of the data. Furthermore, the local consensus trees produced are, in
most cases, significantly more informative (in the sense of more refined; see the above
discussion) than trees produced using the strict or majority consensus methods.

2. Preliminaries.

2.1. Trees. Let S = {s1, s2, . . . , sn} be a set of species. An evolutionary tree
for S (also known as a phylogenetic tree or, more simply, a phylogeny) is a rooted
tree T with n leaves each labeled by a distinct element from S. The internal nodes
denote ancestors of the species in S. For an arbitrary subset S′ ⊂ S we denote by
T|S′ the homeomorphic subtree of T induced by the leaves in S′. In particular, for a
specified triple {a, b, c} ⊂ S we denote by T|{a,b, c} the homeomorphic subtree of T
induced by the leaves labeled by a, b, and c. This topology is completely determined
by specifying the pair of species among a, b, and c whose least common ancestor (LCA)
lies farthest away from the root. If (a, b) is this pair then we denote this by ((a, b), c),
and T is said to be resolved on the triple a, b, c. If T is not binary it may happen
that all three pairs of species have the same LCA. In this case we will say that a, b, c
is unresolved in T and denote this topology by (a, b, c). In this paper, when we say
a triple a, b, c is resolved, we mean that T |{a, b, c} is one of ((a, b), c), ((a, c), b), or
((b, c), a).

For a profile P , which is defined by a multiset {T1, T2, . . . , Tk}, we let P |{a, b, c}
denote the multiset {T1|{a, b, c}, T2|{a, b, c}, . . . , Tk|{a, b, c}}.

Given a tree T containing nodes u, v, w, we let lcaT (u, v, w) denote the LCA of
u, v, and w in T . Also, we let u ≤T v denote that v is on the path from u to the root
of T .

2.2. Local consensus functions, rules, and trees. Let T (a, b, c) denote the
set of rooted subtrees on the leaf set {a, b, c} ⊆ S; thus |T (a, b, c)| = 4, with three of

1See section 2.1 for definitions of a resolved triple and an unresolved triple.
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the trees being resolved and one being the star (i.e., unresolved) tree on a, b, c.

A local consensus function is a function f which specifies the constraints for certain
(i.e., perhaps not all) triples a, b, c of species. Let A be the set of all three element
subsets of S. We define f : A → ∪{a,b,c}∈AT (a, b, c)∪ {∗}. When f(X) = ∗, for some
X = {a, b, c} ∈ A, this indicates that the form of the triple a, b, c is unconstrained.
When f(X) �= ∗∀X ∈ A, i.e., no triple is unconstrained, then f is said to be a total
local consensus function. Otherwise, f is said to be a partial local consensus function.

A rooted tree T (if it exists) which is leaf-labelled by elements from S and which
meets all the constraints implied by the local consensus function f is called an f-local
consensus tree.2 Note that when a triple a, b, c is set to be unconstrained by f , then
T |{a, b, c} can be any of the elements in T (a, b, c). Thus T is a tree such that for all
triples X ∈ A, T |X = f(X), if f(X) �= ∗.

A local consensus function can be applied to a profile P . It is also possible for the
local consensus function to define the form of the output triple based upon the forms
the triple takes in the profile. Such local consensus functions are called local consensus
rules. Let M be the set of all multisets of size k, where each element of a multiset
belongs to T (a, b, c). A local consensus rule is a function f : M → T (a, b, c) ∪ {∗}.
If f(X) = ∗, for some X ∈ M, then f is said to be a partial local consensus rule;
otherwise, f is a total local consensus rule.

Given a profile P and a local consensus rule f , the f -local consensus tree (if it
exists) is a rooted tree T such that for all triples X ⊆ S, T |X = f(P |X), if f(P |X)
�= ∗.3

It is not the case that a local consensus tree necessarily exists for an arbitrary
local consensus function (or rule) applied to an arbitrary input profile. Determining
whether a local consensus tree exists, and constructing it when it does, is the subject
of this paper.

The structure of the paper is as follows. In section 3, we will describe some
general techniques for determining if a local consensus tree exists. In particular, we
will give a polynomial time algorithm (based upon the algorithm in [3]), which can
determine if a local consensus tree exists for an arbitrary local consensus function (or
rule), and construct it when it does. We will also describe a class of natural local
consensus rules and describe general techniques for constructing local consensus trees
from such natural local consensus rules when they exist. In section 4, we then describe
some specific natural local consensus rules and some fast algorithms for constructing
the local consensus trees. In section 5, we consider optimization problems related
to constructing local consensus trees and present efficient algorithms to solve some
of these optimization problems. We conclude in section 6 with a discussion and
suggestions for extensions.

3. Techniques.

3.1. General local consensus functions. For an arbitrary local consensus
function f and an arbitrary profile of trees T = {T1, T2, . . . , Tk}, we can compute
the constraint indicated by f for every triple of species a, b, c. This produces a set of
O(n3) constraints on the consensus tree we wish to construct, where each constraint
is a rooted tree for a triple on a species set a, b, c. This rooted tree may be resolved

2We will also sometimes refer to it simply as a local consensus tree.
3Note that f is defined the same on all triples X ⊆ S. As defined above, the triple labels a, b, c

serve merely as place holders. The definition of a local consensus rule can easily be changed to
accommodate a different rule for each triple.
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(i.e., it may be of the form ((a, b)c)) or it may be unresolved (i.e., of the form (a, b, c)).
If there is a tree T meeting all these constraints, then T is the local consensus tree for
f . Thus, we can reduce the problem of consensus tree construction for an arbitrary
local consensus function to the problem of determining consistency of a set of rooted
triples.

3.1.1. Rooted triple consistency. We present results related to this general
problem.

Theorem 3.1. Determining if a tree T exists which meets a set of constraints
(and constructing it if it does) can be solved in O(pn log n) time if the constraints
include unresolved triples and otherwise can be solved in O(pn) time, where p is the
number of constraints defined by f .

Proof. In [3], Aho et al. describe algorithms which determine if a family of con-
straints on LCA relations can be satisfied within a single rooted tree. We describe here
the simple algorithm they give for the case where the constraints are given as rooted
resolved triples ((x, y), z). For such input the algorithm works top-down figuring out
the clusters at the children of the root before recursing. To do this the algorithm
maintains disjoint sets. Initially all leaves are in singleton sets. For each rooted triple
((x, y), z) the algorithm unions the sets containing x and y to indicate that x and y
must lie below the same child of the root. This algorithm never unions sets unless this
is forced. Recursive calls include constraints that are on species entirely contained
in the same component discovered in the previous call. If all the species are seen to
be in the same component (either initially or during a recursive call), the algorithm
determines that the constraints cannot be simultaneously satisfied. This simple algo-
rithm has a worst-case behavior of O(pn), where there are p LCA constraints and the
underlying set S has n elements which will be leaves in the final tree.

However, we can also solve the consistency problem faster than by using the Aho
et al. algorithm. In [21], an algorithm is given for the problem addressed in [3] for the
case where all the triples are resolved. In this case a faster algorithm can be obtained.

Lemma 3.1 (Henzinger, King, and Warnow [21]). Let A be a set of p resolved
rooted triples on a leaf set S with |S| = n. We can determine in min{O(p

√
n), O(p+

n2.5)} time whether a tree T exists such that T |{a, b, c} is homeomorphic to the rooted
triple(s) in A on {a, b, c} (if such a triple exists in A).

In the context of the rooted triple consistency problem, we also refer to the work
of [8, 7], where the conditions necessary for a given set of triple constraints to define
a tree are investigated.

3.2. Constructing local consensus trees in polynomial time. As a conse-
quence of the results in the previous section, we can prove the following theorem.

Theorem 3.2. Let f be an arbitrary partial local consensus rule and T a set of
k evolutionary trees on S with |S| = n.

1. If every triple which is not set to ∗ is defined to be resolved by f , then we
can determine if the local consensus tree exists and construct it if it does in
O(kn3) time.

2. If f defines some triples (which are not set to ∗) to be unresolved, then we
can determine if the local consensus tree exists and construct it if it does in
O(kn3 + n4 log n) time.

Proof. Given f , T , and a triple A, we can determine the form of Tf |A (for those
triples A for which Tf |A is not unconstrained) in O(kn3) time. If all the triples
which are not set to unconstrained are defined to be resolved, then by Lemma 3.1 we
can determine if the partial local consensus tree exists and construct it if it does, in
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O(n2.5 + p) time, where p is the number of constraints. The total time is therefore
bounded by the cost of computing the triples. If some of the triples are unresolved then
we can use Theorem 3.1 to get an O(kn3 + n4 log n) algorithm which will determine
if the tree exists and construct it when it does.

3.2.1. Constructing local consensus trees from total local consensus
rules. While local consensus trees can be constructed in O(kn3) time from partial
local consensus rules, local consensus trees can be computed even faster when the
local consensus rule is total.

Lemma 3.2 (Kannan, Lawler, and Warnow [18]). Given an oracle O which can
answer queries of “What is the form of T |{a, b, c} for a species set {a, b, c}?”, we can
construct in O(n2) time a tree T consistent with all the oracle queries (if it exists)
and O(rn log n) time if the tree T has degree bounded by r.

Theorem 3.3. Let f be a total local consensus rule. Then given a set of k rooted
trees on n species, we can construct in O(kn2) time the f-local consensus tree Tf if it
exists. If f always returns resolved subtrees, then we can compute Tf in O(kn log n)
time.

Proof. We can implement the oracle determining the form of the homeomorphic
subtree of Tf on a triple a, b, c by first preprocessing the trees to answer LCA queries
in constant time using [20]. Then, answering a query needs only O(k) time. By [18],
we need only O(n2) queries and O(n2) additional work for a total cost of O(kn2) in
the general case. When Tf has degree bounded by r, we have total cost O(krn log n).
If f always returns resolved subtrees, then Tf will be binary, so that the total cost is
O(kn log n).

Note, however, that this algorithm does not verify that the tree constructed is the
local consensus tree; that is, it is possible that the constraints are inconsistent, so that
no local consensus tree exists for that local consensus function (or rule). When it does,
however, the tree constructed will equal the local consensus tree. Thus, when it can
be shown that the local consensus tree does exist, then this method will necessarily
produce the local consensus tree. In general, however, it will be necessary to verify
that the constructed tree is the local consensus tree.

We have described two algorithms for inferring whether a local consensus tree
exists for an arbitrary local consensus function (or rule). When the local consensus
function (or rule) is total, if the local consensus tree exists, it can be constructed
in O(kn2) time, where k is the number of trees in the profile and n is the number
of leaves in each tree. However, the tree that results then needs to be verified to
be the local consensus tree (and the fastest verification algorithm may still require
Ω(kn3) time). When the local consensus function (or rule) is partial, then a slower
O(kn3) algorithm can be used, but it simultaneously constructs and verifies that the
constructed tree is the local consensus tree.

3.3. Local consensus rules. A local consensus rule must handle essentially
three types of situations for each pattern of subtrees in the profile for a triple a, b, c
of species: profile constant on a,b,c; profile compatible on a,b,c; profile incompatible
on a,b,c. The profile of trees may agree on that set a, b, c, and thus all reflect the
same evolutionary history, or the trees may differ (in two different ways) on the triple.
Depending upon the pattern of different subtrees, the local consensus rule may elect
to constrain the form of the output or to leave the output unconstrained for that
triple. However, we will only consider a local consensus rule to be natural if it is
conservative, where by conservative we mean the following definition.



1700 SAMPATH KANNAN, TANDY WARNOW, AND SHIBU YOOSEPH

Definition 3.1. Let P be a profile of evolutionary trees and f be a local consensus
rule. Then f is said to be conservative for every triple a, b, c, iff, f(P |{a, b, c}) =
((a, b), c), then a, b, c is not resolved as ((a, c), b) or ((b, c), a) in any of the trees in
P .

Being conservative is obviously a natural requirement, since to enforce a topolog-
ical constraint which is contradicted in the profile is clearly unmotivated.

We now describe the three general scenarios that may arise and discuss the pos-
sible constraints that may arise under natural local consensus rules.

Profile constant on a, b, c. If all the trees in the profile have the same form on a
triple a, b, c, then we say the profile is constant on a, b, c. In this case, a natural local
consensus rule should either require that the consensus tree have the same form as
the trees in the profile, or it may leave the form unconstrained.

Profile compatible on a, b, c. If all the trees in the profile that have resolved
subtrees for a, b, c have the same resolved form (i.e., no two trees in the profile resolve
a, b, c differently), then the profile is said to be compatible on a, b, c. In this case,
the natural local consensus rule may elect to leave the tree unconstrained for a, b, c;
otherwise, it should constrain the output to either be the unique resolution indicated
by the profile or should constrain it to be unresolved. In the first case, we call the
local consensus rule optimistic, and in the second case we call the local consensus rule
pessimistic.

Profile incompatible on a, b, c. The remaining case is where the profile contains
trees which have different resolutions for a, b, c. In this case, a natural local consensus
rule may elect to require the consensus tree to be unresolved, or it may select one of
the resolutions represented in the profile4 (perhaps selecting the resolution with the
plurality representation), or it may not constrain the output at all.

A local consensus rule can be defined by deciding how it will respond to each of
the different situations that can arise. Thus, for example, a natural local consensus
rule may require that when the profile is constant on a, b, c, then the output tree is
constrained to have that same form, and it may elect to be optimistic in the presence
of compatible forms on a, b, c but may leave unconstrained any triple for which the
profile is incompatible.

In all of our following discussions, we restrict ourselves to profiles of two trees.
The techniques and most observations can be generalized.

4. Specific total local consensus rules. As examples of natural local consen-
sus rules, we will define two total local consensus rules: the optimistic local consensus
(OLC) rule and the pessimistic local consensus (PLC) rule. These are not the only
natural local consensus rules that are worthy of study, but the techniques used for
constructing local consensus trees for these rules are indicative of general approaches
for greatly speeding up the construction and verification phases used in the previous
section.

When the trees are not necessarily binary, the local consensus rule may encounter
triples for which the profile is not constant but is nevertheless compatible. Because a
total local consensus rule must constrain the form of each triple for the consensus tree,
it must determine whether to require that the rooted triple be resolved or unresolved.
This decision is based upon the interpretation of an unresolved triple, which can
be made in one of two ways: any resolution of the three-way split is possible or the
unresolved triple indicates a three-way speciation event. If the local consensus rule

4In this case the conservative nature of the rule need not be maintained.
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chooses to interpret lack of resolution as being consistent with any resolution, then it
will constrain the output to be resolved according to the unique resolution present in
the profile, and otherwise it will constrain the output to be unresolved. The first type
of total local consensus rule is said to be optimistic and the second type pessimistic.

We now define these two consensus rules.

Definition 4.1. Let T1 and T2 be two rooted trees on the same leaf set S. A
rooted tree T is called the OLC of T1 and T2 iff for each triple a, b, c, T |{a, b, c} =
((a, b), c) iff Ti|{a, b, c} = ((a, b), c) and Tj |{a, b, c} = ((a, b), c) or (a, b, c) for {i, j} =
{1, 2}.

Definition 4.2. Let T1 and T2 be two rooted trees on the same leaf set S. A
rooted tree T is called the PLC of T1 and T2 iff for each triple a, b, c, T |{a, b, c} =
((a, b), c) iff T1|{a, b, c} = T2|{a, b, c} = ((a, b), c).

In the next two subsections we discuss efficient algorithms for these rules. But
first we give some basic and standard definitions.

Definition 4.3. Let T be a rooted tree with leaf set S. Given a node v ∈ V (T ),
we denote by L(Tv) the set of leaves in the subtree Tv of T rooted at v. This is also
called the cluster at v and is represented by αv. The set C(T ) = {αv : v ∈ V (T )} is
called the cluster encoding of T .

Every rooted tree in which the leaves are labeled by S contains all singletons and
the entire set S in C(T ); these clusters are called the trivial clusters. We define a
maximal cluster to be the cluster defined by the child of the root. (Here we allow for
a maximal cluster to be defined by a leaf also.)

We also define the notion of compatibility of a set of clusters.

Definition 4.4. A set A of clusters is said to be compatible iff there exists a
tree T such that C(T ) = A.

The following proposition can be found in [17].

Proposition 4.1. A set A of clusters is compatible iff ∀αi, αj ∈ A, αi ∩ αj ∈
{αi, αj , ∅}.

We now state a theorem which will be used in the later sections.

Theorem 4.1. Let T1 and T2 be two rooted trees on the same leaf set S and let
f be a conservative local consensus rule. If the f-local consensus tree T exists, then
C(T ) ∪ C(T1) and C(T ) ∪ C(T2) are compatible sets.

Proof. Suppose not and suppose without loss of generality that C(T ) ∪ C(T1) is
not a compatible set. Then by Proposition 4.1, ∃α ∈ C(T ) and β ∈ C(T1) such that
α ∩ β /∈ {α, β, ∅}. Pick a ∈ α ∩ β, b ∈ α − β and c ∈ β − α. The topology of the
triple a, b, c in T1 is ((a, c), b) while in T it is ((a, b), c). Since f is a conservative local
consensus rule, this is impossible.

4.1. OLC. In this section we look at the problem of finding the OLC tree of two
trees defined in the previous section. Note that the OLC of two trees may not exist.
See Figure 1 for an example.

4.1.1. Characterization of the OLC tree. The following lemma characterizes
the OLC tree when it exists.

Theorem 4.2. Let T1 and T2 be two rooted trees on the same species set S. If
the OLC tree Tolc exists, then C(Tolc) = A, where A = {α∗ | α∗ = α1 ∩ α2, where
α1 ∈ C(T1) and α2 ∈ C(T2), and α∗ is compatible with both C(T1) and C(T2)}.

Proof. Pick any cluster α ∈ A. If we look at any triple x, y, z with x, y ∈ α and
z /∈ α, then this triple will be resolved as ((x, y), z) in one tree and will be either
resolved the same or unresolved in the other tree. In either case, α ∈ C(Tolc).
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Fig. 1. Example showing that the OLC need not always exist. The trees in the box are possible
candidates, but they each fail to maintain the necessary topology for some triple.

Conversely, pick any cluster α /∈ A. There are two cases here, namely, the case
when α is not compatible with at least one of C(T1) and C(T2) and the case when α
is compatible with both C(T1) and C(T2).

Now, when α is not compatible with at least one of C(T1) and C(T2), using
Theorem 4.1, we observe that α /∈ C(Tolc).

For the second case, pick those smallest clusters α1 ∈ C(T1) and α2 ∈ C(T2) such
that α ⊆ α1 and α ⊆ α2. (Note that the nodes v and u defining the clusters α1 and
α2, respectively, are the LCAs in T1 and T2, respectively, of the species in α.) Since α1

and α2 are the smallest clusters in T1 and T2, respectively, containing α and since α
is compatible with both C(T1) and C(T2), this implies that α is the union of clusters
of at least two children of v and also the union of clusters of at least two children of
u. Moreover, ∃a, b ∈ α such that v = lcaT1(a, b) and u = lcaT2(a, b). Furthermore,
∃β ⊆ S, β �= ∅, such that α1 ∩α2 = α∪β. Thus we can pick a c ∈ β and we have that
T1|{a, b, c} = T2|{a, b, c} = (a, b, c). But the topology given by having α ∈ C(Tolc) is
((a, b), c). Thus α /∈ C(Tolc).

4.1.2. Construction phase. Since the OLC rule is conservative, if the tree Tolc

exists, then C(Tolc) ∪ C(T1) is a compatible set of clusters, and hence there exists a
tree T ∗ satisfying C(T ∗) = C(T1) ∪ C(Tolc). If we can construct T ∗ by refining T1,
we can then reduce T ∗ by contracting all the unnecessary edges and thus obtain Tolc.
This is the approach we will take.

Note that this approach breaks the construction into two stages: refinement and
contraction.

Definition 4.5. We say that a tree T1 is a refinement of tree T2 if T2 can be
obtained from T1 by a sequence of edge contractions.

Refining T1. The main objective is to refine T1 so as to include all the clusters
from Tolc. Before we explain how we do this precisely, we will introduce some notation
and lemmas from previous works which enable us to do this efficiently.
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Definition 4.6. Let v be an arbitrary node in a tree T with children u1, . . . , uk.
A representative set of v is any set {x1, x2, . . . , xk} such that xi ∈ αui . We denote
by rep(v) one such representative set.

Lemma 4.1. If the OLC tree Tolc of trees T1 and T2 exists and v ∈ T1, then
Tolc|rep(v) is isomorphic to T2|rep(v).

Proof. The proof follows from the fact that T1|rep(v) is a star.

Definition 4.7. Let v be a node in a tree T with children u1, u2, . . . , uk. Then
N(v) is the subtree induced by {v, u1, u2, . . . , uk}.

We will do the refinement as follows. We will modify the tree T ∗
1 , where T ∗

1 is
initialized to T1. In a postorder fashion, for every v ∈ V (T1) with representative set
{x1, x2, . . . , xk}, identify v∗ = lcaT∗

1
(αv). It can be seen that v∗ also has the same

number of children as v (since the processing is done in a postorder fashion). Say
these are u1, u2, . . . , uk. Replace the subtree T (v∗), rooted at v∗ in the following
manner: we replace N(v∗) by an isomorphic copy of T2|rep(v). Next, we replace xi

by the subtree of T ∗
1 rooted at ui.

Let T ∗ be the tree that is produced after considering all the nodes in T1.

Theorem 4.3. Let T1, T2 be given and suppose Tolc exists. Then the tree T ∗ that
is produced from the algorithm described in the previous paragraph satisfies C(T ∗) =
C(T1) ∪ C(Tolc).

Proof. Since C(Tolc)∪C(T1) is compatible, all we need to show is that Tolc|rep(v)
cannot be a proper refinement of T2|rep(v). If it were, then for some {a, b, c} ⊆ rep(v),
Tolc|{a, b, c} would be resolved while T2|{a, b, c} is unresolved. Since {a, b, c} ⊆ rep(v),
T1|{a, b, c} is also unresolved, forcing Tolc to be also unresolved.

Note that we have reduced the problem of constructing T ∗ to the problem of
discovering T2|rep(v) for each v ∈ T1.

To have a linear time algorithm, however, we need to be able to compute T2|rep(v)
quickly. We cite the following result from [18] which will be useful to us in this case.

Lemma 4.2 (see [18]). Given a left-to-right ordering of the leaves of a tree and
the ability to determine the topology of any triple of leaves a, b, c in constant time, we
can construct the tree in linear time.

To use this lemma we need two things:

(1) we must be able to determine the topology of any triple in T2 in O(1) time
and

(2) we must have for each node in T1 an ordered representative set, where the
ordering is consistent with the left-to-right ordering of the leaves in T2.

To accomplish (1), we first preprocess T2 for LCA queries. Then, to determine
the topology for the triple a, b, c, we simply compare the LCAs of (a, b), (b, c), and
(a, c). The second requirement is more challenging but can also be handled, as we
now show.

Computing all ordered representative sets in O(n) time.

• Initially all nodes in T1 have empty labelings.
• For each s ∈ S, taken in the left-to-right ordering of the leaves in T2, do the

following steps:
1. trace a path in T1 from the leaf for s toward the root, until encountering

either the root or a node which has already been labeled;
2. append s to the ordered set for each such node in the path traced (in-

cluding the first node encountered which has already been labeled).

Figure 2 shows an example of the computation just described.

Note that this computation takes O(n) time since each node v is visited O(deg(v))
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a b c d

e

a b c d

e

a b c d

e
(iii)

w
v

c is added to rep sets of w and v

Left-to-right ordering
a c d b ea c

d
b e

T2T1

(i)

(ii)
u

v

r

a is added to rep sets of u, v and r

(iv) After completion

rep(u) = {a,b}
rep(v) = {a,c}
rep(r) = {a,e}
rep(w) = {c,d}

Fig. 2. Example showing the computation of the representative sets of nodes in T1 based on
the left-to-right ordering of species in T2.

times and that the order produced is exactly as required. Thus, for each node v ∈
V (T1), we have defined a set of leaves such that each leaf is in a different subtree of
v, every subtree of v is represented, and the order in which these leaves appear is the
same as the left-to-right ordering in T2.

We have thus proved Lemma 4.3.

Lemma 4.3. We can compute T2|rep(u) in O(|rep(u)|) time.

We therefore have the following theorem.

Theorem 4.4. Given T1, T2, then we can construct a tree T ∗ such that C(T ∗) =
C(T1) ∪ C(Tolc) whenever Tolc exists in O(n) time.

The rest of the task of constructing Tolc is in the contraction of unneeded edges.

Contracting T . Now that T ∗ satisfies C(T ∗) = C(T1) ∪ C(Tolc), we can simply
go through each edge in T ∗ and check if it needs to be kept or must be deleted. Note
that edges that were added during the refinement phase are required and do not need
to be checked. Therefore, we need only check the original tree edges. Let (u, v) be
such an edge with v = parent(u). From our representative sets for u and v we can
easily choose three species a, b, c such that lca(a, b) = u and lca(b, c) = v. If the
topology of this triple in T2 is resolved differently than ((a, b), c), then we know that
edge (u, v) will have to be contracted; if on the other hand T2|{a, b, c} is either (a, b, c)
or ((a, b), c) then (u, v) will have to be retained in any OLC tree.
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OLC Construction Algorithm

Phase 0: Preprocessing

Make copies T ′
1 and T ′

2 of T1 and T2, respectively. For each node v in each tree T ′
i

(i = 1, 2), compute ordered representative sets ordered by the left-to-right ordering
in the other tree. Preprocess each tree T ′

i to answer lca queries for leaves as well as
internal nodes.

Phase I: Refine T ′
1

Refine T ′
1 in a postorder fashion so that at the end C(T ′

1) = C(T1) ∪ C(Tolc) if
Tolc exists.

Phase II: Contract T ′
1

Contract edges e ∈ E(T ′
1) such that ce, the cluster below e, lies in C(T1)−C(Tolc).

We have thus shown the following theorem.

Theorem 4.5. The algorithm stated above constructs the OLC of two trees T1

and T2 if the OLC exists.

Analysis of Running Time

Phase 0: Preprocessing

In [20], Harel and Tarjan give an O(n) time algorithm for preprocessing trees to
answer LCA queries in constant time. We have already shown that computing the
ordered representative sets takes O(n) time. Thus the preprocessing stage takes O(n)
time.

Phase I: Refining T ′
1

This stage involves local refinements of T ′
1, and we have shown that the cost of

refining around node v is O(deg(v)). Summing over all nodes v we obtain O(n) time.

Phase II: Contracting edges

This stage clearly takes only O(n) time.

Theorem 4.6. Construction of the optimistic local consensus tree can be done
in linear time.

4.1.3. Verification phase. We have identified a candidate optimistic local con-
sensus tree. We now have to decide if this is really such a tree or that no such tree
exists.

Lemma 4.4. Let T be a tree on a leaf set S. Let T ∗ be obtained from T through a
sequence of refinements followed by a sequence of edge contractions. Then there exists
a function f : V (T ) → V (T ∗) such that for all v ∈ V (T ), there is a subset Sv of the
children of f(v) in V (T ∗) such that αv = ∪v′∈Sv

αv′ .

Proof. We define f(v) = lcaT∗(αv). Clearly, C(T ∗) ∪ C(T ) is a compatible
set of clusters. Therefore, there is a subset Sv of the children of f(v) such that
∪v′∈Svαv′ = αv.

We take a slight detour and examine the verification of the OLC when the two
input trees are both binary. In this case no triple will be unresolved.

Definition 4.8. A caterpillar is a rooted binary tree with only one pair of sibling
leaves.

Given a leaf labeled caterpillar T ′ with root r and height h, there is a natural
ordering induced by T ′ on its leaves. Let g : S → {1, 2, . . . , h} be a function where
g(s) is the distance of s from r.

Then the species in S can be ordered in the increasing order as a1, a2, . . . , an,
where ai ∈ S such that g(a1) < g(a2) · · · < g(an−1) ≤ g(an). (Note that the pair of
sibling leaves have been arbitrarily ordered.)
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Definition 4.9. Two caterpillars X and Y on the same leaf set are said to be
oppositely oriented iff for all k, the k smallest elements of X are contained among
the k + 1 largest elements of Y and vice versa. See Figure 3.

a b

c
d

e
f

e f

d

b

c

a

T1 T2

Fig. 3. Example of oppositely oriented caterpillars.

Proposition 4.2. Let T1 and T2 be two rooted binary trees on the same leaf set
whose OLC is a star. If a, b is a sibling pair of leaves in T1, then the LCA of a and
b in T2 must be the root of T2.

Proof. Suppose Proposition 4.2 is not true. Then there is a species c such that
the LCA of (a, c) is above the LCA of (a, b) in T2. Then T1|{a, b, c} = T2|{a, b, c} and
hence the OLC of T1 and T2 cannot be a star.

Lemma 4.5. Suppose T1 and T2 are binary trees on the same leaf set and suppose
that they each have at least five leaves. If their OLC tree is a star, then T1 and T2

must be caterpillars.
Proof. Suppose for contradiction that T1 is not a caterpillar. Then it has two

pairs of sibling leaves (a, b) and (c, d). By the previous proposition each of these pairs
must have the root as their LCA in T2. Thus without loss of generality, a and c lie
in the left subtree of the root of T2, and b and d lie in the right subtree of the root of
T2.

a b c d a c
x b d

T1 T2
Fig. 4. Topologies of T1 and T2 with respect to a, b, c, d, x.

Let x be any other species besides a, b, c, and d (see Figure 4). Suppose without
loss of generality that x lies in the left subtree of the root of T2. We will consider
the following two triples: x, a, d and x, c, b. In T2 the topology of these triples will be
((x, a), d) and ((x, c), b), respectively.
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We will show that T1 agrees on at least one of these triples. There are two cases.
If x lies in the left subtree of the root of T1, then the topology of the triple x, a, d in
T1 is clearly ((x, a), d) and if x lies in the right subtree of the root of T1, then the
topology of the triple x, c, b in T1 is ((x, c), b). Thus in either case there is a triple in
T1 which agrees with a triple in T2, and the OLC cannot be a star.

Lemma 4.6. Let T1 and T2 be two caterpillars on the same leaf set. Then the
OLC of T1 and T2 is a star iff T1 and T2 are oppositely oriented caterpillars.

Proof. Suppose the two caterpillars are oppositely oriented, i.e., they satisfy the
two intersection conditions. Let x, y, z be any three leaves and let their indices in the
ordering of the leaves of T1 be i < j < k, respectively. Then the topology of x, y,
and z in T1 is (x, (y, z)). Looking at the n− j smallest elements in T2, this set must
contain y or z but cannot contain x. Consequently, the topology of the triple in T2 is
not (x, (y, z)) and the star is a valid OLC.

Conversely, suppose that the two caterpillars do not satisfy the intersection con-
ditions. Without loss of generality, suppose that there exists at least one k such that
the k smallest elements of T2 are not contained within the k + 1 largest elements of
T1. Pick the smallest such k. Say x is the leaf in T2 with rank k and x does not
belong to the set of k+1 largest elements of T1. From the pigeonhole principle, there
will exist at least two leaves of T2 which have ranks greater than k but which are con-
tained in the set of k + 1 largest elements of T1. Suppose the two leaves are y and z.
Then T1|{x, y, z} = T2|{x, y, z} = (x, (y, z)). This implies that the OLC cannot be a
star.

Corollary 4.1. The OLC for two binary trees can be verified to be a star in
linear time.

Now we return to the general case of verifying the OLC of two trees.

Lemma 4.7. Suppose T is the OLC of T1 and T2 (on a leaf set S containing at
least five species). Then T is a star iff either one of the following holds:

1. both T1 and T2 are oppositely oriented caterpillars or
2. both T1 and T2 are stars.

Proof. The “if” direction is easy to see. We now assume that the OLC, T , is a
star. If T1 contains a triple a, b, c that is unresolved, T2 must also be unresolved on
a, b, c. Conversely whenever T1 is resolved on a, b, c, T2 must be (differently) resolved
on a, b, c. Thus either both T1 and T2 are binary or both are not.

In the case that both T1 and T2 are binary, we appeal to the proofs of Lemmas
4.5 and 4.6 to argue that T1 and T2 must be oppositely oriented caterpillars.

If T1 and T2 are not binary, we will show that for any node v in T1 with children
{u1, . . . , uk}, k ≥ 3, there is a node v′ in T2 with children {u′

1, . . . u
′
k} such that

αui = αu′
i
. Pick any three species a, b, c such that a, b, c is unresolved in T1 and let

v = lcaT1(a, b, c). Then a, b, c must be unresolved in T2. Let v′ = lcaT2(a, b, c). We
claim that αv = αv′ . To see why, suppose αv �= αv′ and suppose x ∈ αv, x /∈ αv′

with x being in the same subtree under v as a. Then T1|{b, c, x} = (b, c, x), whereas
T2|{b, c, x} = ((b, c), x). This contradicts the assumption that T is a star. Thus
αv = αv′ .

Next, note that if x and y are under the same child of v in T1 but under different
children of v′ in T2, then there exists a z such that x, y, z is resolved in T1 but
unresolved in T2. This would contradict the fact the T is a star. This establishes the
claim.

This implies that if there is a nonbinary node v that is not the root of T1, we can
find two species a, b (a ≤ v, b ≤ v) and a species c, c �≤ v such T1|{a, b, c} = T2|{a, b, c}.
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Thus the root must have three or more children in this case. But this means that if
any cluster defined by a child of the root contains two or more species, then there is
a triple on which T1 and T2 agree. Thus T1 and T2 must be stars.

The verification proceeds as follows:

Phase 0

Suppose the tree constructed by refining T1 and then contracting the edges in the
resulting tree is T . We will do the same modification on T2, i.e., refine T2 using the
information from T1 and then contract the edges in the resulting tree as before. Call
this tree T

′
. Clearly, if T is not isomorphic to T

′
, we can terminate and output that

the OLC does not exist. This is because we know that a compatible set of clusters
defines a unique tree and we know that the OLC, if it exists, is uniquely characterized.

Phase 1

If Phase 0 is successful, we then verify further. We compute an ordered rep-
resentative set for every node w in V (T ). For each node w in T , do the following
steps.

1. Check if the homeomorphic subtrees of T1 and T2 induced by rep(w) are both
stars or they are both oppositely oriented caterpillars. If they are neither of
these, then terminate and output that the OLC does not exist.

2. Identify the parent of w, say w∗. Look at rep(w∗) excluding the representative
element which is below w. Call this set A. Identify the LCAs of rep(w) in
T1 and T2. Check if there is a species that belongs to A which lies below the
LCA of rep(w) in both T1 or T2. If so, terminate and output that the OLC
does not exist.

Implementation of step 1 of Phase 1. Using the left-to-right ordering of the species
in T1, compute the ordered representative set rep at each node in T as shown in the
previous section. For any u ∈ V (T ), to be able to quickly compute the homeomorphic
subtree of T2 induced by the species in rep(u), we need to know the ordering of theses
species as they appear in the left-to-right ordering of T2. We associate with each u, a
new rep set, rep∗(u), which is the rearranged version of the species in rep(u) accord-
ing to their ordering in T2. We define a function, limit : S → V (T ), which specifies
for each s ∈ S the node v ∈ V (T ) closest to the root of T such that s ∈ rep(v).
The function limit together with the left-to-right ordering of the species in T2 help in
filling the rep∗ sets, since s will belong to the rep∗ sets of all nodes in the path from
s to limit(s). We first show how to compute limit(s)∀s ∈ S using algorithm LIMIT
and then we show how the rep∗ sets are filled.

Initialization:

limit(s) = +∞∀s ∈ S.

Procedure LIMIT

For each v ∈ V (T ) visited in a top-down traversal of T ,
do {

Identify rep(v)
For each s ∈ rep(v) such that limit(s) = +∞

set limit(s) = v
}enddo

Once limit(s) has been identified for all s ∈ S, we proceed to compute rep∗(u)∀u ∈
V (T ) as follows. Look at the left-to-right ordering of the species in T2. Now, for each
species s in the left-to-right order, we trace a path in T from the leaf for s toward
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the root of T and add s to the rep∗ set of each node encountered in this path. We
terminate when we reach limit(s).

Note that this process of identifying rep and rep∗ has to be done only once.

Analysis of running time. The isomorphism test in Phase 0 can be performed in
O(n) using a simple modification of the tree-isomorphism testing algorithm in [2].

There is an O(n) cost for preprocessing of T1 and T2 to answer LCA queries in
Phase 1.

Our implementation of step 1 of Phase 1 involves a one-time O(n) cost in prepro-
cessing to identify rep and rep∗ for each node in T . Then each time step 1 is called
on a node w ∈ V (T ), an additional time of O(deg(rep(w))) is taken.

Exploiting that fact that T1 and T2 have been preprocessed to answer LCA
queries, it can be seen that each step 2 of Phase 1 takes O(deg(w) + deg(w∗)).

Thus the total time taken in the verification phase is O(n).

Correctness of our verification procedure. See Theorem 4.7.

Theorem 4.7. If T passes the above tests, then T is the OLC of T1 and T2.

Proof. We need only show that T handles every triple properly. Each of the
following cases is handled assuming T has passed the isomorphism test.

Case 1. If T passes the isomorphism test with T
′
, then any triple a, b, c such that

the two trees resolve a, b, c differently will be unresolved in T . This follows since T
is created by refining and then contracting both T1 and T2, and these actions cannot
take a resolved triple into a different resolution.

Case 2. This involves a triple a, b, c having the same topology ((a, b), c) in both
T1 and T2. We claim that the first step of Phase 1 will pass only if the topology of
this triple is ((a, b), c). To see why, suppose a, b, c is unresolved in T . (a, b, c cannot
be resolved as (a, (b, c)) or ((a, c), b) in T .) Look at the nodes u and v, which are the
LCAs of a, b in T1 and T2, respectively. The node w in T , which is the lca(a, b, c),
is also lca(a, b) (since a, b, c is unresolved). We infer that f(u) = w, where f is the
function as defined in Lemma 4.4. This is because any node above w will contain the
species c and any node below w will not contain either a or b. By a similar argument,
f(v) = w. Now, when we look at rep(w) and compute the homeomorphic subtrees
of T1 and T2 induced by rep(w), in both of these induced trees, there will exist three
species x, y, z such that x, y are both below u (and v) in T1 (and T2) and z is not in
the character defined by u (and v). Thus in both the induced trees, the triple x, y, z
will have the same topology ((x, y), z). That is, these induced trees will neither be
both stars nor both oppositely oriented caterpillars. Thus the verification process will
terminate and output that the OLC does not exist.

Case 3. This involves a triple a, b, c which is resolved as ((a, b), c) in one tree and
unresolved in the other. The proof of this case essentially follows the lines of the proof
of Case 2.

Case 4. This involves a triple a, b, c which is unresolved in both trees. We claim
that the second step of Phase 1 will pass only if this triple is unresolved in T . To
see why, suppose a, b, c is resolved as ((a, b), c) in T . Let lcaT (a, b, c) = x and let
lcaT (a, b) = y and also suppose without loss of generality that x is the parent of y.
Let y1 be the child of y such that a ∈ αy1 and let y2 be the child of y such that
b ∈ αy2 . Let z �= y be the child of x such that c ∈ αz.

Let u = lcaT1(a, b, c) and v = lcaT2(a, b, c).

We will look at functions f1 and f2 defined by Lemma 4.4 from V (T ) to V (T1)
and V (T2), respectively. Clearly f1(y) = u and f2(y) = v. Note that the cluster
defined by any child of u can have a nonempty intersection with at most one of αy1
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and αy2
. This is similar for v. Thus any representatives chosen from αy1

and αy2
,

respectively, have their LCA at u in T1 and at v in T2. However, f1(z) ≤T1 u and
f2(z) ≤T2 v. Thus any representative chosen from αz will lie below u and v in T1 and
T2, respectively, causing us to conclude that the OLC does not exist.

4.2. PLC. Recall the definition of the PLC tree: Let T1 and T2 be two rooted
trees on the same leaf set S. A rooted tree T is called the PLC of T1 and T2 iff for
each triple a, b, c, T |{a, b, c} = ((a, b), c) iff T1|{a, b, c} = T2|{a, b, c} = ((a, b), c).

Just like the OLC, the PLC tree need not always exist either.

4.2.1. Characterization. The following theorem characterizes the PLC tree of
two trees T1 and T2.

Theorem 4.8. Let T1 and T2 be two trees on the same leaf set S. If the PLC tree
Tplc of T1 and T2 exists, then it is identically equal to T , where C(T ) = C(T1)∩C(T2).

Proof. Pick any cluster α ∈ C(T ). Since α belongs to both the trees, if we look
at any triple x, y, z with x, y ∈ α and z /∈ α, then this triple will have to be resolved
as ((x, y), z). Thus α ∈ C(Tplc).

Conversely, pick any cluster α /∈ C(T ). We have two subcases here.
1. α is not compatible with at least one of C(T1) or C(T2). In this case, from

Theorem 4.1, α /∈ C(Tplc).
2. α is compatible with both C(T1) and C(T2). In this case, pick those nodes

from T1 and T2 that define the smallest clusters containing α. We can pick
a triple a, b, c such that a ∈ α, b ∈ α, c /∈ α and this triple is unresolved in
either T1 or T2. Thus α /∈ C(Tplc).

4.3. Construction phase. By Theorem 4.8, the PLC tree, if it exists, is iden-
tically the strict consensus tree. Thus to construct the PLC tree, it suffices to use the
O(n) algorithm in [9] for the strict consensus tree.

4.3.1. Verification phase. Let T1 and T2 be the input trees, and let T be the
strict consensus tree constructed using the algorithm in [9]. We want to be able to
verify whether T is actually the PLC in the case that T is a star. If T1 or T2 is already
a star then there is nothing to verify since T is the true PLC. So assume that this is
not the case.

There are two cases which we will consider. The first is when either of T1 or T2

(say T1) has at least two children of the root which are not leaves. The second case
is when both T1 and T2 have exactly one child of the root which is not a leaf. Having
made observations about these cases, we can apply a divide and conquer strategy as
seen by the following lemma.

Lemma 4.8. Let T1 and T2 be rooted trees on the same leaf set and let α be a
cluster in their intersection. Let T be the strict consensus tree of T1 and T2. Let
e1, e2, and e be the edges in T1, T2, and T respectively, that are above the respective
internal nodes which define the cluster α. Let a be a species in α. Then T is a PLC
for T1 and T2 iff

(1) the subtree below e is a PLC for the subtrees below e1 and e2, and
(2) upon replacing the subtrees below e, e1, and e2 by a in T, T1, and T2, respec-

tively, T is a PLC for T1 and T2.
Proof. Clearly, if T is the PLC tree for T1 and T2 then conditions (1) and (2) will

hold. Conversely, if (1) and (2) hold, but T is not the PLC tree for T1 and T2, then
there is some triple a, b, c such that T incorrectly handles this triple. If all of a, b, c
are below e then by condition (1), T handles a, b, c correctly. Similarly if at least two
are above e, then by condition (2), T handles this triple correctly. It remains to show
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that T handles all triples where exactly two of a, b, c are below and one is above the
edge e. But then, since the cluster α ∈ C(T1) ∩C(T2) = C(T ), in each of T1, T2, and
T , we have ((a, b)c), so that T handles this triple properly. Thus T is a PLC for T1

and T2.

Thus the verification proceeds by traversing T in a postorder fashion and at
the end of each successful verification step replacing the subtree by a single element
belonging to the cluster defined by the root of the subtree. We now discuss the details
of each verification step.

Lemma 4.9. Suppose T1 and T2 are two trees on the same leaf set S with T1

having at least two children of the root which are not leaves. Let α1, . . . , αl be the
maximal clusters of T1 and β1, . . . , βm be the maximal clusters of T2. Then T , their
PLC, is a star iff ∀i, j |αi ∩ βj | ≤ 1.

Proof. Suppose ∀i, j |αi∩βj | ≤ 1. This means that ∀x, y, if lca(x, y) in T1 is below
the root, then in T2, lca(x, y) is the root. Thus for any triple x, y, z, their topologies
in T1 and T2 do not agree. Thus T is a star.

Suppose ∃i, j |αi∩βj | > 1. Thus αi is defined by a node which is not a leaf. Look
at an αk, k �= i, such that the node in T1 defining αk is not a leaf node. There are
two cases to handle here. Either at least one species in αk is not in βj or all species
in αk are in βj (i.e., αk ⊂ βj).

In the former case, pick that species z that is in αk but not in βj . Also pick those
two species x, y that are in αi ∩βj . Both T1 and T2 agree on the triple x, y, z; namely
this triple has topology ((x, y), z) in both the trees. Thus T cannot be a star.

In the latter case, since we know that βj �= S, we can pick two species x, y from
αk and another species z from S − βj . In both T1 and T2, the topology of this triple
is ((x, y), z). Thus T cannot be a star.

Since each species belongs to at most one of these maximal clusters in each tree,
this test can be done in linear time.

The following lemma handles the case when both T1 and T2 have exactly one
child of the root which is not a leaf.

Lemma 4.10. Suppose T1 and T2 are two trees on the same leaf set S and T and
their PLC is a star. Suppose both T1 and T2 have exactly one child of the root each
which is not a leaf. Let s1, . . . , sk be leaves in T1 which are children of the root. Let
v be the LCA in T2 of s1, . . . , sk. Then every child of v contains at most one species
x ∈ S − {s1, . . . , sk}. Moreover, for any pair of species x, y ∈ S − {s1, . . . , sk}, the
LCA of x and y in T2 lies on the path from v to the root.

Proof. Suppose ∃ a child of v which contains at least two species from S −
{s1, . . . , sk}. Then by picking x, y such that they both lie under this child if v in T2

and picking an si out of s1, . . . sk that lies under a different child of v, we find that
both trees have the same topology for the triple x, y, si. Thus T cannot be a star.
Furthermore, if ∃x, y ∈ S − {s1, . . . , sk} such that lca(x, y) in T2 does not lie on the
path from v to the root, then the triple x, y, s1 would have identical topologies in both
trees and T wouldn’t be a star.

Definition 4.10. A rooted tree T is a millipede if the set of internal nodes of T
defines a single path from the root to a leaf. See Figure 5.

Let S1 = S − {s1, s2, . . . , sk}. We have that T2|S1 is a millipede (say, T ∗
2 ).

Let u1, . . . , ul be the children of the root in T ∗
2 , which are leaves. Look at T1|S1

(say, T ∗
1 ). Either, T ∗

1 has one nonleaf child or it has at least two nonleaf children. In
the former case, we can apply the previous lemma and infer that T ∗

1 |(S1−{u1, . . . , ul})
will be a millipede. In the later case, we can apply Lemma 4.10 to check if the PLC
is a star.
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Fig. 5. An example of a millipede.

In the following subsection we will show how to verify if T is a star when both
the input trees are millipedes.

4.3.2. Verification when both the input trees are millipedes. The proof
of the following lemma is straightforward.

Lemma 4.11. Suppose T1 and T2 are two millipedes on the same leaf set S.
Then their PLC T is a star iff there exists no triple such that both trees have the same
resolved topologies on the triple.

We now describe a linear time algorithm for verifying that T1 and T2 have no
triple on which they have the same topology.

We define an ordering on the species in T1 using the function f : S → {1, . . . , h},
where f(s) = distance of s from the root of T1 and h is the height of T1.

In T2, we can write S as the union of all the sets in the sequence S1, S2, . . . , Sk,
where k is the height of T2 and each Si contains exactly those species which are at a
distance i from the root of T2. Now, in each Si replace each species s in this set with
f(s). Call this multiset of integers Mi. We thus get a sequence M1,M2, . . . ,Mk of
multisets.

Definition 4.11. We will say a triple of integers p, q, r is special if
• p < q, p < r;
• p ∈ Mj1 , q ∈ Mj2 , r ∈ Mj3 , with 1 ≤ j1 < j2 ≤ k and 1 ≤ j1 < j3 ≤ k.

We observe that the PLC of T1 and T2 is a star iff no special triple p, q, and r
exists.

The following CHECK PLC algorithm takes as input the sequence M1,M2, . . . ,Mk

and returns FAIL if there exists a special triple of integers, and otherwise it returns
PASS.

CHECK PLC works by scanning the multiset Mi in the ith iteration. It makes use
of three variables global min, local min, and temp. At the start of the ith iteration,
global min stores the smallest integer seen in the first i − 1 multisets. The variable
local min is used to store the smallest integer a such that ∃b for which a < b and
a ∈ Mj , b ∈ Ml with 1 ≤ j < l < i. (local min is initialized to +∞.) The variable
temp is initialized to 0. As long as temp remains 0, local min = +∞. If temp is
nonzero, then local min stores a and temp stores some b for which the previously
mentioned relationship between a and b holds. At the ith iteration, CHECK PLC
either returns FAIL (if a special triple exists) or, if necessary, it modifies the variables
global min, local min, and temp to hold their intended values for the first i multisets
of the sequence.
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The reasoning for storing these values at the start of the ith iteration is as follows.
If ∃p in some Mj , and q, r ∈ Mi (1 ≤ j < i) such that p, q, r is a special triple, then
global min together with q, r ∈ Mi are also a special triple since global min ≤ p.
Similarly, if ∃p in some Mj , q ∈ Ml, r ∈ Mi (1 ≤ j < l < i), such that p, q, r is a
special triple, then local min, temp, and r ∈ Mi are also a special triple.

We now describe CHECK PLC.
Initialization:

global min = Min(M1)
local min = +∞
temp = 0.

The procedure outputs FAIL (and terminates) if the PLC is not a star; it outputs
PASS otherwise.

Procedure CHECK PLC

For 2 ≤ i ≤ k,
do {
If temp = 0, then Step 1, else Step 2.

Step 1
do {

Scan through Mi;
Identify A = {y|y ∈ Mi, global min < y};
If |A| ≥ 2, then output FAIL;
If |A| = 1, then set temp = y, where y ∈ A

local min = global min
global min = Min{global min,Min(Mi)};

If |A| = 0, then set global min = Min(Mi).

} enddo

Step 2
do {

Scan through Mi;
Identify A = {y|y ∈ Mi, global min < y};
Identify B = {z|z ∈ Mi, local min < z};
If either |A| ≥ 2 or |B| ≥ 1, then output FAIL;
Else

If |A| = 1 then
If global min < Min(Mi), then set local min = global min

temp = Min(Mi);
If global min > Min(Mi), then set local min = global min

temp = y, where y ∈ A
global min = Min(Mi);

If |A| = 0 then set global min = Min(Mi).

} enddo
} enddo
Output PASS

Analysis of running time. CHECK PLC runs in linear time since each Mi is
scanned only a constant number of times.

Theorem 4.9. Algorithm CHECK PLC is correct.

Proof. By induction, observe that Step 1 is executed at the ith iteration if ∀j, l, x,
where 1 ≤ j < l < i and x ∈ Ml, Min(Mj) ≥ x. It then follows that if Step
1 is executed at the ith iteration, then at the start of that iteration temp = 0,
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global min = Min(Mi−1), and local min = +∞. Thus, in this case global min stores
the smallest integer seen in the first i − 1 multisets. Now, in the first i multisets,
if any special triple p, q, r exists such that p ∈ Mj (j < i) and q, r ∈ Mi, then
CHECK PLC correctly outputs FAIL since global min ≤ p. Otherwise we have two
cases, depending upon the value of A. If |A| = 1, then the variables global min, temp,
and local min are updated so that global min holds the smallest value in the first i
multisets. Also, local min now correctly holds the smallest value a for which there
exists a b (stored in temp) for which a < b and a ∈ Mj , b ∈ Ml with 1 ≤ j < l < i. In
the other case |A| = 0, in which case global min is updated to hold Min(Mi) (which
is the smallest value in the first i multisets).

Observe that once temp is updated to store a nonzero value, it never stores a 0
again. Thus, once temp is set to a nonzero value in iteration i′, then from iteration
i′ + 1 to iteration k, Step 2 is executed.

Assume that Step 2 is executed in some iteration i′ and assume, inductively, that
at the start of iteration i′, global min stores the smallest value in the first i′ − 1
multisets and local min stores the smallest value a for which there exists a b (stored
in temp) such that a < b and a ∈ Mj , b ∈ Ml with 1 ≤ j < l < i′. Then in iteration i′,
it can be easily seen that CHECK PLC correctly outputs FAIL if there exist a special
triple p, q, r such that p ∈ Mi1 , q ∈ Mi2 (i1 < i2 < i′), r ∈ Mi′ or p ∈ Mi1 , q, r ∈ Mi′

(i1 < i′). Otherwise, for both the cases when |A| = 1 and |A| = 0, Step 2 ensures
that after iteration i′, global min stores the smallest value in the first i′ multisets and
local min stores the smallest value a for which there exists a b (stored in temp) such
that a < b and a ∈ Mj , b ∈ Ml with 1 ≤ j < l ≤ i′.

Using the above arguments, it can be seen that CHECK PLC gives the correct
output on any sequence of multisets.

Thus we also have the following theorem.
Theorem 4.10. Given two millipedes T1 and T2, we can check if their PLC is a

star in linear time.

4.4. Summary. We have used three general techniques in constructing local
consensus trees for these two total local consensus rules:

• we characterize the local consensus tree (that is, we define the set C(T ) of
binary characters which encode the consensus tree T );

• we use the character encoding of the consensus tree if possible to construct
the tree efficiently; and

• we verify that the constructed tree is the local consensus tree.
Some comments about the construction phase are in order. When working with
conservative local consensus functions, assuming the local consensus tree T exists,
it is possible to construct the local consensus tree T in two phases: a refinement
phase in which one of the input trees Ti is refined to produce a tree T ∗ satisfying
C(T ∗) = C(Ti) ∪ C(T ) and then edges are contracted in T ∗ to produce a tree T ∗∗

such that C(T ∗∗) = C(T ).

5. Optimization problems.

5.1. Introduction. The local consensus rules we have seen so far are such that
the output tree satisfying the constraints of a particular local consensus rule need
not exist. Yet characterizing these rules and developing fast algorithms for them
are important because if the consensus tree exists, then we can say something very
concrete about it. The nonexistence of the consensus tree in all cases does motivate
the need to look at the optimization versions of local consensus, where solutions
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always exist. We will now describe some natural optimization problems for local
consensus tree construction. In these problems, which we call relaxed versions, we will
consider certain constraints to be absolutely required and let others be desirable but
not required. Then we seek a tree meeting all the required constraints and as many
of the desirable constraints as possible. We now define some obvious relaxed versions
but note that many other versions are equally desirable.

Recall our discussion in section 3.3 regarding a profile being constant, compatible,
and incompatible on a triple. The first optimization problem we consider is where
we insist that all triples on which the profile is incompatible or is unresolved and
constant are left unresolved, and then we seek to leave as resolved a maximal set of
triples on which the profile is constant and resolved. This is relaxed version I (RV-I).
The second problem is where we insist that all the triples, which the profile leaves as
resolved and constant, be left resolved the same, and then we seek to leave a maximal
set of the remaining triples as unresolved in the consensus tree. This is relaxed version
II (RV-II). The third problem is where we insist that all triples on which the profile
is incompatible or leaves unresolved and constant are left unresolved, and we seek to
leave as resolved a maximal set of triples on which the profile is constant and resolved
or is compatible. This is RV-III. In addition, RV-III also insists that all the resolved
triples in the consensus tree be compatible with the profile. Finally, we look at an
interesting rule LCR1, where we insist that all triples be left resolved on which the
profile is constant and resolved or is compatible. This tries to capture the optimistic
features of the OLC model. Unfortunately, the consensus tree need not always exist.
We give a counterexample to show this.

5.2. Specific relaxed versions.
Definition 5.1. Let T1 and T2 be two rooted trees (not necessarily binary) on

the same leaf set S. A rooted tree T is called an RV-I of T1 and T2 if whenever a
triple a, b, c has differing topologies on T1 and T2, or both T1 and T2 leave a, b, c as
unresolved, then that triple is unresolved in T and in addition T preserves the topology
of a maximal set of triples which are resolved identically in T1 and T2.

To prove the existence of an RV-I tree it is sufficient to show that there exists a
tree where every triple on which T1 and T2 disagree is unresolved. The set of trees
with this property can be partially ordered based on the set of triples (on which T1

and T2 agree) whose topology they preserve. Once this partial order is known to be
nonempty, we have proved the existence of an RV-I since any maximal element in this
partial order is such a consensus tree.

We note that if T has the star topology it leaves unresolved all triples on which
T1 and T2 disagree. Hence the partial order is nonempty and the RV-I tree always
exists. In section 5.3 we show that this tree is unique.

Definition 5.2. Let T1 and T2 be two rooted trees (not necessarily binary) on
the same leaf set S. A rooted tree T is called an RV-II of T1 and T2 if T preserves
the topology of all triples which are resolved identically in T1 and T2. In addition, T
should leave unresolved a maximal set of triples on which T1 and T2 disagree or which
are unresolved in both T1 and T2.

Using an argument similar to the one used to prove the existence of an RV-I tree
and noting that T1 (or T2) itself preserves the topology of all triples on which T1

and T2 agree, we conclude that the RV-II always exists. In section 5.4 we give an
algorithm to construct the RV-II tree.

Definition 5.3. Let T1 and T2 be two rooted trees on the same leaf set S. Let
T be a rooted tree on the same leaf set. Consider the following rules.
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Rule 1a. If a triple a, b, c is resolved as ((a, b), c) in one tree and as (a, (b, c)) in
the other, we require that it be unresolved.

Rule 1b. If a triple a, b, c is unresolved in both the trees, then we require that it
be unresolved.

Rule 2. If a triple a, b, c is resolved as ((a, b), c) in one tree and is either resolved as
((a, b), c) or unresolved in the other tree, then we require it to be resolved as ((a, b), c).

The tree T is called the relaxed version III (RV-III) of T1 and T2 if
1. it always satisfies Rules 1a and 1b for triples;
2. it also satisfies Rule 2 for a maximal number of triples;
3. if a triple a, b, c is resolved as ((a, b), c) in T , then it is not resolved as (a, (b, c))

or ((a, c), b) in either T1 or T2.
In section 5.5 we will show that an RV-III tree also always exists and is unique.
In the next subsections, we will look at the different relaxed versions in greater

detail.

5.3. RV-I. In this subsection we will show that the RV-I of two rooted trees T1

and T2 is actually the strict consensus of these two trees.
Theorem 5.1. If T1 and T2 are two rooted trees, then their RV-I tree T always

exists and is identically the strict consensus of T1 and T2.
Proof. The existence of the RV-I tree T , was shown in section 5.2. Now we show

that this tree is the strict consensus tree. Suppose there exists a triple a, b, c resolved
differently in T1 and T2 as, say, ((a, b), c) and (a, (b, c)) (or (a, b, c)), respectively. Say
the lcaT1(a, b) = u and lcaT2(b, c) = v. Clearly, neither αu nor αv is in the strict
consensus tree. Thus the strict consensus tree leaves unresolved any triple that has
different topologies in T1 and T2.

Let T ′ be a tree in which for every triple a, b, c on which T1 and T2 differ, T ′ has
an unresolved topology on this triple. Now suppose it is possible that T ′ contains a
cluster that is not in C(T1) ∩ C(T2). Let α be this cluster and suppose without loss
of generality that α is not a cluster of T1. In T ′, for any pair of species x, y ∈ α and
species z �∈ α the topology has to be ((x, y), z). However, if this is also the case in
T1, then T1 must also possess the cluster α contradicting our assumption. Thus there
must exist a pair of species x, y ∈ α and a species z �∈ α such that in T1 their topology
is not ((x, y), z). But this implies that T ′ cannot be an RV-I. Hence any candidate T ′

for an RV-I can only contain the clusters in the intersection of the cluster sets of T1

and T2.
If T ′ contains a proper subset of the clusters in the intersection of the sets of

clusters of T1 and T2, then there exists a triple a, b, c on which T ′ has an unresolved
topology while the strict consensus tree has a resolved topology that agrees with the
topologies of T1 and T2. Hence the strict consensus of T1 and T2 is the RV-I tree of
T1 and T2.

As a consequence, the RV-I can be constructed in O(n) time using the algorithm
in [9], and there is no need to verify that the tree constructed is correct.

5.4. RV-II. In the RV-II problem we require that any triple on which the trees
T1 and T2 agree must have its topology preserved in the consensus tree T . Further T
should leave unresolved a maximal set of triples on which T1 and T2 disagree or both
leave unresolved.

Previously we showed that the RV-II exists. We note that the RV-II tree is
not unique. The construction of the RV-II can be accomplished by defining the set
A = {((a, b), c) : T1|{a, b, c} = T2|{a, b, c} = ((a, b)c)}. This set of rooted triples can
then be passed to the algorithm of Aho et al. [3], which computes a tree (if it exists)
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having the required form on every triple in the set and also leaving a maximal set of
additional triples outside that set unresolved. The algorithm in [3] takes O(pn) time
where p = |A|. Recall the proof of Theorem 3.1 for a description of the algorithm.
Since in our case p ∈ O(n3), the use of the algorithm of [3] would result in a running
time of O(n4). We will obtain a speedup to an O(n2) algorithm (which includes the
verification) for the construction of the RV-II tree by using the fact that the tree
necessarily exists.

5.4.1. An improved algorithm for RV-II. We will now describe an O(n2)
time algorithm to construct an RV-II tree. We start by making a few observations
about the RV-II tree T constructed by the algorithm of [3].

We will use α’s to denote the clusters in T1 and β’s to denote the clusters in
T2. Suppose α and β are maximal clusters in T1 and T2, respectively, and suppose
α ∪ β �= S. Then we claim that α ∩ β (if nonempty) will be a maximal cluster in T .
This is because ∃a ∈ S−(α∩β) such that ∀x, y ∈ (α∩β), T1|{x, y, a} = T2|{x, y, a} =
((x, y), a) and thus the elements of (α ∩ β) all belong to one component of the graph
which is constructed in the execution of the algorithm of [3]. Furthermore, (α ∩ β) is
exactly equal to one component of this graph since the algorithm never adds an edge
between two nodes in the graph unless it is forced to and it can be seen that no element
x in (α∩β) is such that ∃y, a ∈ S−(α∩β) with T1|{x, y, a} = T2|{x, y, a} = ((x, y), a).

Thus, if α∪ β �= S, then α∩ β (if nonempty) is a maximal cluster in T . The case
where α∪ β = S, α∩ β �= ∅, can occur for at most one child of the root of T1 and one
child of the root of T2 as the following lemma shows.

Lemma 5.1. Let T1 and T2 be two trees on the same leaf set S. Let α1, . . . , αk

be the maximal clusters of T1 and β1, . . . , βl be the maximal clusters of T2. Then the
case where αi ∪ βj = S, αi ∩ βj �= ∅ can occur for at most one i and one j.

Proof. Suppose not. Let αi∪βj = S, αi∩βj �= ∅, αi∗ ∪βj∗ = S, and αi∗ ∩βj∗ �= ∅,
perforce with i �= i∗ and j �= j∗. Since αi ∩αi∗ = ∅, we have that αi ⊆ βj∗ . But since
αi ∩ βj �= ∅, this implies that βj ∩ βj∗ �= ∅. This is a contradiction since βj and βj∗

are clusters defined by the children of the root and hence should be disjoint.
Recall that the maximal clusters form a partition of the species set S (in each of

T1, T2, and T ). Also, from the above discussions we have that (i) α ∪ β �= S implies
that α ∩ β is a maximal cluster in T and (ii) there can be at most one case for which
α ∪ β = S. These observations imply that in the case when α ∪ β = S, then α ∩ β is
the union of some maximal clusters of T .

With the above characterization a high-level description of the algorithm to con-
struct T can be given as follows.

RV-II Construction Algorithm

1. For each pair of maximal clusters α ∈ C(T1) and β ∈ C(T2) such that α∩β �= ∅
and α ∪ β �= S, recursively compute the tree on α ∩ β and make its root a
child of the root of T .

2. If there are maximal clusters α and β such that α ∪ β = S but α ∩ β �=
∅, compute the partition of α ∩ β; recursively compute the tree for each
component of the partition and make the roots of these trees children of the
root of T .

Computing the partition of α ∩ β in step 2 is described together with the imple-
mentation details.

Implementation details and running time analysis. Note that this algorithm does
not require an explicit verification of the constructed tree, since in fact we know that
the tree exists and we are simply computing it by mimicking efficiently what the
algorithm in [3] would create.
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There are at most n recursive stages. We will show that each stage can be
implemented in O(n) time thereby proving the O(n2) bound.

To handle case 1 it is important not to waste time on empty intersections. So
we consider each species in turn and label the intersection in which that this species
lies. Thus we will identify at most n nonempty intersections. Let α ∩ β be one such
intersection. To recurse, we need to find homeomorphic subtrees of T1 and T2 that
have α ∩ β as the leaf set. We will show how to do this in time proportional to the
number of leaves in α ∩ β.

Assume that T1 and T2 have been preprocessed for LCA queries. Also note that
we know the left-to-right ordering of all leaves of T1 as well as of T2. Given the leaves
in α∩β, their left-to-right ordering is also known and is the one induced by the overall
left-to-right ordering. By Lemma 4.2 we can reconstruct the topology of the tree in
linear time.

Thus case 1 can be handled in O(n) time.
We now describe how to handle case 2 also in O(n) time. We will construct a

graph G = (V,E) such that V (G) = α ∩ β. The edges will be added so that, finally,
each component in G corresponds to a maximal cluster in the RV-II tree.

Node defining cluster β

Node defining cluster α
T 1

T2

v

u

Fig. 6. Figure showing nodes v and u.

Identify the LCA, say, u, of the species in S−α in T2 and similarly the LCA, say,
v, of the species in S − β in T1. In T2, u will be a descendent of the node defining β,
and in T1, v will be a descendent of the node defining α. See Figure 6. In T1 let v1

through vp be the nodes in the path from the root to v, where v1 = root and vp = v.
Similarly, in T2, let u1 through uq be the nodes in the path from the root to u, where
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u1 = root and uq = u. We will say that δ is a special cluster if for some vi, 1 ≤ i ≤ p
(or some uj , 1 ≤ j ≤ q), δ is a cluster defined by a child of vi (or uj) that is not on
the path from the root to v (or u).

Let δ1, . . . , δl be the special clusters in T1 and let γ1, . . . , γm be the special clusters
in T2. A pair of species x, y ∈ (α ∩ β) will be in the same component of the graph G
if ∃z such that T1|{x, y, z} = T2|{x, y, z} = ((x, y), z). There are two cases depending
on whether z ∈ (α ∩ β) or not. We will now describe how to handle these two cases:
Cases 2a and 2b.

Case 2a [z /∈ (α∩ β)]. In this case, it suffices to look at all α∩ γi and β ∩ δj , and
for each intersection put its elements in the same component of G. This is evident
from the following lemma.

Lemma 5.2. Let α, β be maximal clusters of T1 and T2, respectively, such that
α ∪ β = S and let x, y ∈ (α ∩ β). Then ∃z ∈ S − (α ∩ β) such that T1|{x, y, z} =
T2|{x, y, z} = ((x, y), z) iff both x and y belong to some α ∩ γi or β ∩ δj.

Proof. Suppose ∃z ∈ S− (α∩β) such that T1|{x, y, z} = T2|{x, y, z} = ((x, y), z).
Since α ∪ β = S, the only cases we have to consider are when z is in exactly one of α
or β. So suppose z ∈ α, z ∈ S − β (the other case can be handled similarly). Then
z belongs to a special cluster δi, which is defined by some child of the node v in T1.
(Recall that node v is the LCA of S − β in T1.) Since T1|{x, y, z} = ((x, y), z), we
have that either both x, y belong to δi or neither belongs to δi. If both x, y ∈ δi, then
clearly x, y ∈ (β ∩ δi). For the case when neither x nor y is in δi, we can conclude
that both x, y are in some special cluster δj (since T1|{x, y, z} = ((x, y), z)). Thus we
have that x, y ∈ (β ∩ δj).

Suppose x, y belong to some α∩ γi or β ∩ δj ; specifically, say x, y belong to some
β ∩ δj . There are two cases to handle. The first case is if the node v′ defining the
special cluster is not a child of the node v. In this case, we can pick a species z ∈ S−β
such that T1|{x, y, z} = T2|{x, y, z} = ((x, y), z). The second case is when the node
v′ is a child of the node v. In this case, pick a species z ∈ S − β from the special
cluster which is defined by a node v′′ (where v′ �= v′′) and v′′ is below v. We have
that T1|{x, y, z} = T2|{x, y, z} = ((x, y), z). Thus in both the cases we have that there
exists such a z with z ∈ S − (α ∩ β).

Thus, for each i, connect all vertices in α ∩ γi (in G) by a path and do the same
for each j and the vertices in β ∩ δj . Note that this can be done in O(n) by using the
same idea as in Case 1.

Case 2b [z ∈ (α ∩ β)]. Note that we are only interested in identifying x, y such
that lca(x, y) in T1 is a node that is on the path from the root of T1 to the node v,
and the lca(x, y) in T2 is a node that is on the path from the root of T2 to the node
u. To see why, if, say, lcaT1(x, y) �= vi∀1 ≤ i ≤ p, then ∃a ∈ S − β (i.e., a /∈ (α ∩ β))
such that T1|{x, y, a} = T2|{x, y, a} = ((x, y), a), and thus x and y will be in the same
component after Case 2a is handled.

From the preceding discussion, it suffices to convert the trees T1 and T2, both
defined on the leaf set (α∩ β), into millipedes T ′

1 and T ′
2, respectively. T ′

1 is obtained
from T1 by contracting all edges above internal nodes not in the set {v1, v2, . . . , vp}.
T ′

2 is obtained from T2 similarly. Thus, we have to solve the following problem now:
we are given two millipedes T ′

1 and T ′
2 on the same leaf set S′ = (α∩β), where T ′

1 has
internal nodes labeled v′1 (root of T ′

1) through v′p, and each v′i has leaves corresponding
to all the species in the special clusters of vi in T1; T

′
2 has internal nodes labeled u′

1

(root of T ′
2) through u′

q and is defined similarly. Our aim is to construct a graph
G′ = (V ′, E′) where V ′ = S′ such that if ∃x, y, z ∈ (α ∩ β) such that both T ′

1 and
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T ′
2 resolve this triple as ((x, y), z) then x and y will be in the same component of

G′. Once G′ is known, we add the edges of G′ to the edge set of G, and then the
components in G will give the maximal clusters we seek.

We will show how G′ can be constructed in O(n) time. Consider a node v′i−1

in T ′
1 and let A be the set of leaves of v′i−1. Let u′

j−1 be the node in T ′
2 which is

closest to u′
1 and is the parent of some species in A. Then, clearly, in G′ all species in

(αv′
i
∩ βu′

j
) need to be in one component. For every v′i−1 (2 ≤ i ≤ p), we will denote

this intersection by the pair (v′i, u
′
j). Further, observe that if (v′i, u

′
j) and (v′i′ , u

′
j′) are

such that v′i′ is not above v′i and u′
j′ is not above u′

j , then (αv′
i′
∩ βu′

j′
) ⊆ (αv′

i
∩ βu′

j
).

Thus, when constructing the graph G′, we need only look at all the intersections
of the form (v′i, u

′
j), where for every pair of intersections (v′i′ , u

′
j′) and (v′i, u

′
j), v

′
i is

closer to v′1 than v′i′ is, iff u′
j′ is closer to u′

1 than u′
j is.

Let (v∗1 , u
∗
1), (v

∗
2 , u

∗
2), . . . , (v

∗
r , u

∗
r) be the intersections we are interested in, where

v∗i is closer to v′1 than v∗i+1 is (1 ≤ i ≤ (r − 1)), and u∗
j+1 is closer to u′

1 than u∗
j is

(1 ≤ j ≤ (r − 1)). Note that v∗1 = v′2. This node and the given T ′
1 and T ′

2, uniquely
determine these intersections.

In T ′
1, we define the nearest parent of a species x to be the first v∗i to appear on

the path from x to the root of T ′
1. Similarly, we can define the nearest parent of a

species in T ′
2. The nearest parents of all the species can be computed in O(n) by doing

a simple traversal of T ′
1 and T ′

2. Using the nearest parents of the species in T ′
1, we

partition the species set into r sets Sv∗
1
, . . . , Sv∗

r
where Sv∗

i
contains all species which

have nearest parent as v∗i .

Observe that if any two intersections (v∗i , u
∗
i ) and (v∗i′ , u

∗
i′) contain at least one

species in common, then all the species in the two intersections need to be in the same
component in G′. Inductively, if there are intersections (v∗i , u

∗
i ), . . . , (v

∗
j , u

∗
j ) such that

the species in these intersections need to be in one component in G′ and if there is an
intersection (v∗k, u

∗
k) which has a species x in common with one of these intersections,

then all the species in the intersection (v∗k, u
∗
k) need to be in the same component as

the species in the intersections (v∗i , u
∗
i ), . . . , (v

∗
j , u

∗
j ). The algorithm CONSTRUCT G′

we present now keeps track of such an x using the variable missing link, which is
initialized to an x ∈ (v∗r , u

∗
r) such that the nearest parent of x in T ′

2 (say u∗
j ) is

farthest from the root (as compared with the nearest parents of the other species in
(v∗r , u

∗
r)). We will also use two additional variables: np missing link which stores u∗

j

and upper limit which stores v∗j .

Procedure CONSTRUCT G′

For i = r down to 1,
do{

Identify y ∈ Sv∗
i

such that the nearest parent of y in T ′
2 is

farthest away from u′
1 (i.e., root of T ′

2)
Let u∗

k be the nearest parent of y in T ′
2; Set z = v∗k

Connect all x ∈ Sv∗
i

to y
If upper limit is not below v∗i ,
then

connect y to missing link
else if (upper limit is below v∗i ) or (upper limit is below v∗k)

then
set missing link = y

np missing link = u∗
k

upper limit = z
}enddo
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Once we have constructed G′, we can update G by setting E(G) = E(G) ∪
E(G′). The components in G will be the maximal clusters of the RV-II. Finding the
components takes O(n). To recurse, we find the homeomorphic subtrees of T1 and T2

induced by the species in each of the maximal clusters. This can be done in O(n) as
previously described.

Thus the RV-II can be constructed in O(n2).

5.5. RV-III.

Lemma 5.3. The RV-III tree T of two trees T1 and T2 always exists and is unique.
Further C(T ) = A, where A = {γ|γ = α ∩ β, α ∈ C(T1), β ∈ C(T2), γ compatible with
C(Ti), i = 1, 2}.

Proof. We will first show that A as defined above is a compatible set. The
uniqueness will then follow from the uniqueness of a set of compatible clusters [17].

Pick two clusters γ1 = α1 ∩ β1 and γ2 = α2 ∩ β2 such that γi ∈ A;α1, α2 ∈
C(T1);β1, β2 ∈ C(T2). We will show that γ1 ∩ γ2 ∈ {∅, γ1, γ2}. Now, since γi is
compatible with C(T1) and C(T2), we have γ1 ∩ α2 ∈ {∅, γ1, α2}. Also, we have
γ1 ∩ β2 ∈ {∅, γ1, β2}. There are several cases to handle. The first case is when
γ1 ⊆ α2, γ1 ⊆ β2. In this case, γ1 ⊆ (α2 ∩ β2) or γ1 ∩ γ2 = γ1. The second case is
when γ1 ⊇ α2, γ1 ⊇ β2. In this case, (α2 ∩ β2) ⊆ γ1 or γ1 ∩ γ2 = γ2. The third case is
when γ1 ⊆ α2, γ1 ⊇ β2. In this case, (α2 ∩ β2) ⊆ γ1 and thus γ1 ∩ γ2 = γ2. Hence, A
is a compatible set of clusters.

Now we will show that any tree T satisfying the RV-III rules will have its cluster
encoding equal to A. From the third requirement for RV-III,5 all the clusters in C(T )
are compatible with both C(T1) and C(T2). Now suppose we can pick a γ ∈ C(T )−A.
This means that γ �= αi ∩ βj∀αi ∈ C(T1), βj ∈ C(T2). Let α1 and β1 be the minimal
clusters in T1 and T2, respectively, containing γ. Clearly, α1 ∩β1 ⊃ γ. Let u and v be
the nodes in T1 and T2, respectively, which define the clusters α1 and β1. Since γ is
compatible with C(T1) and C(T2), it follows that we can pick three species a, b, c such
that lcaT1

(a, b) = lcaT1
(a, c) = lcaT1

(b, c) = u, lcaT2
(a, b) = lcaT2

(a, c) = lcaT2
(b, c) =

v, and a, b ∈ γ, c ∈ (α1 ∩ β1) − γ. In both T1 and T2, the triple a, b, c is unresolved,
but it is resolved as ((a, b), c) in T , thus contradicting the assumption that T ′ satifies
the rules defined by RV-III. Thus we have that C(T ) ⊆ A. Now suppose C(T ) ⊂ A.
Then it can be seen that we can pick a triple a, b, c which is resolved in T1 and is
either resolved the same in T2 or is unresolved in T2 but that a, b, c is unresolved in
T . This contradicts the assumption that T satisfies the rules defined by RV-III since
it does not satisfy the second (see definition of RV-III) for a maximal set of triples.
Thus C(T ) = A.

Lemma 5.4. The RV-III tree T of two rooted trees can be computed in O(n3).

Proof. We can compute C(T ) in O(n3) as follows. The set X = {γ|γ = α∩β, α ∈
C(T1), β ∈ C(T2)} can be computed in O(n3), since there are O(n2) pairs to look
at and each α ∩ β can be computed in O(n). The set Y = {γ|γ ∈ X, γ compatible
with C(Ti)} can be computed from X in O(n3), since each of the O(n2) clusters in X
can be checked for compatibility with C(Ti) in O(n). Finally, T can be constructed
from Y using the O(n2) algorithm mentioned in [17]. Thus the total time taken is
O(n3).

We now briefly discuss another local consensus rule that looks interesting but
unfortunately does not always exist. We define LCR1 as a rule which requires that if

5If a triple a, b, c is resolved as ((a, b), c) in T , then it is not resolved as (a, (b, c)) or ((a, c), b) in
either T1 or T2.
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a triple a, b, c is resolved as (a, (b, c)) in one tree and is either resolved as (a, (b, c)) or
unresolved in the second tree, then it is resolved as (a, (b, c)) in the consensus tree.

Although the above rule tries to capture the optimistic features of the input
trees and at the same time is not a total local consensus rule, it is the case that
the consensus tree defined by LCR1 need not exist. See Figure 7 for an example
showing that LCR2 need not necessarily produce a tree. Figure 7(iii) shows the
graph constructed by the algorithm in [3]. Since the graph is connected, it follows
that the set of triple constraints does not define a tree.

j d h d ae a g f h f e g j

(i) (ii)

g
j

e
a

d

h

f
(iii)

Fig. 7. Example showing that consensus tree defined by LCR1 need not exist.

6. Discussion and conclusions. Several approaches have been taken to handle
the problem of resolving multiple solutions. One approach has been to find a maximum
subset S0 ⊆ S inducing homeomorphic subtrees; this subtree is then called a maximum
agreement subtree [19, 13, 24, 14]. The primary disadvantage of this approach is that
it does not return an evolutionary tree on the entire species set.

The other approach which we take here requires that the resolution of the incon-
sistencies be represented in a single evolutionary tree for the entire species set. A
classical problem in this area is the tree compatibility problem (also called the cladistic
character compatibility problem) [10, 11, 12]. The tree compatibility problem says
that the set T of trees is compatible if a tree T exists such that C(T ) = ∪Ti∈T C(Ti).
Equivalently, if a tree T exists such that for every triple A ⊆ S, T resolves A iff
T |A = Ti|A for every Ti ∈ T which resolves A. This problem can be solved in linear
time [17, 25]. The weakness of this approach is that in practice many data sets are
incompatible, and it is therefore necessary to be able to handle the case where some
pairs of trees resolve triples differently.

Some other approaches of this type are the strict consensus [4, 9] and the median
tree [5] problems. These models are stated in terms of unrooted trees, so that instead
of clusters, characters (i.e., bipartitions) on the species set are used to represent the
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trees. Using the character encoding of the consensus tree as a measure of fitness to the
input, the strict consensus seeks a tree with only those characters that appear in every
tree in the input. The median tree, on the other hand, is defined by a metric d(T1, T2)
between rooted trees which is defined to be the cardinality of the symmetric difference
of the character sets of T1 and T2. Given input trees T1, . . . , Tk, T is the median tree
if it minimizes

∑
i d(T, Ti). The median tree can be computed in polynomial time

and has a nice characterization in terms of the character encoding [5, 23, 9]. Both
the above notions are related to versions of the local consensus problem (for example,
the relaxed versions RV-I and RV-III), and the relevant local consensus trees in many
cases contain at least as much “information” as these trees.

The work represented in this paper can be extended in several directions. As we
have noted, for all local consensus functions the local consensus tree of a set of k trees
can be computed in time polynomial in k and n = |S|. Many of these local consensus
trees can be constructed in O(kn) time.
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