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The Off-Line Cluster Scheduling Environment

• N selfish agents with jobs of lengths θ1 . . . θN (private

information).

• M single CPUs with computing power c1 . . . cM : the cluster.

• An institution, which owns the cluster.
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Utilities

• An agent’s utility Un = Xn − Tn − Pn:

1. Xn > 0 Agent’s value for executing the job - common

knowledge.

2. Tn > 0 The output time: time in which the agent receives the

output

3. Pn Price the agent pays to the institution

• The institution’s utility ( the “social welfare”) is a general

function of ~T , ~P .
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Why does the institution need a central scheduler?
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Sequential access is not good enough.

CPU share
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What is a straightforward scheduling mechanism?

1. The agents declare the lengths of their jobs ~b.

2. The institution divides the jobs among the CPUs.

3. The institution sets the order of execution within each CPU.
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Incentives in the straightforward mechanism

Example: one CPU, the institution maximizes g
∑

= −
∑N

k=1 Tk:
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The Off-Line Cluster Scheduling Mechanism

The mechanism supplies:

1. ~P : Prices.

2. ~T : Output times.

3. A : A static allocation.

4. Job control tools: operators on a status Q = (A, ~T )
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An allocation

An allocation A of a set of jobs N is composed of:

1. Partition to disjoint subsets: ∀m ∈ M, NA
m ⊂ N is a subset

of N s.t.

∪m∈MNA
m = N

∀m 6= k NA
m ∩NA

k = ∅

2. Work functions: ∀m ∈ M, ∀n ∈ NA
m , XA

n (t) : R+ 7→ [0, 1], a

continuous to the right function, denotes the percentage of CPU

m which is devoted to job n at time t, and satisfies

sup{t : XA
n (t) > 0} < ∞, as well as ∀m ∈ M

usage : XA,m :=
∑

n∈NA
m

XA
n ≤ 1
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Job control tools

• Early - release the output earlier than planned.

• Renice - let the job finish the required work by continuing to use

only a share srenice of the CPU.

• Postpone - let the job finish the required work at a later time, no

sooner than spost after its original ending time.

• Close - close a (full) gap in the usage.

In real life, not all tools are available on every system.
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Times

• At time EA
n the cluster stops executing job n, under allocation A.

• At time Ln, job n is done.

• At time Tn output of job n is given to agent n.

Early

∀n ∈ N , we define an operation EARLYn, early release of job n

on a status Q, as follows:

T
EARLYn(Q)
l =







T
Q
l l 6= n

min(EA
n , Ln) l = n.

AEARLYn(Q) = A
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Renice

Time

CPU share

Before After
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Postpone

Time

CPU share

Before After
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Close
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Agents

An Institution

A Mechanism

Utilities



























⇒ A Game
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The game stages

• Institution’s commitment to a mechanism:

1. A(~b)

2. ~T (~b)

3. P (~b)

4. the available job control tools and their triggers.

• Declaration: The agents declare a (possibly true) job length ~b.
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The game stages (2)

• Realization: according to the initial commitment and ~b, the

institution decides on:

– Initial allocation (which maximizes g) and output times

Q = (A, ~EA).

– Prices ~P .

– the job control tool parameters: spost, srenice,.

• Payment: agents pay ~P .

• Execution (According to Q+ job control tools).
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Mechanism Properties (1)

Incentive compatibility (IC)

1. Truth telling is a dominant strategy .

2. Truth telling is in ex-post equilibrium.

A strategy S : Θ 7→ Θ is in Ex-Post equilibrium if it is the

best strategy against agents using the same strategy, regardless

of what their lengths are: ∀n ∈ N , bn ∈ Θ, ~θ ∈ ΘN ,

Un(S(θ), ~θ) ≥ Un((bn, S−n(θ−n), ~θ)).

Dominant strategies ⇒ ex-post eq. ⇒ Bayes-Nash eq.
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Mechanism Properties (2)

• Budget considerations:

1. A balanced budget.

2. A positive rent.

• Safety margins:

1. Two sided.

2. One sided.
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Mechanism Properties (3)

• Prices depend on declaration only.

• Justness.

• Social welfare of the final status, given ~θ.

• Unlimited input (scalability).
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We shall now focus on the g
∑

function

as an example:
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Light VCG mechanism

The VCG mechanism is known to implement the g
∑

social welfare

function in many environments. In the off-line cluster scheduling

environment, we could have:

• Vickrey-Clarke-Groves (VCG) prices

Pn =
∑

k 6=n

Tk(~b,~b).

• The institution optimizes g
∑

.

• Renice is the only job control tool: RNn(EA
n , 1, θn) if θn > bn.
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Light VCG is not IC

Time

CPU share

Real lengths
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Setting VCG payments is not enough.

How can the institution give the agents an

incentive to tell the truth?
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Harsh Mechanism

• ~P = ~0.

• The only job control tool is Postpone:

bn 6= θn ⇒ POSTn(min(EA
n , Ln),∞, θn + ε).

This mechanism is:

• just,

• scalable,

• budget balanced and with prices known in advance.

However,

• no safety margins,

• the worst social welfare when agents lie.
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Can we do better?
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The Renice and Postpone mechanisms

• Job control triggering:

– bn < θn triggers Renice or Postpone,

– bn > θn triggers Close,

– bn = θn triggers Early.

• VCG Payments.

• A optimizes g
∑

.
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Positive Results for g
∑

• In a system with Postpone, Close and Early:

– It is possible to implement g
∑

, the sum of utilities function,

in dominant strategies.

– spost poses a limit on the tolerated lie.

• In a system with Renice, Close and Early:

– It is possible to implement g
∑

in ex-post equilibrium.

– srenice can take a certain range of values, but does not limit

the input nor the lie tolerance.
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Can these mechanisms be extended

in order to implement

a general social welfare function?
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An extension to a general g

• A = o(~b,~b) optimizes a general social welfare function g.

• Same job control as the Renice and Postpone mechanisms.

• Extended VCG payments (EVCG):

Pn(~b) = −Tn(~b,~b) + TΣ,n(~b,~b) +
∑

k 6=n

TΣ,k(~b,~b) =

= COMPENSATION + V CG PAY MENT

= −Tn(~b,~b) +
N

∑

k=1

TΣ,k(~b,~b).
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Positive Results:

The EVCG mechanism has the same results

for a general social welfare function

as the VCG mechanism for the g
∑

function!
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Discussion

• input limitations

• safety margins

• individual rationality

• justness

• social welfare when agents lie

• computability and off line calculations
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Discussion (2): budget considerations

• Rent is no necessarily positive (example: g = −
∑

(Tk − T0)
2)

• Regular social welfare function ⇒ non-negative rent.
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Scheduling games
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Summary

In the off-line cluster scheduling environment, it is possible to

implement a general social welfare function. We devised two variants

of a mechanism, in which truth telling is a preferred strategy.

1. Postpone based- just, upper safety margin, limited input.

Implementation in dominant strategies.

2. Renice based- unjust, safety margins, unlimited input.

Implementation in ex-post equilibrium.
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Game theory

References

[1] R. Holzman, N. Kfir-Dahav, D. Monderer, and M. Tennenholtz.

Bundling equilibrium in combinatorial auctions. mimeo,

Technion, http://iew3.technion.ac.il/~moshet/rndm11.ps, 2001.

Individual equilibrium and learning in process sharing systems.

Operations Research, 46:776–784, Dec. 1998.

[2] Ann Van Ackere. Conflicting interests in the timing of jobs.

Management Science, 36(8), 1990.

January 14, 2003 Incentives and General Welfare Functions in the

Off-Line Cluster Scheduling Problem

Slide 37



Orna Agmon agmon@tx.technion.ac.il

Scheduling
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Questions???
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Postpone

∀s, r ∈ R+, ∀n ∈ N , we define an operation POSTn(r, s, θn),

postpone job n from time r to time s and let it continue

until it performs a total work of θn on a status Q as follows:

POSTn(r, s, θn)(Q) = RPn(0, Ln) ◦

CLOSEm(r, s) ◦ ESn(∞) ◦ GAPn(r, s)(Q)

where n ∈ NA
m , and Ln is such that

cm

∫ Ln

t=0

XCLOSEm(r,s)◦ESn(Ln)◦GAPn(r,s)(Q)
n dt = θn.
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