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Abstract. Motivated from recent applications in community TV networks and VLSI circuit design, we study variants of the classic bin packing problem, in which a set of items needs to be packed in a minimum number of unit-sized bins, allowing items to be fragmented. This can potentially reduce the total number of bins used, however, item fragmentation does not come for free. In bin packing with size preserving fragmentation (BP-SPF), there is a bound on the total number of fragmented items. In bin packing with size increasing fragmentation (BP-SIF), fragmenting an item increases the input size (due to a header/footer of fixed size that is added to each fragment). Both BP-SPF and BP-SIF do not belong to the class of problems that admit a polynomial time approximation scheme (PTAS).

In this paper, we develop fast asymptotic fully polynomial time approximation schemes (AFPTAS) for both problems. The running times of our schemes are linear in the input size. As special cases, our schemes yield AFPTASs for classical bin packing and for variable-sized bin packing, whose running times improve the best known running times for these problems.

1 Introduction

In the classical bin packing problem, $n$ items $(a_1, \ldots, a_n)$ of sizes $s(a_1), \ldots, s(a_n) \in (0, 1]$ need to be packed in a minimal number of unit-sized bins. Bin packing is well known to be NP-hard. We consider variants of bin packing in which items may be fragmented (into two or more pieces). This can potentially reduce the number of bins used; however, item fragmentation does not come for free. We study the following two variants.

Size preserving fragmentation (BP-SPF): an item $a_i$ can be split into two fragments: $a_{i_1}, a_{i_2}$, such that $s(a_i) = s(a_{i_1}) + s(a_{i_2})$. The resulting fragments
can also split in the same way. Each split has a unit cost and the total cost cannot exceed a given budget $C \geq 0$. In the special case where $C = 0$ we get an instance of classical bin packing.

**Size increasing fragmentation (BP-SIF):** a header (or a footer) of fixed size, $\Delta > 0$, is attached to each (whole or fragmented) item; thus, the capacity required for packing an item of size $s(a_i)$ is $s(a_i) + \Delta$. Upon fragmenting an item, each fragment gets a header; that is, if $a_i$ is replaced by two items such that $s(a_i) = s(a_{i_1}) + s(a_{i_2})$, then packing $a_i$ requires capacity $s(a_{i_1}) + \Delta$.

The above two variants of the bin packing problem capture many practical scenarios, including message transmission in community TV networks, VLSI circuit design and preemptive scheduling on parallel machines with setup times/setup costs. For more details on these applications see [26].

Both BP-SIF and BP-SPF are known to be NP-hard (see in [17] and [26]), therefore, we focus on finding efficient approximate solutions.

1.1 Related Work

It is well known (see, e.g., [20]) that bin packing does not belong to the class of NP-hard problems that admit a PTAS. In fact, bin packing cannot be approximated within factor $\frac{3}{2} - \varepsilon$, for any $\varepsilon > 0$, unless P=NP [9]. However, there exists an asymptotic PTAS (APTAS) which uses, for any instance $I$, $(1+\varepsilon)\ OPT(I) + k$ bins for some fixed $k$, where OPT($I$) is the number of bins used in any optimal solution. Fernandez de la Vega and Lueker [6] presented an APTAS with $k = 1$. Alternatively, a dual PTAS, which uses $OPT(I)$ bins of size $(1+\varepsilon)$ was given by Hochbaum and Shmoys [12]. Such a dual PTAS can also be derived from the work of Epstein and Sgall [5] on multiprocessor scheduling, since bin packing is dual to the minimum makespan problem.

Karmarkar and Karp [14] presented an AFPTAS for bin packing which uses $(1+\varepsilon)OPT(I) + O(1/\varepsilon^2)$ bins. The scheme of [14] is based on rounding the (fractional) solution of a linear programming (LP) relaxation of bin packing. To solve this linear program in polynomial time, despite the fact that it has a vast number of variables, the authors use a variant of the ellipsoid method due to Grötschel, Lovász and Schrijver (GLS) [11]. The resulting running time is $O(\varepsilon^{-2} n \log n)$. An AFPTAS with substantially improved running time of $O(n \log \varepsilon^{-1} + \varepsilon^{-6} \log^6 \varepsilon^{-1})$ was proposed by Plotkin et al. [24].

In variable-sized bin packing, we have a set of items whose sizes are in $(0,1]$, and a set of bin sizes in $(0,1]$ (including the size 1) available for packing the items. We need to pack the items in a set of bins of the given sizes, such that the total bin capacity used is minimized. The variable-sized bin packing problem
was first investigated by Friesen and Langston [8], who gave several approximation algorithms, the best of which has asymptotic worst case ratio of $4/3$. Murgolo [22] presented an AFPTAS, which solves a covering linear program using the techniques of [14], namely, the dual program is solved approximately using the modified GLS algorithm. Comprehensive surveys on the bin packing problem and its variants appear, e.g., in [2, 27] (see also the recent work of Epstein and Levin [4] on dynamic approximation schemes for the online bin packing problem, and the references therein.)

Mandal et al. introduced in [17] the BP-SIF problem and showed that it is NP-hard. Menakaran and Rom [19] and Naaman and Rom [23] were the first to develop algorithms for bin packing with item fragmentation, however, the problems studied in [19] and [23] are different from our problems. For a version of BP-SPF in which the number of bins is given, and the objective is to minimize the total cost incurred by fragmentation, the paper [19] studies the performance of simple algorithms such as First-Fit, Next-Fit and First-Fit-Decreasing, and shows that for any instance which can be packed in $n$ bins using $f^*$ splits of items, each of these algorithms might end up using $f^* + N - 1$ splits.

The paper [26] presents dual PTASs and APTASs for BP-SPF and BP-SIF. The dual PTASs pack all the items in $OPT(I)$ bins of size $(1 + \varepsilon)$, and the APTASs use at most $(1 + \varepsilon)OPT(I) + 1$ bins. All of these schemes have running times that are polynomial in $n$ and exponential in $1/\varepsilon$. The paper also shows that each of the problems admits a dual AFPTAS. The proposed schemes pack the items in $OPT(I) + O(1/\varepsilon^2)$ bins of size $(1 + \varepsilon)$. The schemes are based on solving mixed packing and covering LP with negative entries, using the ellipsoid method; this results in the running time of $O(\varepsilon^{-12} n \log n)$, which renders the schemes highly impractical. The question whether the two variants of bin packing admitted (non-dual) AFPTASs remained open. In this paper, we resolve this question by presenting for the two problems approximation schemes which pack the items in $(1 + \varepsilon)OPT(I) + O(\varepsilon^{-1}\log \varepsilon^{-1})$ unit-sized bins. The proposed schemes improve significantly the running times of the schemes in [26], to times that are linear in the input size. Since these schemes are combinatorial, they are also easier to implement.

There has been some related work in the area of preemptive scheduling on parallel machines. The paper [25] presents a tight bound on the number of preemptions required for a schedule of minimum makespan, and a PTAS for minimizing the makespan of a schedule with job-wise or total bound on the number of preemptions. For the special case of preemptive scheduling of jobs on identical parallel machines, so as to minimize the makespan, the paper uses the property of primitive optimal schedules for developing an approximation scheme; however,
the scheme is based on dynamic programming applied to a \textit{discretized} instance. Such discretization cannot be applied to our problems, since the resulting packing may exceed the bin capacities.

1.2 Our Results

In this paper we develop \textit{fast} AFPTASs for BP-SPF and BP-SIF. Our schemes pack the items in \((1 + \varepsilon)\text{OPT}(I) + O(\varepsilon^{-1} \log \varepsilon^{-1})\) bins, in time that is \textit{linear} in \(n\), the number of items, and polynomial in \(1/\varepsilon\) (see Theorems 1 and 4). As special cases, our scheme for BP-SPF yields AFPTASs for classical bin packing and for variable-sized bin packing, whose running times improve the best known running times for these problems (see Theorems 2 and 3). We note that the improvement for variable-sized bin packing is substantial, since the best known running time for this problem is dominated by the running time of the modified GLS algorithm, which is \(O(\varepsilon^{-8} n \log n)\) [22].

\textbf{Techniques:} A major difficulty in packing with item fragmentation is in defining the \textit{fragment sizes}. One possible approach is to discretize these sizes (as in [26]); however, this leads to a \textit{dual} AFPTAS. Another approach is to \textit{guess} the bin configurations and to solve a linear program to find the fragment sizes, but then the scheme cannot be \textit{fully} polynomial, as the number of configurations that need to be considered is exponential in \(1/\varepsilon\). To get around this difficulty, we initially transform the input \(I\) to one that can be packed with \textit{no fragmentation}; later, we transform the resulting packing to a valid packing of \(I\). We use an interesting structural property of the two variants of bin packing, namely, the existence of optimal \textit{primitive} packings (see Section 2.1), to establish a relation between packing with item fragmentation and variable-sized bin packing. In particular, we model any feasible packing satisfying this property as an undirected graph; each connected component is represented by an \textit{oversized} bin, whose size is equal to the number of bins in this component. The items are then packed in bins of variable sizes, with no fragmentation. The scheme completes by generating from each oversized bin a set of ordinary (i.e., unit-sized) bins, allowing some of the items to fragment, while maintaining the constraints on the number of bins/fragmented items. We expect that our non-standard approach will find more uses for other problems that involve splitting of input elements, such as preemptive scheduling of jobs on parallel machines. Recently, Fishkin et al. [7] studied this problem where preemptions incur delays, due to \textit{migrations} of jobs from one machine to another, and showed the existence of optimal \textit{primitive} schedules for certain subclasses of instances. More generally, our schemes may be useful for other scheduling problems in which there exist optimal schedules satisfying McNaughton’s rule [18].
Due to space constraints, some of the proofs are omitted. Other proofs are relegated to the Appendix.

2 An AFPTAS for BP-SPF

2.1 Preliminaries

At the heart of our schemes lies an interesting structural property of optimal solutions for our problems. Define the bin packing graph of a given packing as an undirected graph, where each bin $i$ is represented by a vertex $v_i$; there is an edge $(v_i, v_j)$ if bin $i$ and bin $j$ share fragments of the same item. Note that a fragment-free packing induces a graph with no edges. A primitive packing is a feasible packing in which (i) each bin has at most two fragments of items, (ii) each item can be fragmented only once, and (iii) the respective bin packing graph is a collection of paths. Note that the last condition implies that in any connected component of the bin packing graph there are two bins including only a single fragment. The following was shown in [26].

Lemma 1. Any instance of BP-SPF has an optimal primitive packing.

Consider a primitive solution for a BP-SPF instance. Suppose that some connected component consists of $c \geq 1/\varepsilon$ bins, then we can partition this component to $\varepsilon c$ components, each containing $1/\varepsilon$ bins. To avoid violating the budget of $C$ on the number of fragmented items, whenever we need to fragment an item, we can add a new bin in which the item is packed with no fragmentation. Overall, we may add at most $\varepsilon c$ new bins. Thus, we have shown

Lemma 2. Any feasible solution for BP-SPF which uses $N$ bins can be replaced by a solution in which each connected component is of size at most $\lceil 1/\varepsilon \rceil$.

Recall that in BP-SPF we are given a set of $n$ items $I = (a_1, a_2, ..., a_n)$, where $a_i$ has the size $s(a_i) \in (0, 1]$. The number of fragmented items is bounded by $C$. The goal is to pack all items using minimal number of bins and at most $C$ splits. The following is an outline of our scheme for BP-SPF. (i) Preprocess the input to obtain a fixed number of item sizes. (ii) Guess $OPT(I) = d$, the number of bins used by an optimal packing of $I$. (iii) Solve a linear programming relaxation of the resulting instance of packing the items (with no fragmentations) into ordinary and oversized bins. (iv) Round the (fractional) solution for the LP and pack the large items according to the integral solution. (v) Pack the remaining large items and the small items, one at a time (see below).
2.2 Preprocessing the Input

Initially, we partition the items into two groups by their sizes: the large items have size at least $\varepsilon$; all other items are small. We then transform the instance $I$ to an instance $I'$ in which the number of distinct items sizes is fixed. This can be done by using the shifting technique (see, e.g., in [27]). Generally, the items are sorted in non-decreasing order by sizes, then, the ordered list is partitioned into at most $1/\varepsilon^2$ subsets, each containing $H = \lceil ne^2 \rceil$ items. The size of each item is rounded up to the size of the largest item in its subset. This yields an instance in which the number of distinct item sizes is $m = n/H \leq 1/\varepsilon^2$. Denote by $n_j$ the number of items in size group $j$, $1 \leq j \leq m$.

We proceed to define for the large items the configuration matrix, $A$, for bins in which there are no fragmented items. In particular, for the shifted large items, a bin configuration is a vector of size $m \leq 1/\varepsilon^2$, in which the $j$-th entry gives $h_j$, the number of items of size group $j$ packed in the bin. The configuration matrix $A$ consists of the set of all possible bin configurations, where each configuration is a column in $A$; therefore, the number of columns in $A$ is $q \leq (1/\varepsilon)^{1/\varepsilon^2}$. Next, we define a matrix $B$ including as columns the configurations of oversized bins. Each of these bins has a size in the range $[2, C+1]$. An oversized bin represents a connected component in some optimal primitive packing of the input. Each configuration of an oversized bin gives the number of items of each size group in this bin; thus, the number of columns in $B$ is $s = O((C/\varepsilon)^{1/\varepsilon^2})$.

2.3 Solving the Linear Program

In the following we describe the linear program that we formulate for finding a (fractional) packing of the items with no fragmentation. We number the oversized bin configurations by $1, \ldots, s$. Note that the capacities of the oversized bins used will determine the number of fragmented items in the solution output by the scheme. Let $f_k$ be the minimum capacity of an oversized bin having the $k$-th configuration, then the number of fragmented items in the connected component corresponding to this bin is $f_k - 1$. Denote by $x, y$ the variable vectors giving the number of ordinary and oversized bins having certain configuration, respectively. We want to minimize the total bin capacity used for packing the input, such that the number of fragmented items does not exceed the budget $C$.

Having guessed correctly the value of $d$, we need to find a feasible solution for the following program.
\[(LP) \quad \sum_{i=1}^{q} A_{ji} x_i + \sum_{k=1}^{s} B_{jk} y_k \geq n_j \quad \text{for } j = 1, \ldots, m \\
\sum_{i=1}^{q} x_i + \sum_{k=1}^{s} f_k y_k \leq d \\
\sum_{k=1}^{s} (f_k - 1) y_k \leq C \\
x_i \geq 0 \quad \text{for } i = 1, \ldots, q \\
y_k \geq 0 \quad \text{for } k = 1, \ldots, s\]

The first set of constraints guarantees that we pack all the items in size group \(j\), for all \(1 \leq j \leq m\); the two last constraints guarantee that the total number of bins used is at most \(d\), and that the number of fragmented items does not exceed the budget \(C\).

A technique developed by Young [28], for obtaining fast approximately feasible solutions for mixed linear programs, yields a solution which may violate the packing constraints in the above program at most by factor of \(\varepsilon\), namely, \(\sum_i x_i + \sum_k f_k y_k \leq d (1 + \varepsilon)\), and \(\sum_k (f_k - 1) y_k \leq C (1 + \varepsilon)\) (see also in [13]).\(^1\)

Generally, the technique is based on repeated calls to an oracle, which solves in each iteration (one or more) instances of the knapsack problem. Thus, the heart of the scheme is in efficient implementation of the oracle. In solving the LP for our problem, the oracle needs to solve a set of \(C + 1\) instances of the multiple choice knapsack (MCK) problem. In the \(c\)-th instance, \(1 \leq c \leq C + 1\), we are given a bin of capacity \(c\) and \(m\) items; the \(i\)-th item, \(a_i\), has the size \(\varepsilon \leq s(a_i) \leq 1\) and the profit \(0 < p(a_i) \leq 1\). We need to find a feasible packing of the items in the bin, by selecting any number of copies of each item, such that the overall profit is maximized. The oracle should solve this problem within \(1 + \varepsilon\) from the optimal, for each bin size \(1 \leq c \leq C + 1\). We call this set of instances of the MCK problem allMCK.

By Lemma 2, we may assume that the maximum bin size in our allMCK problem is \([1/\varepsilon] + 1\). Since each item \(a_i\), has a size \(s(a_i) \geq \varepsilon\), we can pack at most \((1/\varepsilon)^2\) copies of each item. Therefore, for each bin size \(1 \leq c \leq [1/\varepsilon]\), we can solve the knapsack problem with \(n = m/\varepsilon^2\) items. Using a fast FPTAS of Kellerer and Pferschy [15], this can be done in \(O(\varepsilon^{-3} m \log \varepsilon^{-1})\) steps.

\(^1\) We show below that such a solution can be fixed to maintain the budget constraint in our BP-SPF instance.
Alternatively, we can solve each MCK instance exactly, by formulating the problem, with a bin of size \( c \), as the following integer program (IP).

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{m} p(a_i) z_i \\
\text{subject to:} & \quad \sum_{i=1}^{m} s(a_i) z_i \leq c, \; z_i \geq 0 \; 1 \leq i \leq m
\end{align*}
\]

where \( z_i \) is the number of copies selected from the \( i \)-th item. As shown in [3], such IP in fixed dimension can be optimally solved in \( O(mM) \) steps, where \( M \) is the longest binary representation of any input element.\(^2\) We repeat this for \( c = 1, 2, \ldots, C + 1 \). Thus, we have shown

**Lemma 3.** For any \( \varepsilon > 0 \), the above all-MCK problem can be solved within factor of \((1 + \varepsilon)\) from the optimal in \( O(\frac{n}{\varepsilon^2} \cdot \min \{ \varepsilon^{-2} \log \varepsilon^{-1}, M \} ) \) steps, where \( M \) is the longest binary representation of any input element.

Finally, given a feasible \((1 + \varepsilon)\)-approximate solution for LP, we apply a technique of Beling and Megiddo [1] for transforming a given solution for a system of linear equations to a basic solution.

### 2.4 Packing the Items

Given the (fractional) solution for LP, we obtain integral vectors \( x' \) and \( y' \), by rounding down the entries in the vectors \( x \) and \( y \), respectively; that is, \( x' = \lfloor x \rfloor \), and \( y' = \lfloor y \rfloor \). Note that since we have a basic solution, at most \( m + 2 \) variables can be assigned non-zero values. We start by packing the items according to the rounded solution (defined by \( x' \) and \( y' \)), using the respective bin configurations. Next, for each non-integral variable \( y_k \), we add a bin of size \( \lfloor (y_k - y'_k) \cdot f_k \rfloor \). Denote this set of new bins by \( R \). We proceed by packing the remaining large items into \( R \), using the First Fit algorithm. Note that the number of (unit-sized) bins used so far does not exceed the number of bins in the solution defined by \( x \) and \( y \). If any large item remains unpacked, we add unit-sized bins in which these items are packed using First Fit. We then add the small items in arbitrary order, using Next Fit.\(^3\)

Our scheme completes by dividing each of the oversized bins into a set of ordinary bins. In the following we show that we can pack all items efficiently.

**Lemma 4.** Using the rounded solution for the LP, we can pack all items in the instance in \( O(n + m \log m) \) steps.

\(^2\) An instance solved by the oracle consists of a set of rationals that give \( s(a_i), p(a_i) \) for \( 1 \leq i \leq m \). The size of the binary representation of each rational is the sum of the sizes of its numerator and denominator.

\(^3\) Detailed descriptions of First Fit and Next Fit can be found, e.g., in [2].
3 Analysis of the Scheme

We first show that, although (i) we obtain only approximately feasible solution for LP, and (ii) rounding the solution for LP may result in adding oversized bins, the packing output by our scheme maintains the budget constraint.

Lemma 5. The total number of fragmented items is at most $C$.

Proof. Recall that the technique in [28] yields an approximately feasible solution, in which the packing constraints may be violated by factor of $\varepsilon$. Thus, given an approximately feasible solution for LP, either the number of bins or the number of fragmented items may be increased by factor of $\varepsilon$. We note that any extra fragmentation can be replaced by an extra bin, namely, we can pack the fragmented item in a new bin with no fragmentation. This will result in at most $\varepsilon \cdot OPT(I)$ new bins. Therefore we may assume that in our solution for the LP at most $C$ items are fragmented.

Next, we show that while packing the items using the (rounded) integral solution, we do not exceed the bound of $C$. In particular, we need to show that the number of items fragmented due to the usage of extra bins while packing the large items, is at most $C$. Consider the variable $y_k$, and let $0 < g_k = y_k - \lfloor y_k \rfloor < 1$. Recall that $f_k$ is the capacity of the oversized bin having the $k$-th configuration, where $1 \leq f_k \leq C + 1$. Then, we define a new oversized bin whose capacity is $\lfloor f_k g_k \rfloor$. The number of fragmented items due to this new bin is $\lfloor f_k g_k \rfloor - 1 \leq (f_k - 1) \cdot g_k$. Since the right hand side in the last inequality is the number of items fragmented due to the fractional part of $y_k$ (in the solution for LP), we have not increased the total number of fragmented items. This holds for any $1 \leq k \leq s$.

The proof of the next lemma is given in the Appendix.

Lemma 6. The input is packed in at most $(1 + \varepsilon)^2 (1 + 2\varepsilon)OPT(I) + 4(m + 2)$ bins.

We now analyze the running time of the scheme.

Lemma 7. The above scheme can be implemented in linear time.

Proof. The running time of the scheme is determined by the following steps. (i) Preprocess the input: we first partition the items to ‘large’ and ‘small’; then, we apply shifting to the large items to obtain $m = O(1/\varepsilon^2)$ distinct items sizes.
This can be implemented in $O(n \log m)$ steps (see, e.g., in [24]). (ii) Applying the technique of Young [28] for solving the LP, we get that the number of calls to the oracle is $O(m \log m \varepsilon^{-2})$. By Lemma 3, overall, this requires $O(m \log m \varepsilon^{-2} \cdot \min \{ \varepsilon^{-2} \log \varepsilon^{-1}, M \})$ steps for solving the LP. Applying a technique of Beling and Megiddo [1], which transforms the solution for LP into a basic one, requires $O(m^{2.62} \log m \cdot \varepsilon^{-2})$ steps. Since we need to ‘guess’ $d$, the optimal number of bins, we solve the LP $O(\log n)$ times. (iii) Finally, we pack the items and divide each oversized bin into a set of ordinary bins. By Lemma 4, this can be done in $O(n + m \log m)$ steps. Hence, we get that the total running time of the scheme is

$$O(n \log m + \log n \cdot m^2 \log m \cdot \varepsilon^{-2} \cdot (m^{0.62} + \varepsilon^{-1} \cdot \min \{ \varepsilon^{-2} \log \varepsilon^{-1}, M \})), \quad (1)$$

and since $m$, the number of distinct item sizes, is fixed, we get the statement of the lemma.

### 3.1 Combining Shifting with Geometric Grouping

In the following we show that the linear grouping technique used for shifting the item sizes can be replaced by geometric grouping [14], while maintaining the bound on the total number of fragmented items. Recall that, in geometric grouping, the interval $(0,1]$ is partitioned to sub-intervals of geometrically decreasing sizes, such that the smallest interval is $(0, \delta)$, for some $0 < \delta \leq \varepsilon$. This results in a set of sub-intervals $(0, \delta], (\delta, 2\delta], \ldots, (1/4, 1/2], (1/2, 1]$. Let $k = \text{size}(I) \cdot \varepsilon / \log_2 \varepsilon^{-1}$, where size$(I)$ is the total size of the items in the instance $I$. We partition the set of items whose sizes are in $(1/2, 1]$ to groups of $k$ items. We then proceed to the sub-interval $(1/4, 1/2]$ and use groups of $2k$ items, and continue sequentially to the other sub-intervals; in each sub-interval, the number of items per group increases by factor of 2. Now, we apply shifting to the items in each sub-interval as follows. The sizes of the items in each group are rounded up to the smallest size of an item in the next size group in this sub-interval. This results in $H = O(\varepsilon^{-1} \log \varepsilon^{-1})$ size groups.

**Lemma 8.** Applying shifting combined with geometric grouping, the items can be packed in the bins using at most $C$ fragmentations.

To obtain the overall running time of the scheme, we take in (1) $m = O(\varepsilon^{-1} \log \varepsilon^{-1})$, and use the next technical lemma (proof omitted).

**Lemma 9.** For any $x, y, \varepsilon \geq 1$ $O(n \log \varepsilon^{-1} + \log x \cdot n \varepsilon^{-y} \log^e \varepsilon^{-1})$ can be bounded by $O(n \log \varepsilon^{-1} + \varepsilon^{-y} \log^{e+2} \varepsilon^{-1})$. 
Theorem 1. There is an AFPTAS for BP-SPF which packs the items in \((1 + \varepsilon)\text{OPT}(I) + O(\varepsilon^{-1} \log \varepsilon^{-1})\) bins, and whose running time is \(O(n \log \varepsilon^{-1} + \varepsilon^{-5} \log^4 \varepsilon^{-1} \cdot \min\{\varepsilon^{-2} \log \varepsilon^{-1}, M\})\), where \(M\) is the longest binary representation of any input element.

In the Appendix, we show that our scheme for BP-SPF can be modified to apply for BP-SIF.

4 Application to Bin Packing and Variable-Sized Bin Packing

As special cases, our scheme for BP-SPF can be applied to classical bin packing and variable-sized bin packing, improving the best known running times for these problems.

Theorem 2. There is an AFPTAS for bin packing which packs the items in at most \((1 + \varepsilon)\text{OPT}(I) + O(\varepsilon^{-1} \log \varepsilon^{-1})\) bins in time \(O(n \log \varepsilon^{-1} + \varepsilon^{-4} \log^3 \varepsilon^{-1} \cdot \min\{\varepsilon^{-2} m^{0.62} M\})\), where \(M\) is the longest binary representation of any input element.

Proof. We can solve bin packing as a special case of BP-SPF in which \(C = 0\). We use the scheme as given in Section 2. Initially, we omit from the input items of size smaller than \(\varepsilon\), and apply the scheme for the remaining items. The running time of the scheme is determined by the following steps. (i) Preprocessing the input. We apply as before geometric grouping, which can be done in \(O(n \log m)\) steps. (ii) Solving approximately the linear program for bin packing. In applying the technique of Young [28], we can model the LP as a fractional covering problem with a simplex as a block \(\{x_C | \sum x_C = r\}\) with guessed objective value \(r\). Thus, using a result of [13] (see also [10]) the number of iterations, and the number of non-zero variables in the solution can be bounded by \(O(m \log m + \varepsilon^{-2})\).

In each call, the oracle needs to find a \((1 + \varepsilon)\)-approximate solution for the following instance of MCK. Given is a set of \(m\) items, such that each item \(a_i\) has a size \(\varepsilon \leq s(a_i) \leq 1\) and profit \(0 < p(a_i) \leq 1\). We may select from each item unbounded number of copies. We want to pack a set of item copies in a unit-sized bin such that the total profit is maximized. Since the total number of items in any feasible packing is at most \(1/\varepsilon\), we can solve the problem as an instance of the knapsack problem, with \(n = m/\varepsilon\) items. Using the scheme of [15], this can be done in \(O((m + \varepsilon^{-3}) \log \varepsilon^{-1})\) steps. Alternatively, we can solve the IP for MCK in \(O(mM)\) steps, where \(M\) is the longest binary representation of any input element. Thus, we solve the LP in \(O(m \log m + \varepsilon^{-2}) \cdot \min\{(m + \varepsilon^{-3}) \log \varepsilon^{-1}, mM\})\)
steps. Now, we use the technique of [1] to convert the solution for the LP to a basic solution. This is done in $O(m^{2.62}(\log m + \varepsilon^{-2}))$ steps. Since we need to ‘guess’ $d$, the optimal number of bins, we solve the LP $O(\log n)$ times. (iii) The items are packed in $O(n + m \log m)$ steps. Summarizing, we get that the running time of the scheme is $O(n \log m + \log n \cdot m(\log m + \varepsilon^{-2}) \cdot \min \{\varepsilon^{-3} \log \varepsilon^{-1}, m^{1.62} M\})$. Since $m = O(\varepsilon^{-1} \log \varepsilon^{-1})$, we get the running time $O(n \log \varepsilon^{-1} + \log n \cdot \varepsilon^{-4} \log^2 \varepsilon^{-1} \cdot \min \{\varepsilon^{-2}, m^{0.62} M\})$. Applying Lemma 9, we get the statement of the theorem. Finally, the small items are added in linear time, using Next-Fit.

We now show how our scheme for BP can be modified to solve variable-sized bin packing. Given an instance of variable-sized bin packing, with the set of bin sizes $B_1, \ldots, B_N$, such that $0 < B_j \leq 1$, and there exists $j$ such that $B_j = 1$, we omit bins of sizes smaller than $\varepsilon$. Also, we partition the items by their sizes: the large items have size at least $\varepsilon^2$; all other items are small. Initially, we find a packing of the large items. In the preprocessing step of the scheme, we use geometric grouping to reduce the number of distinct item sizes to $O(\varepsilon^{-2} \log \varepsilon^{-1})$. Let $x$ denote the number of bins of each possible configuration (see in Section 2.2), and $f$ is the vector of bin sizes. Then, having guessed correctly $d$, the total capacity of an optimal solution, we need to solve the linear program $\{LP' : B \cdot x \geq n, f \cdot x \leq d\}$, where $n$ is the vector giving the number of items of each size. We can apply our scheme for BP with $LP'$ replacing LP. The oracle needs to solve in each iteration an all-MCK instance, for all possible bin sizes in $[\varepsilon, 1]$. To implement the oracle efficiently, we use the next lemma (proof omitted).

**Lemma 10.** Given a feasible packing of a variable-sized bin packing instance in bins of possible sizes $B_j \in [\varepsilon, 1]$, $1 \leq j \leq N$, using the total bin capacity $D$, there exists a packing that uses $O(\log \varepsilon^{-1}/\varepsilon)$ distinct bin sizes, such that the total bin capacity used is at most $D(1 + \varepsilon)$.

Since each large item has the size at least $\varepsilon^2$, in solving MCK for each bin size, we can use the fast scheme of [15] for the knapsack problem with $n = m/\varepsilon^2$ items. As before, we can solve the problem exactly in $O(mM)$ steps. The oracle needs to solve this problem repeatedly, for $O(\varepsilon^{-1} \log \varepsilon^{-1})$ bin sizes. Then the solution for $LP'$ can be converted to a basic one in $O(m^{2.62}(\log m + \varepsilon^{-2}))$ steps [1]. Since we need to guess the value of $d$, the total capacity used by an optimal solution, we solve $LP'$ $O(\log n)$ times. Finally, we note that preprocessing the input, i.e., reducing the number of distinct item sizes and the number of distinct bin sizes, requires $O((N+n) \log m)$ steps. Also, the items are packed in $O(n + m)$ steps. To
get the total running time of the scheme, we summarize the above steps, taking 
m = O(\varepsilon^{-2} \log \varepsilon^{-1}), and apply Lemma 9.4

**Theorem 3.** There is an AFPTAS for variable-sized bin packing which packs 
the items using a total bin capacity of at most \((1 + \varepsilon)OPT(I) + O(\varepsilon^{-2} \log \varepsilon^{-1})\), 
where \(OPT(I)\) is the optimal capacity, and whose running time is \(O((N + 
n) \log \varepsilon^{-1} + \varepsilon^{-8} \log^{3} \varepsilon^{-1} \cdot \min\{\varepsilon^{-2} \log \varepsilon^{-1}, \varepsilon^{-0.24}M\})\), where \(M\) is the longest 
binary representation of any input element.
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4 We give the detailed scheme in the full version of the paper.

A An AFPTAS for BP-SIF

In solving BP-SIF, we may assume that $\Delta \geq \varepsilon$. Indeed, when $\Delta < \varepsilon$, any packing which fragments the last item in each bin yields a $(1 + \varepsilon)$-approximation to the optimal. We use the next result [26].

**Lemma 11.** Any instance of BP-SIF has an optimal packing that is primitive.
Given an instance of BP-SIF, we apply the steps of our scheme for BP-SPF, except that in step (iii) we solve the following linear program.

\[(LP')\]
\[
\sum_{i=1}^{q} A_{ij} x_i + \sum_{k=1}^{s} B'_{jk} y_k \geq n_j \quad \text{for } j = 1, \ldots, m \\
\sum_{i=1}^{q} x_i + \sum_{k=1}^{s} f_k y_k \leq d \\
x_i \geq 0 \quad \text{for } i = 1, \ldots, q \\
y_k \geq 0 \quad \text{for } k = 1, \ldots, s
\]

The matrix $B'$ gives the configurations of oversized bins: we pack in each bin of size $2 \leq c \leq 1/\varepsilon$ items of total size at most $c - \Delta(c - 1)$, to guarantee that the fragmented items can be packed along with their headers.\(^5\) As before, we may assume that the capacity of each oversized bin is at most $[1/\varepsilon]$. Hence, we have

**Theorem 4.** There is an AFPTAS for BP-SIF, which packs the items in $(1 + \varepsilon)OPT(I) + O(\varepsilon^{-1} \log \varepsilon^{-1})$ bins, and whose running time is $O(n \log \varepsilon^{-1} + \varepsilon^{-5} \log^3 \varepsilon^{-1}) \min\{\varepsilon^{-2} \log \varepsilon^{-1}, M\}$, where $M$ is the longest binary representation of any input element.

**B Some Proofs**

**Proof of Lemma 4:** We pack the items in the instance as follows. We first pack large items in linear time, using the configurations in the (rounded) integral solution. We note that some of the large items may remain unpacked, since we rounded down the $x_i$ and $y_k$ values. We now generate oversized bins from the fractions of the $y_k$ values. This is done in time that is linear in $m$, since the basic solution contains at most $m + 2$ non-zero variables. Now, we pack the remaining items greedily into each of the new bins. When packing items into a bin, if an item cannot be packed, we close the bin and start packing in a new bin. In the worst case, this may cause a waste of 1 in each of the bins. We complete packing items into these new bins in $O(m)$ steps.

Since we may have wasted some of the capacity of the new bins, we may have a set of large items, of total size at most $2m + 4$ that are not packed yet. We can pack these items using First Fit, in $O(m \log m)$ steps. Finally, we pack the small items. This can be done in linear time, using Next Fit. \(\blacksquare\)

\(^5\) We describe the scheme in detail in the full version of the paper.
**Proof of Lemma 6:** The preprocessing step may increase the number of bins used by factor of $\varepsilon$. Since we may need to pack the subset of largest items in a new set of bins. Also, by Lemma 2, we increase the number of bins in the solution by factor of $\varepsilon$, overall using $(1+\varepsilon)^2 OPT(I)$ bins.

Assuming that we have guessed $d$ correctly, the approximately feasible solution for LP may use at most $d(1+\varepsilon)$ bins. Also, as argued above, we may need to trade extra fragments for extra bins, thus increasing the total number of bins used at most by factor of $\varepsilon$. Hence, the solution for LP yields a $((1+\varepsilon)^2(1+2\varepsilon))$-approximation for the optimal number of bins.

Since we rounded down the basic solution (which has at most $(m+2)$ non-zero variables), after packing large items by the rounded solution, and adding extra oversized bins, the total volume of the unpacked large items cannot exceed $2m+4$. (We may waste a volume of $m+2$, since we use Next Fit for filling the extra bins, and additional volume of $m+2$, since we round down the capacities of the extra bins.) Finally, Packing a volume of $2m+4$ of items using the Next-Fit algorithm into unit-sized bins may require at most $2(2m+4)$ bins.

Finally, packing the small items, using the Next Fit algorithm, will not affect the quality of our approximation. This is obvious if we do not add any bin in the process. If we do add new bins, this means that each bin (except, maybe, for the last one) is full to at least $1-\varepsilon$ of its capacity. Since $\varepsilon < 1/2$ (see below), the total number of bins used in the solution is at most $(1+2\varepsilon)OPT(I) + 1$.

Given an input parameter $\varepsilon$, by taking an approximation parameter $\varepsilon' = \varepsilon/8$ in the scheme (and thus, we may assume that $\varepsilon < 1/2$), we get that the instance is packed in $(1+\varepsilon)OPT(I) + O(m)$ bins.

**Proof of Lemma 8:** Consider the instance $I'$ resulting from shifting the item sizes with geometric grouping. Let $I''$ be the instance resulting from $I$ by using geometric grouping and rounding down the size of each item to the smallest in its group. Then, omitting the group of largest items in each sub-interval, clearly, we can solve BP-SPF for the remaining items, by fragmenting the same number of items, without increasing the total number of bins used, i.e., $OPT(I'') \leq OPT(I)$.

Now, we pack separately the group of largest items in each sub-interval. For each sub-interval, this may require additional $k$ bins, in which the items are packed with no fragmentation: the largest items in the sub-interval $(1/2, 1]$ are packed one in a bin, the items in the sub-interval $(1/4, 1/2]$ are packed two in a bin, and so on. Overall, we add to the packing $O(k \cdot \log_2 \varepsilon^{-1}) = size(I) \cdot \varepsilon \leq \varepsilon OPT(I)$ bins.