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Abstract

Consider the problem of scheduling tasks on a multiprocessor where each task can be parallelized to run simultaneously on several processors. The number of processors assigned to the execution of a task is chosen at runtime. In general, increasing the number of processors assigned to a task will decrease its execution time. Our objective is to schedule the tasks so as to minimize the mean flow time (MFT), also known as the average response time of the system. We show that this problem is NP-hard in the strong sense. For scenarios in which the runtime per task decreases linearly with the number of processors allotted to it, we present the Sorted Earliest Completion Time (SECT) heuristic. SECT is shown to achieve a worst case bound of 3 to the MFT of the optimal schedule in time $O(n \log n + nm)$, where $m$ is the number of processors, and $n$ is the number of tasks.
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1 Introduction

We study the problem of scheduling a set of tasks on a multiprocessor, which is classic in resource allocation. Typically, scheduling algorithms take as input an arbitrary number of tasks, each with an execution time, and produce as output a mapping of tasks to processors and a list of start times which will minimize either the average response time (mean flow time (MFT)), or the finish time of the entire schedule (makespan). The problem of finding a schedule that minimizes the MFT where each task runs on a single processor, has been widely studied [3, 2, 4].

In recently developed multiprocessor systems [7] parallelizable tasks may be scheduled to run simultaneously on several processors, thus decreasing their runtimes. We study scheduling heuristics for parallelizable tasks, which aim to minimize the MFT of the system. The set of tasks handled by the scheduler may be of the following types:

1. Non-malleable—Some applications are written for a fixed number of processors. In this case the operating system cannot arbitrarily assign a different number of processors to the execution of a task.

2. Malleable linear—Corresponds to applications where the number of processors assigned to a task can be determined by the operating system. In the linear case the runtime of a task decreases linearly with the number of processors assigned to it. This fits the many applications that can be trivially parallelized, such as database searches [12] and circuit simulation using waveform relaxation [6]. In these cases we expect a speedup function that decreases linearly until the problem’s maximum level of parallelism is reached. There is no further decrease in the execution time if additional processors are assigned to a task.

3. Malleable non-linear—When the overhead inherent in parallelizing the task on several processors becomes a significant factor, the decrease in runtime is only sub-linear. This fits applications, in which communication costs are significant. In analyzing the non-linear case, we refer to the notion of work, defined as the sum of the running times of the processors allocated to a specific task. The work function describes the dependence of the work needed to execute a task upon the number of processors allocated to it and includes the overhead that stems from the communication and synchronization between the processors engaged in the execution of a single task. It also includes all other system overhead due to paging, context switching, etc. In most common scenarios the communication and synchronization overhead increases with the number of involved processors and therefore we often refer in the present context to work functions that are non-decreasing in the number of processors.

The MFT, which is the average completion time of a task in the system, is typically used as a metric when evaluating schedules in interactive environments where users are waiting for jobs to complete. Minimizing the MFT is equivalent to minimizing the average time that a user waits for results. In this paper we focus on the problem of scheduling parallelizable tasks in order to minimize the MFT.

Although the literature on minimizing the mean flow time for uniprocessor tasks is extensive, little attention was given to scheduling parallelizable tasks to minimize the flow time. For the case of non-parallelizable tasks scheduled on identical machines, the Shortest Processing Time first (SPT) algorithm is known to be optimal with respect to the MFT. We will see in subsequent sections that the principle of scheduling short tasks first carries over to the parallelizable case as well. Bruno et al. present in [1] a polynomial time algorithm that produces the optimal schedule also for the model of unrelated machines.

In a seminal paper on minimizing the average response time for parallelizable tasks, Turek et al. introduce the SMART algorithm, that provides schedule whose flow time is within a bound of $32$ to the optimum for non-malleable tasks. In [10] they present an algorithm for malleable non-linear tasks with a bound of $3$ to the optimum. The asymptotic complexity of the algorithm is $O(n^2(n + m))$ where $n$ is the number of tasks, and $m$ the number of processors.

In the present work we consider scenarios where the speedup gained by running a task on several processors is linear in the number of processors. Thus the work function is constant. We present a simple heuristic which we call the Sorted Earliest Completion Time (SECT) algorithm, that achieves a worse case bound of $3$ to the optimal MFT with complexity $O(n(m + \log n))$. 

1
The rest of the paper is organized as follows: In Section 2 we show that the problem of scheduling \( n \) tasks on \( m \) identical processors for non-malleable task systems with the goal of minimizing the mean flow time (or NMS-MFT for short) is NP-hard in the strong sense. In Section 3 we show that the more general problem of scheduling malleable tasks to minimize the MFT is also NP-hard in the strong sense. In Section 4 we present and analyze the performance of the Sorted Earliest Completion Time (SECT) algorithm. We show that for linear speedup task systems it produces schedules with a worst case bound of \( 3 \) to the optimum in time \( O(n \log n + nm) \). We conclude in Section 5 with experimental results and discussion.

2 NMS scheduling for Minimum Flow Time is NP-hard

The NMS-MFT decision problem is described as follows:

**Instance:** A finite number \( m \) of identical processors, a bound \( F \in \mathbb{Z}^+ \) on the flow time, a set of \( n \) tasks \( T = \{ T_1, T_2, \ldots, T_n \} \) and for each task \( T_i \), an integer number of required processors \( 1 \leq \delta_i \leq m \), and an integer runtime \( t_i \in \mathbb{Z}^+ \) when executed on \( \delta_i \) processors.

**Question:** Can a valid schedule \( S \) be constructed, that specifies a start time \( s_i \) for each task, such that the flow time is less than the bound, that is \( ft(S) = \sum_{i \in T} (s_i + t_i) \leq F \)?

A valid schedule is defined as one in which at any point in time, \( t \), at most \( m \) processors are busy, i.e.

\[
\text{for all} \quad t \geq 0 \quad \sum_{i \colon t_i \leq t} \delta_i \leq m.
\]

**Theorem 1** The NMS-MFT decision problem is NP-complete in the strong sense.

**Proof:** In the following proof we adopt the notation of [3]. We use a transformation from the 3-partition problem:

**Instance:** A finite set \( A = \{ a_1, \ldots, a_{3m} \} \) of \( 3m \) elements, a bound \( B \in \mathbb{Z}^+ \), and a size \( s(a_i) \in \mathbb{Z}^+ \) for each \( a_i \in A \), such that each \( s(a_i) \) satisfies \( B/4 < s(a_i) < B/2 \) and \( \sum_{a_i \in A} s(a_i) = Bm \).

**Question:** Can the set \( A \) be partitioned into \( m \) disjoint sets \( S_1, S_2, \ldots, S_m \) such that, for \( 1 \leq j \leq m \), \( \sum_{a_i \in S_j} s(a_i) = B? \)

Let \( \Pi \) be the decision problem 3-partition, \( \Pi' \) be the decision problem NMS-MFT, \( D_\Pi \) the domain of \( \Pi \) and \( D_{\Pi'} \) the domain of \( \Pi' \). We prove that NMS-MFT is NP-complete in the strong sense by showing that \( \Pi' \in \text{NP} \), and that there exists a pseudo-polynomial transformation \( f(\cdot) : D_\Pi \rightarrow D_{\Pi'} \).

Clearly \( \Pi' \in \text{NP} \), since a non-deterministic algorithm only needs to produce the start time for each task. Then we can check in polynomial time that this is a valid schedule and that the flow time is less than the bound.

We define the pseudo-polynomial transformation \( f(\cdot) \) as follows:

**Transformation** \( f(\cdot) \)

**Input:** an instance \( I \in D_\Pi \) of the 3-partition problem.

**Output:** an instance \( I' \in D_{\Pi'} \) of the NMS-MFT decision problem.

1. Let there be \( m \) identical processors and \( n = 3m + Bm \) tasks.

2. Let the runtimes of the first \( 3m \) tasks be identical to the sizes of the items from 3-partition, i.e. \( t_i = s(a_i) \), \( \forall 1 \leq i \leq 3m \), such that each task requires a single processor, \( \delta_i = 1 \), \( \forall 1 \leq i \leq 3m \). These tasks will be referred to as uniprocessor tasks.

3. For the remaining \( Bm \) tasks assign full parallelism, \( \delta_i = m \), and runtimes of \( t_i = B^2 m^3 \). \( \forall 3m + 1 \leq i \leq 3m + Bm \). These will be referred to as parallelizable tasks.
4. We choose the bound
\[ F = \frac{5}{2} B m + B^2 m + \frac{B^3 m^3}{2} + \frac{B^4 m^4}{2}. \]

The proof proceeds in two parts:

1. It is easy to show, that for any schedule \( S \) in one of the uniprocessor tasks is scheduled after the completion of a parallel task (see Figure 1b) the flow time exceeds the bound, i.e. \( ft(S) > F \). To prove this, assume that first the tasks \( T_1, \ldots, T_{3m-1} \) are scheduled, followed by one of the tasks \( T_i, i > 3m \). After the first parallelizable task is scheduled, the task \( T_{3m} \) is scheduled, followed by some assignment of the remaining tasks as in Figure 1b. Without loss of generality choose the first large task to be \( T_{3m+1} \). For any schedule \( S \) of this form, a lower bound on the flow time is:

\[
ft(S) \geq B m / 4 + B m / 2 + (B m - t_{3m}) + B^2 m^2 + (B^2 m^2 + t_{3m}) + \sum_{i=2}^{B m} (i \cdot t_{3m+i}) > F.
\]

\( B m / 4 \) is the lower bound on the contribution to the flow time due to the first \( m \) tasks, \( B m / 2 \) due to the second \( m \) tasks scheduled and \( B m - t_{3m} \) due to the last \( m - 1 \) non-parallelizable tasks. \( B^2 m^2 \) is the earliest that task \( T_{3m+1} \) can finish execution, and \( B m + t_{3m} \) is the earliest that task \( T_{3m} \) can finish. Finally, we add the lower bound on the flow time of the \( B m \) parallelizable tasks. Since \( ft(S) > F \), we have shown that any schedule in which a uniprocessor task completes execution after a parallelizable task exceeds the upper bound of the optimal schedule, \( F \). Therefore we consider only schedules, in which the \( 3m \) uniprocessor tasks are scheduled first, \( 3 \) tasks to each processor, followed by the remaining \( B m \) tasks, each scheduled on \( m \) processors as shown in Figure 1a and 1c.

2. To prove that there is solution to 3-partition if and only if \( ft(S) < F \): It is sufficient to show, that in order not to exceed the bound \( F \) on the flow time, all \( 3m \) uniprocessor tasks have to finish execution by time \( B \). Observe, that this is the interpretation of the size \( F \), chosen as the bound: It is the largest flow time of any schedule where the \( 3m \) uniprocessor tasks are scheduled in three levels and finish simultaneously at time \( B \) (over all possible sets of \( 3m \) tasks where \( B / 4 < t_i < B / 2 \)).

It is easily verified that schedules of the form shown in Figure 1a satisfy the bound \( F \), and correspond to a solution to the original 3-partition problem. To show that only schedules of this form can satisfy the bound, we compute the minimum flow time of any schedule of the tasks generated by the transformation in which one of the uniprocessor tasks completes at time \( B + 1 \) as in Figure 1c. The minimum flow time for the \( 3m \) uniprocessor tasks using the bounds on their execution time \( (B / 4 < t_i < B / 2) \) is \( 7Bm/4 \), and adding the flow time of the \( Bm \) parallel tasks yields a schedule \( S \), with flow time

\[
ft(S) \geq \frac{7}{4} B m + \sum_{i=1}^{B m} \left( \frac{t_i}{m} + B + 1 \right) = \frac{11}{4} B m + B^2 m + \frac{B^3 m^3}{2} + \frac{B^4 m^4}{2} > F.
\]

which completes the proof.

**Corollary 1** The problem of finding a schedule that minimizes the MFT for non-malleable task system is NP-hard in the strong sense.

**3 Malleable scheduling for minimum flow time is NP-hard**

In malleable scheduling each task may be scheduled on a number of processors that is determined at runtime. The amount of time required to execute a task depends on the number of processors that are allocated to the task, as well as the task’s speedup function. It is readily seen from the proof of Theorem 1 that minimizing the MFT for malleable task systems with arbitrary speedup functions is also NP-hard in the strong sense: Choose an instance of the problem in which the runtime for any task \( T_i \) is
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Figure 1: An optimal schedule and two sub-optimal schedules for NMS-MFT. The x-axis represents the \( m \) identical processors, and the y-axis represents time. Each rectangle represents a single task, where the width is the number of processors executing the task, and the height is the execution time.

\( \infty \) for any number of processors other than \( \delta_i \). When \( T_i \) is scheduled on \( \delta_i \) processors, its runtime will be given as in the transformation \( f(\cdot) \).

In extending Corollary 1 to malleable task systems, we first define the decision problem for malleable scheduling to minimize the flow time (MS-MFT), in which the tasks have linear speedup:

**Instance:** A finite number \( m \) of identical processors, a bound \( F \in \mathbb{Z}^+ \) on the flow time, a set of \( n \) tasks \( T = \{T_1, T_2, \ldots, T_N\} \) and for each task \( T_i \), an integer runtime \( t_i \in \mathbb{Z}^+ \) when scheduled on a single processor, and an integer maximum number of processors \( 1 \leq \delta_i \leq m \).

**Question:** Can a valid schedule be constructed that specifies a start time \( s_i \) and a level of parallelism \( \beta_i \) for each task, such that \( \beta_i \leq \delta_i \) and the flow time is less than the bound, that is \( \sum_{T_i \in T}(s_i + t_i/\beta_i) \leq F \)?

**Theorem 2** The problem of finding a schedule that minimizes the MFT for linear speedup task systems is NP-hard in the strong sense.

**Proof:** Basically the proof used for NMS-MFT also applies to MS-MFT, where each task has a limit on its maximum level of parallelism, \( \delta_i \), but it can be scheduled on any number \( p \) of processors from 1 to \( \delta_i \) with a runtime \( t_i/p \). We show that this is NP-hard in the strong sense by taking an instance of this problem that corresponds to the instance used in the proof of Theorem 1, with the same bound \( F \).

First note, that parallelizing any of the first 3m tasks can only increase the flow time, since the runtime of each task is constant regardless of the number of processors assigned to it. Also, as in the non-malleable case, scheduling any of the unparallelizable tasks after one of the parallelizable tasks completes will produce a schedule whose flow time exceeds the bound \( F \). Thus, we reduce the discussion to schedules in which the unparallelizable tasks are either scheduled first, or in parallel to the long tasks (see Figure 2).

It remains to show, that \( f(t(S)) \leq F \) if and only if the latest completion time of the first 3m tasks is \( B \). We show below, that any scenario not satisfying the last condition would yield MFT larger than \( F \):

(a) Assume a schedule \( S \) where each of the processors finishes executing its 3 unparallelizable tasks at one of two possible finish times and in which the next two parallelizable tasks finish simultaneously at time \( 2B^2 m^2 + B \) as shown in Figure 2a, i.e., the first \( 3m + 2 \) tasks finish simultaneously. Clearly the flow time of this schedule is less the flow time of a schedule in which the first \( 3m + 3 \) or more tasks finish simultaneously. Also, for the given sizes of the parallelizable tasks, we cannot form
such a schedule with only $3m + 1$ tasks. It is readily seen that
\[
ft(S) \geq \sum_{i=3}^{B_m} (i \cdot 2B^2m^2 + B) + 2(2B^2m^2 + B) + \frac{7}{4} Bm > F.
\]

The schedule shown in Figure 2a considers only the situation where tasks $T_{3m+1}$ and $T_{3m+2}$ are scheduled after the completion of the non-parallelizable tasks.

(b) If any of the parallelizable tasks starts at time 0 (as in Figure 2b), it is obvious that the flow time of the schedule will still exceed the bound $F$, since this will only produce a schedule with a larger flow time than that of Figure 2a.

Following the previous proof for NMS-MFT, the only schedule that will satisfy the bound corresponds to a solution to 3-partition. Thus, we have shown the existence of a schedule, $S$, that satisfies the bound $ft(S) \leq F$ if and only if there exists a solution to the 3-partition problem. Since the description of the malleable scheduling problem is identical to that of the NMS-MFT, $f(\cdot)$ continues to be a polynomial time transformation.

**Corollary 2** MS-MFT is NP-hard in the strong sense for non-linear speedup task systems that have non-decreasing work functions.

## 4 Performance of Sorted ECT

In the previous sections we showed that scheduling to minimize the MFT is NP-hard in the strong sense for both malleable and non-malleable task systems. The problem of minimizing the MFT for tasks with arbitrary speedup functions is at least as hard as the problem of scheduling non-malleable tasks. The best known algorithm for this problem obtains a worst case bound of $32$ to the optimum[9]. In this section we present an algorithm for scheduling linear speedup tasks which aims to minimize the mean flow time. This algorithm runs in time $O(n \log n + nm)$ and has a worst case performance bound of $3$.

We motivate the usage of our algorithm with an example that show that using the original SPT algorithm for parallelizable tasks can produce schedules that are as bad as $m$ times the optimum. In short, there is no constant bound on its worst case behavior. In cases where the number of tasks is
\[
ft(S^*) = \frac{t}{m}
\]

\[
ft(S^\text{T}) = t
\]

\[
\begin{align*}
\begin{array}{c|c|c}
\text{Time} & m \text{ processors} & \frac{t}{m} \\downarrow \text{processors} \\
\hline
m & f t(S^*) = t & f t(S^\text{T}) = t \\
\end{array}
\end{align*}
\]

Figure 3: Optimal and SPT schedule for MS-MFT

much larger than the number of processors, SPT may produce schedules where the flow time is close to the optimal, however for \( n \ll m \) SPT may obtain a schedule with a flow time \( m \) times greater than the optimum. (See Figure 3 for a trivial example.)

As we are developing a worst case bound on the behavior of an algorithm, it is essential that we obtain a lower bound on the flow time of the optimal schedule for any given set of tasks. At this stage we are not interested in how the tasks are actually scheduled on the processors. If follows that the optimal schedule, \( S^* \), can do no better than to execute each task at its maximum level of parallelism,

\[
ft(S^*) \geq \sum_{i=1}^{n} \frac{t_i}{\delta_i}.
\]

This bound corresponds to the case where all the tasks can begin execution simultaneously at time zero and is tight if and only if \( \sum_{i=1}^{n} \delta_i \leq m \).

Using an argument based on the total amount of processing that is required by the tasks, we can form another lower bound on the flow time. Assume that the maximum level of parallelism for each task is \( m \), that is it can be scheduled on all the processors. The flow time in this case will be minimized by a schedule \( S' \) which assigns \( m \) processors to each task and schedules them according to shortest processing time first (SPT). From this we can see that the finish time of the \( i \)-th task is the sum of the runtime of the first \( i \) tasks, i.e. \( f_i(S') = \sum_{j=1}^{i} t_j / m \). Using this we form another lower bound on the flow time:

\[
ft(S^*) \geq \sum_{i=1}^{n} f_i(S') = \sum_{i=1}^{n} \left( n - i + 1 \right) \frac{t_i}{m}.
\]

This bound follows from the fact, that the flow time of this schedule, \( S' \) is less than the flow time of any schedule in which the limits on the parallelism for each task is less than \( m \).

For notational convenience we define two variables to represent the above lower bounds. Let \( A = \sum_{i=1}^{n} (n - i + 1) t_i / m \), and let \( H = \sum_{i=1}^{n} t_i / \delta_i \). Clearly, the flow time of the optimal schedule is greater than both the lower bounds, \( ft(S^*) \geq \max(A, H) \) and since \( \max(a, b) \geq \alpha a + (1 - \alpha)b, \ 0 \leq \alpha \leq 1 \), the optimal flow time is greater than any weighted average of the two bounds.

\[
ft(S^*) \geq \alpha A + (1 - \alpha) H \quad 0 \leq \alpha \leq 1.
\]

We now introduce the Sorted Earliest Completion Time (SECT) heuristic. It is essentially the ECT algorithm presented in [11] after the tasks have been sorted in increasing order of work. We show that SECT when used for linear speedup task systems, produces schedules with worst case performance close to the optimal MFT. The motivation for sorting the task in increasing order of runtime is derived from the well known results that SPT produces optimal schedules for non-parallelizable tasks. Considering the special cases in which either all tasks are non-parallelizable, or in which every task has the maximum level of parallelism \( m \), it is clear that ECT should schedule the shortest tasks first.
Algorithm 1 (Sorted Earliest Completion Time (SECT))

Input: A set of $n$ tasks with runtimes $t_1, t_2, \ldots, t_n$ and maximum levels of parallelism $\delta_1, \delta_2, \ldots, \delta_n$.

Output: A schedule $SECT$ specifying for each task a start time $s_i$, and a level of parallelism $1 \leq \beta_i \leq \delta_i$.

Sort the tasks so that $t_1 \leq t_2 \leq \cdots \leq t_n$

for ($i = 1$ to $n$)
    
    $finish \leftarrow \infty$
    
    for ($p = 1$ to min($\delta_i, m/2$))
        
        $s_i \leftarrow$ first time when $p$ processors are available
        
        if ($s_i + t_i/p < finish$) then 
            
            $\beta_i \leftarrow p$; $finish \leftarrow s_i + t_i/\beta_i$
        
    endfor

    $s_i \leftarrow$ first time when $\beta_i$ processors are available

    Schedule $T_i$ on $\beta_i$ processors

endfor

Lemma 1 Scheduling the set of linear speedup tasks according to the $SECT$ algorithm achieves a flow time, $ft(SECT)$, satisfying

$$ft(SECT) \leq 2A + H.$$ 

Proof: We first show that the finish time, $f_i$, for each task satisfies,

$$f_i \leq 2 \sum_{j \leq i} t_j/m + t_i/\delta_i.$$ 

(4)

Considering the finish time of task $T_i$: assume that each of the previous tasks, $T_j$, $j < i$ satisfied the bound, and that they have been scheduled according to the $SECT$ algorithm. This means that from time 0 until $T_i$ is scheduled at least half of the processors are busy. We handle separately two cases.

For the case where $\delta_i \leq m/2$:

It follows that, $s_i(\delta_i)$, the start time of task $T_i$ if it is scheduled on $\delta_i$ processors, satisfies

$$s_i(\delta_i) \leq 2 \sum_{j \leq i} t_j/m$$

because at least half the processors are busy. Therefore the finish time, $f_i(\delta_i)$, if $T_i$ is scheduled on $\delta_i$ processors satisfies $f_i(\delta_i) \leq 2 \sum_{j \leq i} t_j/m + t_i/\delta_i$. Since we only schedule $T_i$ on $\beta_i < \delta_i$ processors if it will decrease the finish time, it follows that $f_i(\beta_i) < f_i(\delta_i)$.

For the case where $\delta_i > m/2$:

Assume that the task $T_i$ is scheduled on $m/2$ processors. It now follows that from the beginning of the schedule until $T_i$ completes, at least half of the processors are being used, and therefore the finish time will satisfy

$$f_i(m/2) \leq 2 \sum_{j \leq i} t_j/m \leq 2 \sum_{i \leq j} t_j/m + t_i/\delta_i.$$ 

Once again the task is scheduled on $\beta_i \leq m/2$ processors only if this will decrease the finish time. 

Note: Using the arguments given in [11] it is possible to allow tasks to be scheduled on more than $m/2$ processors and still maintain the same bound on the finish time.
We have thus shown that the finish times of all tasks satisfy the bound in equation (4). Summing the finish times of all the tasks yields,

$$ft(SECT) = \sum_{i=1}^{n} f_{i}(\beta_{i}) \leq \sum_{i=1}^{n} \left[ 2 \sum_{j\leq i} t_{j}/m + t_{i}/\delta_{i} \right] \leq 2A + H .$$

\[\blacksquare\]

**Theorem 3** The SECT algorithm obtains a bound of 3 to the optimum for linear speedup tasks in time $O(n \log n + nm)$.

**Proof:** This follows directly from Lemma 1 and equation (3) when we choose $\alpha = 2/3$, i.e.,

$$ft_{SECT} \leq 3 \left[ 2/3A + 1/3H \right] \leq 3ft(S^*) .$$

The complexity is easily verified to be $O(n \log n)$ to sort the tasks and $O(nm)$ to schedule the tasks. \[\blacksquare\]

## 5 Experimental Results

In the previous section we focused on analyzing the worst case performance of the SECT algorithm. In this section we present the average case behavior of this algorithm obtained by simulations. Our results show that the SECT algorithm in general produces schedules close to the optimum, with respect to the MFT.

To test the Sorted Earliest Completion Time (SECT) algorithm we ran experiments to simulate multiprocessors with 16, 32, 64 and 128 processors. We collected results from runs with various numbers of tasks between 4 and 128. In all cases the execution time of the tasks was chosen to be an exponentially distributed random variable with mean 1, and the maximum level of parallelism was a uniformly distributed random variable between 1 and the number of processors. For each given number of tasks, we ran the SECT algorithm on 100 different input sets. For each input set (trial) we calculated the ratio of the flow time of the SECT schedule to the lower bound on flow time of an optimal schedule. In Figure 5 we use box and whisker plots to represent the data. This method of exploratory data analysis is discussed in [8]. Although not as detailed as a plot of the distribution of ratios, it allows us to present 5 important values that summarizes the results. The vertical axis represents the ratio to the lower bound of optimum. Since we can never do better than the optimum the axis begins at 1.0, and because the SECT guarantees a worst case behavior of three, the axis extends to 3.0. For each number of tasks simulated for a given trial (4, 8, 16, 32, 64 and 128) we plot the minimum ratio and the maximum ratio, represented by the two lines (whiskers) extending from box, the average, represented by a large dot, and a box containing 50% of the points centered around the median. Figure 5 shows these points for simulations with 32 processors. The results from the simulation show that the SECT algorithm generally obtains a solution within a factor of 1.35 to the lower bound of the optimum, with the schedules on average being slightly better for trials with more tasks. In no trial did the flow time exceed 2 times the optimal, and thus we conjecture that a tighter bound can be shown for the SECT algorithm. The results for other numbers of processors were similar.

We plotted the results for SECT next to the results of running the classic non-parallel SPT algorithm. The up arrows in the graph of the SPT results represent data points that did not fit on the graph. It is clear from these results that SPT obtains results close to optimal only when $n \gg m$, and even in this situation SECT on the average produces schedules with smaller flow times.

In summary, we have shown that scheduling parallelizable tasks to minimize the mean flow time is NP-hard in the strong sense. We introduced a polynomial time heuristic, SECT, that produces schedules with a worst case performance bound of 3 to the optimum. Simulation show that in general the average case behavior is even closer to the optimum. We leave open the question whether a similar worst case bound may be achieved for nonlinear speedup functions.
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