Computing the Voronoi Cells
of
Planes, Spheres and Cylinders in $\mathbb{R}^3$

Iddo Hanniel * and Gershon Elber

Department of Computer Science,
Technion, Israel Institute of Technology

Abstract

We present an algorithm for computing the Voronoi cell for a set of planes, spheres and cylinders in $\mathbb{R}^3$. The algorithm is based on a lower envelope computation of the bisector surfaces between these primitives, and the projection of the trisector curves onto planes bounding the object for which the Voronoi cell is computed, denoted the base object. We analyze the different bisectors and trisectors that can occur in the computation. Our analysis shows that most of the bisector surfaces are quadric surfaces and five of the ten possible trisectors are conic section curves. We have implemented our algorithm using the IRIT library and the CGAL 3D lower envelope package. All presented results are from our implementation.
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1 Introduction and Previous Work

The Voronoi diagram (VD) and medial axis transform (MAT) have proven to be useful tools in a variety of application domains [1–3]. In $\mathbb{R}^2$, many algorithms have been proposed for constructing Voronoi diagrams of low-order objects (points, line segments and polygons). There are also several results on constructing VDs of higher order objects such as circles [4], ellipses [5] and free-form curves [6].
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In $\mathbb{R}^3$, there is an extensive literature on the computation of VDs and MATs of polyhedra. Varying approaches were used in these works: thinning algorithms [7], distance field computations [8,9], surface sampling approaches [10] and algebraic methods [11]. However, extensions of these results to non-linear input surfaces, without resorting to their approximation by polyhedra, are rare.

**Definition 1** Given a set of disjoint bounded objects $O_0, O_1, \ldots, O_n$ in $\mathbb{R}^3$, the Voronoi cell (VC) of object $O_0$, denoted the base object, is the set of all points closer to $O_0$ than to $O_j$, $\forall j > 0$. The Voronoi diagram (VD) is then the union of the Voronoi cells of all $(n+1)$ objects.

In this paper, the term “Voronoi cell”, unless otherwise noted, refers to the “boundary of the Voronoi cell”.

**Definition 2** The locus of points that are equidistant from $O_0$ and $O_j$, for some $j > 0$, is called (the $O_0O_j$) bisector. The locus of points that are equidistant from $O_0$, $O_i$ and $O_j$, for some $i, j > 0$ ($i \neq j$), is called (the $O_iO_jO_j$) trisector. In general, bisectors in $\mathbb{R}^3$ are surfaces and trisectors are curves.

Figure 1(a) demonstrates bisector surfaces between a plane and two spheres. Figure 1(b) demonstrates the trisector curve between a plane and two spheres. It can be seen in the figure that the trisector is the intersection of the two bisectors. Furthermore, in Figure 1(b) one can see that every point (see point $p$) on the trisector is equidistant from the three primitives. The bisectors in the example are paraboloids (as will be explained in Section 3.1) and the trisector is an ellipse (see Lemma (2) in Section 3.2).

There have been several results on the computation of bisectors in $\mathbb{R}^3$. Dutta and Hoffman [12] computed the bisectors of CSG primitives (plane, sphere, cylinder, cone and torus). In some of the cases they assumed special configurations of the surfaces (e.g., that the center of a sphere is located on the axis of a cylinder). Elber and Kim [13] extended these results and showed that bisector surfaces of CSG primitives in general configurations are also rational. For example, they compute the bisector of a sphere and any CSG primitive by reducing the problem to that of a bisector between a point and an offset surface, which is rational [14]. Peternell [15] gave a survey of the properties of bisector surfaces, and further extended the results described above. He proved that the bisector of two developable surfaces, which have a rational unit normal, is rational. In particular, cylinders and cones are such surfaces.

An implementation that constructs a medial axis in $\mathbb{R}^3$ of surfaces that are not polyhedra was presented by Ramanathan and Gurumoorthy [16]. In [16], which is based on their work in [17], they constructed the medial axis of extruded and revolved shapes. They exploited the fact that the 3D MAT of an extruded or revolved shape is closely related to the 2D MAT of its creating section curve. The output of their algorithm is still a piecewise linear approximation of the...
Fig. 1. An example of two bisector (surfaces) and a trisector (curve) between a plane and two spheres: (a) The bisector surfaces between the plane and each of the spheres, (b) The trisector curve (in bold black) between the plane and the two spheres, which is also the intersection of the two bisectors.

Another direction of research, which has applications in molecular biology, has been on algorithms for constructing the VD of a set of spheres. Kim et al. [18] proposed an edge-tracing algorithm for computing the VD of a set of spheres in $\mathbb{R}^3$. Their algorithm assumes that the graph of the edges of each cell is connected, which is not true in general. An algorithm for computing a single Voronoi cell of a set of spheres was proposed by Will [19]. It is based on the insight that the projection of a trisector curve onto the base sphere is a circular arc. The algorithm is an incremental lower envelope construction, where the edges of the projection map are circular arcs.

In the computational geometry literature, there are related works on additively weighted Voronoi diagrams. The additively weighted Voronoi diagram of a set of points $p_1, \ldots, p_n$ in $\mathbb{R}^d$ with respective weights $r_1, \ldots, r_n$, is the Voronoi diagram under the additive distance function $\text{dist}(p, p_i) = ||p - p_i|| - r_i$ (see, for example, [20][Chapter 18.3.1]). When the spheres are disjoint, their Voronoi diagram is equivalent to the additively weighted Voronoi diagram in $\mathbb{R}^3$. Aurenhammer and Imai [21] showed that a cell of the additively weighted Voronoi diagram in $\mathbb{R}^d$ corresponds to the projection of the intersection of a cell of a suitably defined power diagram in $\mathbb{R}^{d+1}$ with a $d+1$-dimensional cone. Thus, the Voronoi cell can be computed by computing a power diagram in $\mathbb{R}^d$ and intersecting the power cells with a 4-dimensional cone. Boissonat and Delage [22] proposed a similar method to compute the additively weighted Voronoi diagram. Their algorithm is based on an incremental construction of the diagram. Computing a single Voronoi cell is reduced, by inversion, to computing an additively weighted convex hull problem, which is solved using the power diagram. They implemented their algorithm using filtered exact arithmetic.

In this work, we present an algorithm for computing the Voronoi cell of a set of objects in $\mathbb{R}^3$. The objects are the common CSG surfaces - (infinite) planes,
spheres and (infinite) cylinders. Given the input CSG primitives $O_1, \ldots, O_n$, and a base CSG primitive $O_0$, we can assume that the objects are translated and oriented so that the base object $O_0$ is positioned in a canonical manner. That is, if $O_0$ is a plane it is the $xy$-plane, if it is a sphere it is centered at the origin, and if it is a cylinder its axis is the $y$-axis. A user-defined bounding box is used to clip infinite objects. The algorithm outputs the trimmed surfaces of the Voronoi cell of $O_0$, as trimmed Bézier patches.

Similar to the algorithm of Will [19], our algorithm is based on a lower envelope algorithm of the bisector surfaces. However, unlike his algorithm, we project the trisectors onto a plane and not onto the sphere and therefore our algorithm can be extended to other base primitives that are not a sphere, namely, planes and cylinders (and probably others, e.g., cones). We also analyze, in Section 3, all the possibilities of trisectors between planes, spheres and cylinders, and show that of the ten trisector combinations five are, in fact, conic section curves. We use this fact in our algorithm. We implemented our algorithm using the IRIT solid modeling environment [23] and CGAL’s lower envelope implementation [24,25], which is based on CGAL’s arrangement package [26].

The rest of this paper is structured as follows: Section 2 outlines the basic idea of our algorithm and the lower envelope algorithm it is based on. Section 3 enumerates the different options of bisectors and trisectors for planes, spheres and cylinders, and discusses their representation. In Section 4, we describe the implementation of the lower envelope algorithm. Results from our implementation and a discussion appear in Section 5 while in Section 6, we discuss possible extensions of our work to other objects. In Section 7, we conclude the paper and discuss future improvements.

2 Basic Idea

The connection between Voronoi diagrams and lower envelopes is well known. For example, the Voronoi diagram of a set of curves in $\mathbb{R}^2$ corresponds to the projection of the lower envelope of the generalized cone surfaces in $\mathbb{R}^3$. The extended cones are constructed by extending 45-degree lines (with respect to the $xy$-plane) from the points on the curves (see, for example, [15]).

In our context, computing the Voronoi cell corresponds to computing the lower envelope of the bisectors with respect to the distance function to the base object $O_0$. The authors have exploited this fact in [6], where they computed the Voronoi cell of a set of curves in $\mathbb{R}^2$ using a two-dimensional lower envelope algorithm. In this work, we use a three-dimensional lower envelope algorithm for computing the Voronoi cell (VC) of a set of CSG primitives. The stages of the algorithm are:
(1) Construct the bisector surfaces, trim the bisectors to within a manageable bounding box and purge away unnecessary branches (e.g., branches that are clearly serving no purpose in the Voronoi cell, see Section 3.1).
(2) Compute the lower envelope of the trimmed bisectors with respect to $O_0$ (see Section 4).
(3) Represent the faces of the Voronoi cell as trimmed parametric patches.

Figure 2 demonstrates the three stages of the algorithm on a base object that is a plane, and three input spheres.

It should be noted that the lower envelope we compute for $O_0$ is not always the regular lower envelope of the surfaces. Here, the lower envelope is computed with respect to the *distance functions of the bisectors from the base object*. This means that for each point on the base object, the corresponding point on the envelope is the point with minimal distance *along the base object’s normal direction* (we assume the base object is not penetrated by the other objects, see Section 6 for a discussion on how to extend our algorithm to the case where the base object is penetrated). In the special case when the base object is a plane (as in Figure 2), the lower envelope with respect to the distance functions is equivalent to the regular lower envelope of the bisector surfaces.

In Section 2.1, we overview the standard divide and conquer lower envelope algorithm for surfaces in $\mathbb{R}^3$, while in Section 2.2, the projections used in the VC computation are described.

### 2.1 Lower Envelope Algorithm in $\mathbb{R}^3$

The divide and conquer lower envelope algorithm in $\mathbb{R}^3$ assumes the surfaces are *xy*-monotone$^1$. Therefore, the surfaces are split into *xy*-monotone surfaces as a preprocess. In our context, this is performed as part of the purging step of unnecessary branches (see Section 4.2).

For a set of *xy*-monotone surfaces, the algorithm is as follows (see [25] for a full description):

1. If there is just one input surface, return this surface. (Base of recursion).
2. Otherwise:
   1. Divide the surfaces into two groups.

---

$^1$ *xy*-monotone surfaces are surfaces for which any line perpendicular to the *xy*-plane intersects the surface at most once. In our context, as we will see in Section 2.2, the monotonicity of the surface is defined more generally and depends on the lines perpendicular to the base object.
Fig. 2. An example of the stages of the algorithm with a base object, which is a plane, and three spheres: (a) The input CSG primitives, (b) The bisector surfaces, (c) The projection of the lower envelope onto the plane. (d) The faces of the Voronoi cell as trimmed parametric patches.

(3) Construct the lower envelope of each of the groups, recursively.
(4) Merge the lower envelopes.

The final merging stage consists of the following steps:

- Project each of the lower envelope boundaries (in our case, the trisector curves and bisector surface boundaries) onto the plane (in our case, the “plane” is not necessarily the $xy$-plane and we will discuss this projection later), resulting in two curve arrangements denoted minimization diagrams [25].
- Perform an overlay of the minimization diagrams. An overlay of two arrangements is the arrangement that is the result of combining both arrangements (see, for example, [27][Chapter 2]).
- For each face of the overlay arrangement, intersect the originating two surfaces (from each arrangement), project the intersection curves (if exist), and split the face accordingly, resulting in a final overlay arrangement in the plane.
- Each face of the arrangement now corresponds to at most two surfaces above it. The lower of the two faces, is the one we attach to the face of the resulting lower envelope arrangement. An inherent behavior of overlaying two projected lower envelopes is that neighboring faces might originate from the same surface. In such cases the neighboring faces are merged back.
The necessary operations for the lower envelope thus include:

1. Intersections between bisector-surfaces (i.e., computing the trisectors).
2. Projection of the intersection curves.
3. The standard arrangement/overlay operations on the projected curves (as defined, e.g., by the CGAL arrangement package [26]).
4. Comparing distances to the surfaces near an intersection curve (i.e., near the trisector).

2.2 The Projection

There are three types of projections in our algorithm, depending on the type of the base objects in hand. Projecting the curves onto the base objects themselves can be difficult and produce non-rational curves. However, we can project them onto bounding planes that have a 1-1 correspondence with the base object. The projections are performed along the normal vectors of the base object. As we will see, the resulting projected curve is rational if the original curve was rational.

Let \((x(t), y(t), z(t))\) be a trisector curve in \(\mathbb{R}^3\) parameterized by some parameter \(t\). If the base object is:

- **A plane (in canonical position):** the projected curve is simply \((x(t), y(t))\).

- **A canonical sphere:** Consider the central projection of the curve onto the \(z = 1\) plane, getting the projected curve \((\frac{x(t)}{z(t)}, \frac{y(t)}{z(t)}, 1)\), which is still a rational curve. In order to avoid problems with infinity, we project the curves in the sphere case onto the unit cube, i.e., we clip the curves projected onto \(z = 1\) at \(x = \pm 1\) and \(y = \pm 1\), and perform similar projections and clippings to each of the remaining faces of the unit cube.

- **A canonical cylinder (where the cylinder’s axis is the \(y\)-axis):** Project the curves onto \(z = 1\). However, the (cylindrical) projection is done along the cylinder’s normal vectors, i.e., the \(y\)-coordinate remains the same; therefore it is different from the one used for a base sphere. The projected curve is thus, \((\frac{x(t)}{z(t)}, \frac{y(t)}{z(t)}, 1)\) or \((\frac{w(t)x(t), y(t), z(t), w(t)}{z(t)w(t)}, 1)\), which is still a rational curve (although of a higher degree). The bounding planes for the canonical cylinder case will be \(z = \pm 1, x = \pm 1\).

In summary, we use an orthogonal projection for a plane base object, a spherical (central) projection for a sphere and a cylindrical projection for a cylinder (see Figure 3).
Fig. 3. The three projections we use in our algorithm: (a) An orthogonal projection onto the \(xy\)-plane, (b) A central (spherical) projection onto the \(z = 1\) plane, (c) A cylindrical projection onto the \(z = 1\) plane.

3 Bisectors and Trisectors of Planes, Spheres and Cylinders

In the previous section, we described the general idea of our algorithm. In this section, we formulate the actual bisector surfaces (in Section 3.1) and trisector curves (in Section 3.2) that appear in the Voronoi cells of planes, spheres and cylinders.

3.1 Bisectors

Voronoi faces are bisectors of two objects, i.e., the surfaces that have equal (minimal) distance from two objects. A formulation of the bisectors can be found in \([13,15]\). These formulations, in general, use the parametric representation of the two objects to compute the bisectors. Another representation can be computed from the distance functions:

- **The plane distance function:**
  \[
  r = \frac{(ax + by + cz + d)}{\sqrt{a^2 + b^2 + c^2}},
  \]
  \(1\)
  where \((a, b, c, d)\) are the plane’s coefficients, \((x, y, z)\) is the Euclidean point and \(r\) is the distance of the point from the plane. Equation (1) returns a signed distance, and therefore care should be taken to the orientation of the plane.

- **The sphere distance function:**
  \[
  (x - x_0)^2 + (y - y_0)^2 + (z - z_0)^2 = (r + r_0)^2,
  \]
  \(2\)
  where \((x_0, y_0, z_0)\) is the sphere’s center point, \(r_0\) is the sphere’s radius and \((x, y, z)\) is the Euclidean point, with \(r\) the distance of the point from the sphere’s surface.
• The cylinder distance function: The cylinder distance function is derived from the point-line distance function \(^2\) in \(\mathbb{R}^3\), (hereafter bold letters will denote vector values):

\[
(r + r_0)^2 = \langle p - c_0, p - c_0 \rangle - \frac{\langle p - c_0, d_0 \rangle^2}{\langle d_0, d_0 \rangle},
\]

where \(p\) is the point \((x, y, z)\), \(d_0 = (d_{0x}, d_{0y}, d_{0z})\) is the direction of the cylinder’s axis and \(c_0\) is a point \((c_{0x}, c_{0y}, c_{0z})\) on the cylinder’s axis (i.e., the parametric line \(c_0 + td_0\) is axis of the cylinder). \(r_0\) is the cylinder’s radius.

The bisector surfaces are the simultaneous solutions of two distance equations. In most cases (four out of six cases, see Table 1), eliminating \(r\) is trivial and results in a quadric surface. However, in two of the six cases, namely the sphere-cylinder bisector and cylinder-cylinder bisector, \(r\) cannot be easily eliminated unless the radius \(r_0\) is identical for both objects. Thus, in general, the bisector is not a quadric surface. From Equations (2) and (3), it can be seen that, by subtracting the distance equations, \(r\) can be formulated as a quadratic function in \(x\), \(y\), and \(z\). Hence, the sphere-cylinder and cylinder-cylinder bisectors are, in the general case, degree-4 implicit surfaces.

<table>
<thead>
<tr>
<th>Plane-Plane</th>
<th>Plane.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plane-Sphere</td>
<td>Quadric - Paraboloid.</td>
</tr>
<tr>
<td>Plane-Cylinder</td>
<td>Quadric - Elliptic cone (^3).</td>
</tr>
<tr>
<td>Sphere-Sphere</td>
<td>Quadric - Hyperboloid of two sheets.</td>
</tr>
<tr>
<td>Sphere-Cylinder</td>
<td>Degree-4 implicit surface (admits a rational representation ([13])).</td>
</tr>
<tr>
<td>Cylinder-Cylinder</td>
<td>Degree-4 implicit surface (admits a rational representation ([15])).</td>
</tr>
</tbody>
</table>

Table 1
Bisectors between planes, spheres and cylinders.

Table 1 summarizes the different combinations of bisectors between planes, spheres and cylinders. Note that all bisectors between planes, spheres, and cylinders admit a rational parameterization \([13,15]\).

\(^2\) See for example, http://mathworld.wolfram.com/Point-LineDistance3-Dimensional.html

\(^3\) We denote by elliptic cone a right elliptic cone, i.e., a cone whose elliptical base is perpendicular to the cone’s axis.
3.2 Trisectors

The Voronoi edges are trisectors of three objects, i.e., the curves in $\mathbb{R}^3$ that have an equal distance from three objects. In this section, we analyze the different cases of trisectors in $\mathbb{R}^3$ between planes, spheres, and cylinders, and prove that of the ten possible trisector combinations, five are in fact conic section curves (see also Table 2).

<table>
<thead>
<tr>
<th>Plane-Plane-Plane</th>
<th>Line.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plane-Plane-Sphere</td>
<td>Ellipse or parabola.</td>
</tr>
<tr>
<td>Plane-Plane-Cylinder</td>
<td>Conic section.</td>
</tr>
<tr>
<td>Plane-Sphere-Sphere</td>
<td>Ellipse or parabola.</td>
</tr>
<tr>
<td>Plane-Sphere-Cylinder</td>
<td>Intersection of an elliptic cone and a paraboloid.</td>
</tr>
<tr>
<td>Plane-Cylinder-Cylinder</td>
<td>Intersection of two elliptic cones.</td>
</tr>
<tr>
<td>Sphere-Sphere-Sphere</td>
<td>Conic section.</td>
</tr>
<tr>
<td>Sphere-Sphere-Cylinder</td>
<td>Intersection of a hyperboloid and a degree-4 implicit surface.</td>
</tr>
<tr>
<td>Sphere-Cylinder-Cylinder</td>
<td>Intersection of two degree-4 implicit surfaces.</td>
</tr>
<tr>
<td>Cylinder-Cylinder-Cylinder</td>
<td>Intersection of two degree-4 implicit surfaces.</td>
</tr>
</tbody>
</table>

Table 2
Trisectors between planes, spheres and cylinders. The conics are in *italics*.

3.2.1 Trisectors of Three Spheres

Kim et al. [18] and Will [19] have already proven that the trisector of three spheres is a conic section. We repeat their result for completeness.

**Lemma 1**  *The trisectors of three spheres in $\mathbb{R}^3$ are conic sections [18,19].*

**Proof:** Following [18], the fact that the trisector of three spheres is a conic section can be proved using the definitions of Dupin cyclides [28,29]. The Dupin cyclide is the envelope of spheres simultaneously tangent to three fixed spheres. The trisector is the locus of centers of spheres simultaneously tangent to three fixed spheres. Therefore, the trisector is the locus of the sphere centers constructing the Dupin cyclide (or the “spine” of the Dupin cyclide). However, a different definition of the Dupin cyclide is “The envelope of spheres with centers on a conic and touching a sphere” [29]. Therefore, the spine of the Dupin cyclide is a conic section i.e., the trisector is a conic section. ■
A different, constructive, way to prove Lemma 1, which also follows [18], is by solving the three distance equations in the following manner:

**Proof:** Given three spheres, we can always shrink them by the smallest radius and remain with a point and two spheres of smaller radius. Without loss of generality we can assume the point is at the origin (if not, we translate the whole system). The three distance equations are therefore:

1. \[ x^2 + y^2 + z^2 = r^2, \]
2. \[ (x - x_1)^2 + (y - y_1)^2 + (z - z_1)^2 = (r + r_1)^2, \]
3. \[ (x - x_2)^2 + (y - y_2)^2 + (z - z_2)^2 = (r + r_2)^2, \]

where \((x_i, y_i, z_i)\) is the center of the \(i\)th sphere and \(r_i\) is its radius. Plugging the first equation into the second and the third, we end up with two linear equations in \(x, y, z,\) and \(r\). Eliminating \(r\) we get the plane equation:

\[
2 \left( \frac{x_1}{r_1} - \frac{x_2}{r_2} \right) x + 2 \left( \frac{y_1}{r_1} - \frac{y_2}{r_2} \right) y + 2 \left( \frac{z_1}{r_1} - \frac{z_2}{r_2} \right) z + \left( \frac{x_2^2 + y_2^2 + z_2^2}{r_2} - \frac{x_1^2 + y_1^2 + z_1^2}{r_1} \right) + r_2 - r_1 = 0. 
\]

Thus, the trisector curve is on the resulting plane, and intersecting this plane with one of the hyperboloid bisectors will give us a conic section. \(\blacksquare\)

By choosing an appropriate coordinate system on the plane, \(\mathcal{P}\), described by Equation (5), i.e., two vectors \(\mathbf{u} = (u_x, u_y, u_z) \in \mathcal{P}\) and \(\mathbf{v} = (v_x, v_y, v_z) \in \mathcal{P}\), and a point \((x_0, y_0, z_0) \in \mathcal{P}\), we can represent \(\mathcal{P}\) in parametric form as:

\[
\begin{align*}
    x &= x(u, v) = x_0 + u_x u + v_x v, \\
    y &= y(u, v) = y_0 + u_y u + v_y v, \\
    z &= z(u, v) = z_0 + u_z u + v_z v.
\end{align*}
\]

Plugging these parametric plane equations into an implicit representation of the hyperboloid will give us an implicit form of the conic section in the plane parametric \(uv\)-space of Equation (6). That is, we will get an implicit quadratic polynomial, \(Q(u, v) = 0\), which can then be represented as a parametric conic section in \(uv\)-space \(c_{uv}(t) = (u(t), v(t))\) (see, for example, [30][Chapter 3] on transforming conic sections from implicit to parametric form). Assigning \((u(t), v(t))\) into Equation (6) results in the parametric trisector space curve:
\[ x(t) = x(u(t), v(t)), \]
\[ y(t) = y(u(t), v(t)), \]
\[ z(t) = z(u(t), v(t)). \]

### 3.2.2 Trisector of Two Spheres and a Plane

Similarly, the following lemma holds for the plane-sphere-sphere trisector:

**Lemma 2** The trisectors of two spheres and a plane is either an ellipse or a parabola.

**Proof:** Given the plane equation \( ax + by + cz + d = 0 \) we have the equations:

\[
\begin{align*}
ax + by + cz + d &= r, \\
\frac{(x-x_1)^2 + (y-y_1)^2 + (z-z_1)^2}{\sqrt{a^2 + b^2 + c^2}} &= r_1, \\
(x-x_2)^2 + (y-y_2)^2 + (z-z_2)^2 &= (r + r_2)^2.
\end{align*}
\]

Subtracting the left and right sides of the last two equations, we eliminate \( x^2, y^2, z^2, \) and \( r^2, \) and are left with two linear equations in \( x, y, z, \) and \( r. \) We can thus eliminate \( r \) and remain with a plane equation, which means the trisector is planar. Intersecting the plane equation with the plane-sphere bisector, which is a paraboloid (see Section 3.1), yields a conic section, which is the trisector. Since the intersection between a plane and a paraboloid is either a parabola (when the intersecting plane is parallel to the paraboloid axis) or an ellipse (when the intersecting plane intersects the paraboloid axis), the lemma is proven. ■

### 3.2.3 Trisector of a Sphere and Two Planes

For the plane-plane-sphere trisector, the following lemma holds:

**Lemma 3** The trisectors of two planes and a sphere is an ellipse or a parabola.

**Proof:** This is immediate since the bisector of two planes is a plane and the bisector of a plane and a sphere is a paraboloid. Thus, the trisector is an intersection of a plane and a paraboloid, which is an ellipse or a parabola. ■
3.2.4 Trisector of a Cylinder and Two Planes

For the plane-plane-cylinder trisector, the following lemma holds:

**Theorem 4** The trisectors of two planes and a cylinder is a conic section.

**Proof:** The bisector of two planes is a plane and the bisector of a plane and a cylinder is an elliptic cone (see [13] and Section 3.1 above). Thus, the trisector is an intersection of a plane and a quadric, which is a conic section. ■

3.2.5 Combinations of All Trisectors

Table 2 summarizes all possible combinations of trisectors between planes, spheres and cylinders.

Of the ten combinations, five are known to be conic sections (or a line) and can therefore be represented as rational curves. Of the other five, two (plane-cylinder-cylinder and plane-sphere-cylinder) are intersections of (rational) quadric surfaces. Intersection curves of quadric surfaces do not, in general, have a rational parameterization [31]. The other three (sphere-sphere-cylinder, sphere-cylinder-cylinder and cylinder-cylinder-cylinder) are general intersections of degree-four implicit surfaces. Intersection curves of degree-four implicit surfaces also do not admit a rational parameterization, in general.

For the trisector cases that do not admit a rational parameterization, we approximate the trisectors to a given precision. For example, by intersecting the two rational bisector surfaces, or by solving the distance Equations (1)-(3) directly using the IRIT multivariate solver [23,32]. Then, we fit a spline through them (see discussion in Section 4.3), and use this approximation, in the algorithm.

4 Implementing the Lower Envelope Algorithm

We now describe the implementation of our algorithm that is based on the IRIT solid modeling system [23] and on CGAL’s 3D lower envelope implementation [24,25], which is based on the CGAL arrangement package [26].

This section starts by describing CGAL’s arrangement package and how it is interfaced with IRIT. Then, in Section 4.2, we discuss the lower envelope implementation and how it is used in the implementation of our algorithm. Finally, Section 4.3 discusses our implementation of trisectors that are not conic sections.
4.1 Curve Arrangements in CGAL

As discussed in Section 2.1, in computing the 3D lower envelopes, we mainly compute overlays of the 2D projections of the boundaries of smaller lower envelopes. Thus, 2D curve arrangements are the basic building blocks of the 3D lower envelope algorithm. In this section, we describe the curve arrangement package of CGAL and how we used it in our implementation.

CGAL, the Computational Geometry Algorithms Library, is a collaborative effort of several sites in Europe and Israel, aiming to provide a generic and robust, yet efficient, implementation of widely used geometric data structures and algorithms.

CGAL’s arrangements package [26] is a generic data structure supporting various operations. Given a set of (not necessarily x-monotone and possibly intersecting) curves, it constructs the arrangement data structure using the sweep-line or incremental construction algorithm. The arrangement data structure enables easy traversal over the edges, faces and vertices of the arrangement and efficient locating of points in the arrangement. For a full survey of the operations supported by the package refer to the CGAL manual [26].

CGAL uses the generic programming paradigm [33] in order to achieve flexibility and genericity. Every algorithm and data structure in CGAL is parameterized by a so-called geometric traits class [34], in which the basic geometric functionality is implemented. Thus, users can employ CGAL’s algorithm’s with their own objects without having to re-implement the algorithm. All that is needed is to implement the relevant traits class and parameterize the algorithm with it. For further information on the design and implementation of CGAL, and on the usage of generic programming within it see, for example, [35].

The arrangement traits specification enables arrangements of different types of curves. The main operations required by an implementation of an arrangement traits class are: comparing points by their coordinates, determining whether a point is above, below or on a given x-monotone curve, computing the intersections between two curves and comparing two intersecting curves directly to the right of their intersection point. The full list of requirements can be found in the arrangement documentation.

In order to interface between the CGAL arrangement package and IRIT, this work implements a traits class for points and curves in IRIT. In this class, the aforementioned basic geometric functions are implemented using the functions provided by the IRIT libraries.
4.2 Implementing Lower Envelopes in $\mathbb{R}^3$

CGAL’s 3D lower envelope package [24,25], implements the divide and conquer 3D lower envelope algorithm sketched in Section 2.1. It is based on the arrangement package described in Section 4.1 above and extends its traits mechanism. The lower envelope implementation can handle all types of input surfaces, provided certain functionalities on them are given by the user. The 2D curve arrangement functionality is provided by the IRIT traits class for free-form curves described above. Except for the regular functionalities on curves needed by CGAL’s arrangement package, the 3D lower envelope package also requires the following functionalities (function names are following CGAL style):

- **Surface** and $X_y$-monotone surface types: These are the bisector surfaces. The surfaces hold references to their originating CSG primitives as well as the rational free-form parametric representation (as computed by IRIT). This enables one to use both the parametric form and the implicit form of the bisectors. Interested only in the portions of the surfaces that correspond to the relevant trimmed bisectors, it is achieved either by trimming unwanted branches when possible (e.g., the unwanted branch of the two-sheet hyperboloid that is the sphere-sphere bisector) or by implicitly referring to the branch we are interested in. For example, if a ray from the origin intersects two branches, we consider only the intersection point that corresponds to the trimmed bisector. This is done by computing the minimal distance from the point to the two objects and purging away the points that do not comply to the minimal distance constraints.

- **Construct projected boundary curves**: This construction is implemented by intersecting the bisector surface with a 3D bounding frustum, and projecting the resulting curves onto the 2D projection plane (i.e., the $z = 0$ plane for a base object that is a plane, and the $z = 1$ plane for the sphere and cylinder base objects). The frustum’s shape depends on the projection we use (i.e., it depends on the base object). For a plane it is a box, for a sphere it is a square pyramid (with its apex at the origin) and for a cylinder it is a prismatic wedge (see Figure 4).

- **Construct projected intersections**: The intersections between the bisector surfaces are, in fact, the trisector curves. We compute them in the way described in Section 3.2 and project them onto the 2D projection plane(s).

- **Compare distance to envelope**: This function compares the height of two surfaces above a given point. In our context, of a projective lower envelope, we cast a ray through the 2D point, along the projection direction. That is, we cast a vertical ray through the point when the base object is a plane, a ray from the origin through the point when the base object is a sphere and for a cylinder, a ray from the orthogonal projection of the point onto the cylinder axis. The distance from the ray-surface intersection point is
Fig. 4. The three projections with their corresponding bounding frustums: (a) A bounding box for a base object that is a plane, (b) A square pyramid for a base object that is a sphere, (c) A wedge for a base object that is a cylinder. See also Figure 3.

the “height” in our context (the larger the distance in the surface normal direction, the higher the surface is above the point).

- Compare distance to envelope above:
  This function compares the height of two surfaces above a point, which is an $\epsilon$ distance in the $y$-direction away from the projected intersection curve.
  That is, it compares the slope of the surfaces near their intersection curve.
  We handle this by constructing the tangent planes to the surfaces at a point on the intersection curve and comparing the slopes of the tangent planes.

4.3 Approximation of Trisectors that are not Conic Sections

Non conic trisectors are computed using the multivariate solver [32]. They can be computed in several ways: One way is to follow the general path for parametric bisectors [32] and construct distance and orthogonality constraints for the three objects using their parametric domains. This amounts to eight equations in nine unknowns, namely $(u_0, v_0, u_1, v_1, u_2, v_2, x, y, z)$, where $(u_i, v_i)$ are the parameters of the the CSG primitive surfaces and $(x, y, z)$ are the points on the trisector curve in $\mathbb{R}^3$. The eight equations are formed out of two distance equality equations:

\[ ||(x, y, z) - S_0||^2 = ||(x, y, z) - S_1||^2, \]
\[ ||(x, y, z) - S_0||^2 = ||(x, y, z) - S_2||^2, \]

and six orthogonality constraints (three in $u$ and three in $v$):

\[ \langle \frac{\partial S_i(u_i, v_i)}{\partial u_i}, (x, y, z) - S_i(u_i, v_i) \rangle = 0, \]
\[ \left( \frac{\partial S_i(u_i, v_i)}{\partial v_i}, (x, y, z) - S_i(u_i, v_i) \right) = 0, \]

where \( S_i(u_i, v_i) = (x_i(u_i, v_i), y_i(u_i, v_i), z_i(u_i, v_i)) \) is the \( i \)th CSG primitive. The disadvantages of such a large system of equations are clear.

A more feasible way is to use the parametric equations of the bisector, which results in three equations in four variables \((u_1, v_1, v_2, v_2)\) where \((u_i, v_i)\) are the parameters of the bisector surfaces. The equations are now:

\[
\begin{align*}
    x_1(u_1, v_1) &= x_2(u_2, v_2), \\
    y_1(u_1, v_1) &= y_2(u_2, v_2), \\
    z_1(u_1, v_1) &= z_2(u_2, v_2),
\end{align*}
\]

where \((x_i(u_i, v_i), y_i(u_i, v_i), z_i(u_i, v_i)), i = 1, 2, \) represent the \( i \)th bisector surface. The result is a univariate solution i.e., a set of points \((u_1, v_1, u_2, v_2)\) in the \( uv \)-domains that corresponds to points on the trisector. These points can be interpolated and assigned into the surface equations to result in the 3D Euclidean curves.

The problem with the second method is the high degree of the equations in the parametric domain. A better way for primitive surfaces is to work directly using the Euclidean distance functions whenever available (e.g., the ones described in Section 3.1) within the prescribed bounding box.

For example, the sphere-sphere-cylinder trisector is the solution of the following equations:

\[
\begin{align*}
    \langle p - c_1, p - c_1 \rangle - (r + r_1)^2 &= 0, \\
    \langle p - c_2, p - c_2 \rangle - (r + r_2)^2 &= 0, \\
    \langle p - c_3, p - c_3 \rangle - \frac{\langle p - c_3, d_3 \rangle^2}{\langle d_3, d_3 \rangle} - (r + r_3)^2 &= 0,
\end{align*}
\]

(8)

where \( p = (x, y, z) \) and \( r \) is the distance to the CSG primitives, and \( c_i, i = 1, 2, \) is the center of the \( i \)th sphere and \( r_i \) is its radius. \( c_3 \) and \( d_3 \) are the point and direction of the cylinder’s axis and \( r_3 \) is the cylinder’s radius.

Equation (8) amounts to three distance equations (of degree 2) in four unknowns \((x, y, z, r)\). The result of Equation (8) is a set of points on the trisector with their corresponding distance value \( r \).

Furthermore, we can eliminate \( r \) from these distance functions, resulting in two equations in three unknowns \((x, y, z)\). In this case, however, the maximal degree of the equations is 4 (see Section 3.1).
5 Experimental Results

As described in Section 4, we implemented the proposed algorithm for extracting the Voronoi cell of a set of planes, spheres and cylinders in $\mathbb{R}^3$ using the IRIT modeling environment combined with the CGAL 3D lower envelope package. In this section, results from some test cases are presented. The input consists of a base object, a set of planes, spheres and cylinders, and a bounding box for clipping infinite bisectors and trisectors. The input CSG primitives are not approximated and neither are the untrimmed bisector surfaces. Whenever the trisectors can be represented as a conic section (see Table 2), we do so. When the trisectors cannot be represented as a conic section, we use the IRIT multivariate solver to solve the three constraints in four unknowns, as described in Section 4.3.

Computation of the presented Voronoi cells took from a fraction of a second to several seconds. Slower times were recorded for inputs that did not have an analytical representation and hence required approximations, resulting in trisector curves containing hundreds of sampled points. All the experiments were carried out on an Intel Quad CPU Q6600 2.4 GHz computer (single processor use) with 2GB RAM using the IRIT environment and the CGAL library.

It should be noted that the arrangements and lower envelope packages of CGAL adopt, as does CGAL in general, the exact computation paradigm [36]. Namely, the algorithms are certified to produce correct results only if the arithmetic used is exact. If the arithmetic is not exact, the algorithms is not certified and can produce incorrect results or fail due to an inconsistent state. CGAL does not make an effort to recover from possible inconsistent states that arise from non-exact arithmetic.

We implemented our algorithm using the IRIT solid modeling environment, which is implemented in floating point arithmetic using tolerances. Such arithmetic can fail to produce correct results in degenerate or near-degenerate cases. A more robust implementation could have used interval arithmetic or implemented a more careful implementation of the lower envelope algorithm, which takes into account possible inconsistencies due to floating point arithmetic (see Held [37], for such a sophisticated implementation of Voronoi diagrams of line segments in $\mathbb{R}^2$). Still, even such implementations cannot guarantee the robustness of the algorithm for all inputs. In any case, such implementations are beyond the scope of this work.

In our context, exact arithmetic was not an option since some of the operations used in the algorithm cannot yet be implemented using current state-of-the-art exact arithmetic. In Section 7 we discuss possible improvements to the
algorithm, which may enable usage of exact arithmetic in the future.

![Image of Voronoi cell](image1)

Fig. 5. The Voronoi cell (in black) of a base object that is a plane (bottom of the bounding box) with a plane, $O_1$, a cylinder, $O_2$, and two spheres, $O_3$ and $O_4$. Computation of the algorithm took 0.76 seconds.

![Image of Voronoi cell](image2)

Fig. 6. The Voronoi cell (in black) of a base object that is a plane with three cylinders $O_1, O_2, O_3$ (in gray). Computation of the algorithm took 14.8 seconds.

Figure 5 shows the Voronoi cell of a plane, a cylinder, and two spheres with a base object that is a plane. The face of the Voronoi cell corresponding to the plane is a trimmed plane, the face corresponding to the cylinder is a trimmed elliptic cone, and the faces corresponding to the spheres are trimmed paraboloids, all merged together into one VC. Computing the Voronoi cell for this input took 0.76 seconds.

Figure 6 shows the Voronoi cell of a base plane, where the input geometry consists of three cylinders. The trisectors in this example are plane-cylinder-cylinder trisectors, which do not admit a rational parameterization, and therefore they are all approximated. Computing the Voronoi cell for this input took
Figure 7 demonstrates a case where the base object is a sphere. The input primitives are three spheres. In order to demonstrate the way we compute the cell for a sphere, the figure shows only $1/6$ of the Voronoi cell that corresponds to the upper face of the unit cube on which the trisectors are projected.

The algorithm is demonstrated for the whole VC in Figure 8, where six spheres surround the base object, which is the central sphere. In Figure 8(b), the projections of the VC curves onto the unit cube bounding the base sphere object are visualized. The curves are central spherical projections of sphere-sphere-sphere trisectors, which are conic sections (by Lemma 1) and are therefore conic sections themselves. Computing the Voronoi cell for this input took 2.9 seconds.

In Figure 9, another Voronoi cell for a base object that is a sphere is shown, with two (infinite) planes and two spheres surrounding it. The surfaces in this VC are paraboloids (plane-sphere bisectors) and hyperboloids (sphere-sphere bisectors). The trisector curves are conic sections – plane-plane-sphere, plane-sphere-sphere and sphere-sphere-sphere trisectors. Computing the Voronoi cell for this input took 0.65 seconds.

Figure 10, shows a Voronoi cell for a base object that is a cylinder, with two (infinite) planes surrounding it and a sphere. The cylinder is the canonical cylinder along the $y$-axis, clipped at $y = \pm 1$. The surfaces in this VC also contain a non-quadrac bisector – the sphere-cylinder bisector, which is a degree-4 implicit surface. The trisector curves contain conic sections (plane-plane-cylinder) and non-conic section curves (plane-sphere-cylinder trisectors). In Figure 10(b) the cylindrical projections of these curves onto the bounding planes are shown. Computing the Voronoi cell for this input took 4.1 seconds.
Fig. 8. A Voronoi cell of a base object that is a sphere with six surrounding spheres: (a) The full VC (in black) with the original input spheres (in gray), (b) The spherical projections of the VC curves (in black) onto the unit cube bounding the base object. Computation of the algorithm took 2.9 seconds. Compare with Figure 7.

In Table 3 we show the running times of computing the Voronoi cell as a function of the number of objects. The base object is a plane and the objects are spheres of different radii (see Figure 12 for the final configuration). The running time for these inputs (which do not contain approximated trisectors) corresponds roughly to $O(n \log(n))$ (see Figure 11), which is in accordance with the expected asymptotic runtime of the lower envelope algorithm.

<table>
<thead>
<tr>
<th>Objects Num</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>16</th>
<th>18</th>
<th>20</th>
<th>22</th>
<th>24</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>0.13</td>
<td>0.24</td>
<td>0.38</td>
<td>0.53</td>
<td>0.71</td>
<td>1.05</td>
<td>1.16</td>
<td>1.36</td>
<td>1.56</td>
<td>1.72</td>
</tr>
</tbody>
</table>

6 Extending the Algorithm to Other Objects

There are several requirements that need to be fulfilled in order to extend our work to VC computation for other types of objects. Our algorithm is basically a lower envelope algorithm of the bisector surfaces. In theory, the lower envelope should be computed by projecting the curves onto the base
Fig. 9. The full VC (in black) of a base object that is a sphere with two planes, $O_1$ and $O_2$, and two spheres, $O_3$ and $O_4$ (in gray) surrounding it. Computation of the algorithm took 0.65 seconds.

Fig. 10. A Voronoi cell of a base object that is a cylinder with two planes, $O_1$ and $O_2$, and a sphere, $O_3$: (a) The full VC (in black) with the original input planes and sphere (in gray) is shown, (b) The cylindrical projections of the VC curves (in black) onto a box bounding the base object is presented. The two planes were removed from (b) for a better visualization. Computation of the algorithm took 4.1 seconds.
Fig. 11. The running time of the algorithm as a function of the number of input objects. The dark gray line is the running time in seconds and the light gray line is the graph of the function $0.05n\log(n)$ (see also Table 3 and Figure 12).

Fig. 12. The full VC (in black) of a base object that is a plane with twenty four sphere objects (see also Table 3 and Figure 11).

object. Instead, we compute it by a 1-1 projection of the curves onto planes, which have a 1-1 correspondence with the base object.

Therefore, the lower envelope algorithm can be applied and the VC can be computed for any objects that meet the following general requirements:

1. A “projection plane” (or a set of “projection planes”) that has a 1-1 correspondence with the base objects and with the bisector surfaces.
2. A representation of the bisector surfaces that provides the following functionality:
   - Given a point on the projection plane, one should be able to compute the corresponding point on the bisector (the inverse of the projection onto the plane). More precisely, given two points on two different bisectors corresponding to the same point on the projection plane, we need to be able to determine which of the points is closer to the base object.
   - Similarly, one should be able to compute the normal of the bisector at
a given point or at least compare normals of two bisectors along their mutual trisector.

(3) A representation of the trisector curves that can be projected onto the projection plane. The projected trisectors should support the 2D arrangement functionalities, as described in Section 4.1.

In principle, the presented algorithm can be extended to cones as well. The projection for a cone, however, is more complicated. As in the cylinder case, the projection for cones would be onto the cone axis but with an angle, following the cone’s apex angle. The distance function for a cone is also more complicated than the functions described in Section 3.1, and is also dependant on the apex angle of the cone.

Assume cone $C$ is positioned so that its axis is along the $y$-axis, its apex is the origin, and let $\theta$ be the apex angle of the cone. Without loss of generality, we assume that the cone extends towards the positive $y$-direction only. Then, the radius $r_y$ of the cone at a given $y$-coordinate is $r_y = y \tan(\theta)$. The distance function between a point $(x, y, z)$ and the cone (i.e., the distance to its orthogonal projection onto the cone) is thus:

$$r = \cos(\theta)(\sqrt{x^2 + z^2} - r_y) = \cos(\theta)\sqrt{x^2 + z^2} - \sin(\theta)y.$$  \hspace{1cm} (9)

Using basic trigonometry, we can derive the following projection onto the plane $z = 1$. The “cone projection” of a point $(x, y, z)$ onto the cone axis (the $y$-axis in this example) can be developed as follows:

$$\tan(\theta) = \frac{\Delta y}{\sqrt{x^2 + z^2}},$$

where $\Delta y$ is the shift of the projected point in the $y$-direction. This can be seen if we look at the plane going through $(x, y, z)$ and the cone axis and project the point orthogonally to the lines of the cone. Therefore, $\Delta y = \tan(\theta)\sqrt{x^2 + z^2}$. From triangle similarities we have that $\Delta y_{z=1}$ - the shift in the $y$-coordinate when projecting onto the $z = 1$ plane is:

$$\frac{\Delta y}{\Delta y_{z=1}} = \frac{z}{z - 1}.$$

We therefore end up with:

$$\Delta y_{z=1} = \tan(\theta)\sqrt{x^2 + z^2} \left(1 - \frac{1}{z}\right).$$

\footnote{We use the convention that $r_y$ is negative for a negative $y$, this will simplify our following computations.}
For a curve \((x(t), y(t), z(t))\), the final “cone projection” onto the \(z = 1\) plane is thus:
\[
\left( \frac{x(t)}{z(t)}, y(t) + \tan(\theta) \sqrt{x(t)^2 + z(t)^2} \left( 1 - \frac{1}{z(t)} \right), 1 \right)
\]

Unlike the other projections in this work, and because of the square-root, the cone-projection presented here is not rational, i.e., a projection of a rational curve will not yield a rational plane curve.

In order to extend this work to Voronoi cells for trimmed CSG surfaces, the lower envelope algorithm needs to be enhanced by representations of curve-curve and surface-curve bisectors. The trimming curves induce curve-curve bisectors (between pairs of trimming curves) and curve-surface bisectors (between surfaces and trimming curves). For example, consider a clipped cylinder and a sphere (similar to the ones in Figure 10(b)). Except for the (trimmed) sphere-cylinder bisector, there are also sphere-curve bisectors to be computed between the cylinder cross sections (which are circles) and the sphere.

CSG objects that intersect each other can also be handled in principle. If the base object is not intersected by any of the other objects, then our algorithm can work without modification even if the other objects are nested or interpenetrate. In the case where the base object is penetrated, the intersecting object needs to be divided into two trimmed CSG surfaces — a trimmed surface that is inside and a trimmed surface that is outside of the base object (or on the positive and negative sides for a base object that is a plane).

The intersection curves between the base object and the penetrating object need to be computed and they are the trimming curves of the trimmed CSG object. Computing the Voronoi cell for intersecting objects then reduces to computing the Voronoi cells for the trimmed CSG surfaces, as described in the previous paragraph. We need to compute the Voronoi cell for the trimmed surfaces outside the base object and the Voronoi cell of the trimmed surfaces inside the base object.

The projection plane need not necessarily be a bounding plane in Euclidean space. The important thing is that there is a 1-1 correspondence between the plane and the bisectors and a 1-1 correspondence between the plane and the base object. Thus, the “projection plane” can be in parameter space of the base object. For example, for a space curve \(c(t)\), a possible projection plane can be the \(t\theta\)-plane, where \(t\) is the parameter of \(c\) and \(\theta\) is the angle between the vector \(p - c(t)\), \(p\) being a point on the bisector, and some vector \(v\). A possible choice for \(v\) can be the normal vector \(N\) of the curve’s Frenet frame (see for example [30][Chapter 4]). Given a point \(p = (x, y, z)\) on a 3-space curve-curve bisector, the plane point \((t, \theta)\) on the projection plane can be computed by projecting \(p\) onto \(c\) and computing the angle of the vector between \(p\) and the projection point.
Singular points, where $N$ is not defined, will have to be handled separately.

In a similar way, the Voronoi cell of a torus can be computed by projecting the trisectors onto the $uv$-parameter plane. The $uv$-parameter plane might also be used as the projection plane for computing Voronoi cells of general free-form surfaces. For this, a suitable representation of the bisectors and trisectors is needed. Elber and Kim [38] propose such a representation as a set of constraints on the parametric $uv$-domain.

A problem that arises in general surfaces is that for a non-convex surface the 1-1 correspondence between points on the bisector and the base object is lost. That is, there can be more than one projection of the bisector point onto the base object. This should be taken into consideration, for example by trimming the bisector or limiting the maximal distance supported, in a preprocessing step so that every point on the trimmed bisector will have exactly one projected point.

7 Conclusions and Future Work

We have presented an algorithm for computing the Voronoi cells of planes, spheres and cylinders in $\mathbb{R}^3$. The algorithm is based on a lower envelope algorithm of the bisector surfaces, which projects the trisector curves onto planes bounding the base object. We have analyzed the different bisectors and trisectors that can occur in the computation of the Voronoi cell. Our analysis showed that four of the six bisectors are quadric surfaces and five of the ten trisectors are conic section curves. We have implemented our algorithm using the IRIT library and the CGAL 3D lower envelope package.

In this work we compute the Voronoi cell of a single object. In principle, this enables us to compute the whole Voronoi diagram by computing the Voronoi cell for all objects. However, there is some redundancy in computing the Voronoi diagram in such a manner, since, for example, the bisectors are computed twice. There are probably better algorithms that compute the whole Voronoi diagram in a more efficient manner. Such algorithms are subject to future research.

Our algorithm can be improved for trisectors that do not have a rational representation. While intersection curves of quadric surfaces do not, in general, have a rational representation, they admit a homogeneous parameterization of the type [39,31]:

$$c(t) = a(t) + b(t)\sqrt{s(t)},$$
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where $a(t)$ and $b(t)$ are four dimensional vectors of polynomials (i.e., in homogeneous space) and $s(t)$ is a scalar polynomial. We can use the parameterization above (with the square root) to project these trisectors and then use them in the algorithm as described above. This, however, requires that we develop special functions for the arrangement operations (intersection, splitting into $x$-monotone pieces etc.) that will overcome the difficulties of this representation due to the square root. Methods for quadric intersections such as the ones presented by Lazard et al. [40] and by Berberich et al. [41] might be used.

Another improvement can use the information on the CSG primitives for operations of the 2D arrangements. In the current implementation, the curves in $\mathbb{R}^2$ are computed explicitly as projections of the trisectors. When the trisectors do not admit a rational parameterization we work on approximating curves and perform the 2D operations (e.g., curve intersections) on the approximations. However, instead of using approximations we can use an implicit representation of the trisector curves and store references to their originating primitives. We can then perform the 2D arrangement operations using this knowledge. For example, vertices of the arrangement, which are projections of points that are equidistant from four primitives, can be computed by solving four distance equations in four unknowns $(x, y, z, r)$.

Computing $x$-tangency points is also one of the basic operations in planar arrangements. In order to compute $x$-tangency points without approximating the curves, the derivatives of the trisector curves need to be computed using the originating primitives.

The normal direction of a bisector surface at a given point $p$ on the surface, is equal to the difference vector between the two footpoints of $p$ [15]. Therefore, the tangent direction of a trisector curve, at a point $p$ on the curve, is the intersection of two tangent planes of two bisectors at $p$. The tangent can thus be computed by a cross product of the bisector’s normal vectors. Denote by $p_i(x, y, z)$ the $i$th footpoint, which are rational functions depending on the primitive. Then, the trisector’s tangent direction vector $T(x, y, z)$ is given by:

$$T(x, y, z) = (p_1 - p_2) \times (p_1 - p_3).$$

Thus, $x$-tangency points in the 2D arrangement can be computed by solving four equations in four unknowns - the three trisector distance equations and an additional constraint for the vertical tangency constraint. For example, for a simple plane projection this amounts to equating the $x$ coordinate of $T$ to zero.

The direct usage of such implicit representations for trisectors that do not admit an explicit representation, can have several advantages. First, it can work faster since approximations tend to have large representations, and the
implicit representations postpone the actual evaluation to when it is actually needed (lazy evaluation). Second, it reduces cascaded errors due to work with approximations. Third, unlike approximations, working with implicit representations opens (in some cases) the way to exact arithmetic. Implementation of such representations is left for future work.
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