How to Catch a Crook
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1. INTRODUCTION

Suppose one wants to build a robot that could catch a rigid object thrown toward it. This robot should be able to predict the motion of the object in its free flight, a motion which is governed by well known physical laws. Perhaps the most natural way to provide the necessary data for motion is to equip the robot with one or more "eyes," i.e., electronic cameras providing the image of the object in flight. Anyone who has seen people throwing and catching objects in flight knows that humans can anticipate the future positions of those objects without a great deal of difficulty. Using visual input as well, we seem to have the capability of learning and hard wiring the motion estimation and subsequent object catching movement control process into our brains.

In this paper we consider the problem of recovering the physical motion in space of rigid objects on which some feature points are assumed to be always visible to a pinhole camera imaging system. Once the motion parameters are recovered, the entire trajectory of the object becomes available, enabling a robot system to generate the actions necessary to intercept the free-flying object. An example of a rigid object with permanently visible feature points is a thin rod, or "crook." The endpoints of such "linear" objects are readily available feature points. (See Fig. 1.) We shall show that in the case of an axially symmetric object with two distinguishable feature points on the axis, five image frames at known times are sufficient to recover the motion parameters and predict the future trajectory, assuming noise-free data. More practically, a motion tracking algorithm can be started with as few as five images.

2. SOME PHYSICS OF RIGID BODIES IN FREE FALL

When a rigid body is thrown in the air, its motion is governed by the laws of dynamics. The gravitational force causes the center of mass to move in a conic section, e.g., in the case of uniform gravity a parabola described by

\[
\begin{align*}
x_{cm}(t) &= x_0 + u_x t \\
y_{cm}(t) &= y_0 + u_y t \\
z_{cm}(t) &= z_0 + u_z t - \frac{gt^2}{2},
\end{align*}
\]

where \((x_0, y_0, z_0)\) and \((u_x, u_y, u_z)\) are the initial position and velocity, respectively, and \(g\) is the acceleration due to gravity. About the center of mass the gravitational forces acting on the rigid body have no torque, hence (under the assumption that air friction etc. are negligible) the motion about the center of mass conserves the angular momentum \(\mathbf{L}\). Also, the rotational kinetic energy being constant implies that \(\mathbf{L} \cdot \omega(t)\) is constant. Hence \(\omega(t)\), the instantaneous angular velocity, having a constant projection on a fixed direction, may wander about in the plane defined by \(\mathbf{L} \cdot \omega(t) = \mathbf{L} \cdot \omega(0)\). It turns out to be very difficult to analyze exactly the adventurous motion of \(\omega(t)\) in this plane for general bodies characterized by general moments of inertia. However, in the case in which the object has a rotational axis of symmetry one can rather easily deduce that \(\omega(t)\) is either constant or has a constant length and precesses about \(\mathbf{L}\) on a circle in the plane \(\mathbf{L} \cdot \omega(t) = \mathbf{L} \cdot \omega(0)\). (See [10].) This implies that points on the axis of a symmetric object will be moving according to the constraints discussed below.

3. FORMULATION AND NOTATION

The image geometry of the problems we will consider is shown in Fig. 1. A pinhole camera model is used. With-
out loss of generality we can take $z = 1$ to be the image plane. Images are taken of a moving object at evenly spaced times $t_j$, starting at $t_0$. It is not necessary for the time intervals to be equal so long as they are all known in order to analyze these problems, but the algebra is considerably simplified with the equal time intervals condition. By processing these images, one attempts to determine both the motion and the structure of the object. The motion parameters are determined by solving equations in which the given data are image coordinates of corresponding points.

Referring to Fig. 1, the following notation will be used:

\[ \mathbf{p} = (x, y, z) = \text{coordinates of a 3-D point at time } t_0, \]

\[ \mathbf{P} = (X, Y, 1) = \text{coordinates of the corresponding image point at } t_0, \]

\[ \mathbf{p}^{(i)} = (x^{(i)}, y^{(i)}, z^{(i)}) = \text{coordinates of the same 3-D point at time } t_j, \]

\[ \mathbf{P}^{(j)} = (X^{(j)}, Y^{(j)}, 1) = \text{coordinates of the image point at } t_j. \]

We use the subscript $i$ to denote the $i$th point, while the superscript $(j)$ denotes "primes" and refers to points at $t_j$ ($z^{(2)} = z_i^e$, $z^{(3)} = z_i^e$, etc.)

The object and image point coordinates are related by

\[ X_i = x_i/z_i, \quad Y_i = y_i/z_i, \]

\[ X^{(j)}_i = x^{(j)/z^{(j)}}, \quad Y^{(j)}_i = y^{(j)/z^{(j)}}, \]  

(1)

4. FIVE VIEWS OF A ROD

In this problem a rod, or any other axially symmetric object with two distinguishable feature points on its axis, is rotating about some axis through its center of mass, while the center of mass itself is moving along some conic section. The situation is illustrated in Fig. 2. Let $C$ denote a conic section and $C_j$ the point on the conic at time $t_j$. Also let the endpoints of the rod be given by $p_1$ and $p_2$ initially. Then the center of mass of the rod at time $t_j$ is given not only by $C_j$ but also by $k[p_1^{(j)} + (1 - k)p_2^{(j)}]$, where $0 < k < 1$. Then the motion of the endpoints is governed by the equations

\[ \mathbf{p}^{(i)} = C_j + \mathbf{R}(\mathbf{p}_i - C_0), \quad i = 1, 2, \]  

(2)

with the additional constraint that

\[ k[p_1^{(j)} - C_j] = -(1 - k)[p_2^{(j)} - C_j], \]  

(3)

for some $3 \times 3$ rotation matrix $\mathbf{R}$. We will also use

\[ \mathbf{q}^{(j)} = \mathbf{p}_1^{(j)} - \mathbf{p}_2^{(j)} = \mathbf{R}(\mathbf{p}_1 - \mathbf{p}_2) = \mathbf{R}\mathbf{q}. \]  

(4)

It is also helpful to consider vectors which are normal to the planes through the $\mathbf{q}^{(j)}$ and the origin. We shall let $\mathbf{N}^{(j)}$ denote a vector perpendicular to the plane through $\mathbf{q}^{(j)}$.

![Fig. 2: Three-dimensional motion of a rotating rod. The rod is shown at three time instants by the bold line segments, and its center of mass travels along $C$, a conic curve. The thin solid lines marked by $\mathbf{n}_r$ represent the axis of precession at the different times; in the absence of external torques this axis has a constant orientation and makes a constant angle with the rod, intersecting the rod at $C_j$ at time $t_j.$ Each $\mathbf{N}^{(j)}$ is the normal vector to the plane formed by the origin and the rod at time $t_j.$](image)
and 0. In terms of the image point coordinates, we define

\[
\mathbf{N}^{(i)} = \begin{bmatrix}
Y_{2}^{(i)} - Y_{1}^{(i)} \\
X_{2}^{(i)} - X_{1}^{(i)} \\
X_{1}^{(i)} Y_{2}^{(i)} - X_{2}^{(i)} Y_{1}^{(i)}
\end{bmatrix},
\]

(5)

In this problem the observed quantities are the projections of the endpoints onto the image plane \( z = 1 \). The unknown quantities we wish to determine are the \( z \)-components of these feature points, the rotation \( \mathbf{R} \), and the center of mass of the rod. Knowledge of the center of mass at five time instants allows the determination of the conic section on which it travels. In [4, 13], polynomial equations in the \( z \)-components of the feature points were established and solved. The same approach will be used here, along with equations involving the unknown \( \mathbf{k} \) from Eq. (3) and the components of \( \mathbf{R} \). It turns out to be useful to express \( \mathbf{R} \) in quaternion form as in [6]. If the matrix \( \mathbf{R} \) is represented by the unit quaternion \( \mathbf{q} = q_{w} + iq_{x} + jq_{y} + kq_{z} \), then the components of \( \mathbf{R} \) can be expressed as

\[
\mathbf{R} = \begin{bmatrix}
q_{x}^{2} + q_{y}^{2} - q_{z}^{2} - q_{w}^{2} & 2(q_{x}q_{y} - q_{w}q_{z}) & 2(q_{x}q_{z} + q_{w}q_{y}) \\
2(q_{x}q_{y} + q_{w}q_{z}) & q_{x}^{2} + q_{y}^{2} - q_{z}^{2} - q_{w}^{2} & 2(q_{y}q_{z} - q_{w}q_{x}) \\
2(q_{x}q_{z} - q_{w}q_{y}) & 2(q_{y}q_{z} + q_{w}q_{x}) & q_{x}^{2} + q_{y}^{2} - q_{z}^{2} - q_{w}^{2}
\end{bmatrix},
\]

(6)

where

\[
q_{x}^{2} + q_{y}^{2} + q_{z}^{2} + q_{w}^{2} = 1.
\]

(7)

In this representation \( (q_{w}, q_{x}, q_{y}, q_{z}) = (\cos(\theta/2), n_{x}, \sin(\theta/2), n_{y}, \sin(\theta/2), n_{z}, \sin(\theta/2)) \), where \( \theta \) is the angle of rotation and \( \mathbf{n} = [n_{x}, n_{y}, n_{z}]^{T} \) is the axis of rotation of \( \mathbf{R} \). From (6) it can be directly observed that \( \hat{\mathbf{q}} \) and \( -\hat{\mathbf{q}} \) represent the same rotation.

We will now establish several polynomial equations relating the unknowns. Useful equations for the determination of \( \mathbf{R} \) can be obtained by making the important observation as in [7–9] that the vectors \( \mathbf{R}
\mathbf{N}^{(j)} \), \( \mathbf{N}^{(i)} \), and \( \mathbf{R}^{-1}\mathbf{N}^{(j+1)} \) are coplanar. Referring to Fig. 2 and Eq. (4), we find that the vectors \( \mathbf{Rq}, \mathbf{q}' \), and \( \mathbf{R}^{-1}\mathbf{q}'' \) are parallel. The vectors \( \mathbf{RN}, \mathbf{N}', \) and \( \mathbf{R}^{-1}\mathbf{N}' \) are perpendicular to these parallel vectors and consequently are coplanar. Thus the scalar triple product of \( \mathbf{RN}, \mathbf{N}' \), and \( \mathbf{R}^{-1}\mathbf{N}' \) vanishes, and we have

\[
\mathbf{RN}^{(j-1)} \cdot [\mathbf{N}^{(j)} \times \mathbf{R}^{-1}\mathbf{N}^{(j+1)}] = 0, \quad j = 1, 2, 3.
\]

(8)

Equation (8) provides three homogeneous quartic polynomials in the variables \( q_{w}, q_{x}, q_{y}, q_{z} \); when \( \mathbf{R}^{-1} \) is written as \( \mathbf{R}^{T} \), which is the case for real rotation matrices. From Bézout’s theorem one might expect there to be \( 4^{4} = 64 \) solutions to this system in \( \mathbb{P}^{3} \), projective 3-space. \( \mathbb{P}^{3} \) is the set of 4-tuples \((z_{0}, z_{1}, z_{2}, z_{3})\) besides \((0, 0, 0, 0)\) where points lying on the same line through the origin are identified. However, it was discovered that there were always infinitely many solutions with

\[
q_{w} = 0 \quad \text{and} \quad q_{x}^{2} + q_{y}^{2} + q_{z}^{2} = 0.
\]

(9)

This happens because the polynomials (8) are of the form

\[
f_{4}q_{w}^{4} + f_{3}q_{w}^{3} + f_{2}q_{w}^{2} + f_{1}q_{w} + (q_{x}^{2} + q_{y}^{2} + q_{z}^{2})f_{0},
\]

where the \( f_{m} \) are polynomials in \( q_{x}, q_{y}, \) and \( q_{z} \). These solutions certainly do not satisfy (7), but in order to use the algebraic geometry theorems in the Appendix, which give results concerning the number of solutions, we must have a set of homogeneous polynomials.

This difficulty can be overcome by considering the results obtained by eliminating \( q_{x}, q_{y}, \) and \( q_{z} \) among the polynomials of (8), and then factoring out powers of \( q_{w} \). Good discussions of resultants can be found in [2, 15]. Referring to Eq. (8), let

\[
\begin{align*}
p_{1} &= p_{1}(q_{w}, q_{x}, q_{y}, q_{z}) = \mathbf{RN} \cdot [\mathbf{N}' \times \mathbf{N}^{(i)}] \\
p_{2} &= p_{2}(q_{w}, q_{x}, q_{y}, q_{z}) = \mathbf{RN}' \cdot [\mathbf{N}'' \times \mathbf{N}^{(j)}] \\
p_{3} &= p_{3}(q_{w}, q_{x}, q_{y}, q_{z}) = \mathbf{RN}'' \cdot [\mathbf{N}''' \times \mathbf{N}^{(k)}].
\end{align*}
\]

The resultant of two fourth degree polynomials in \( q_{z} \), say

\[
p_{1} = a_{4}q_{z}^{4} + a_{3}q_{z}^{3} + a_{2}q_{z}^{2} + a_{1}q_{z} + a_{0} \quad \text{and} \quad p_{2} = b_{4}q_{z}^{4} + b_{3}q_{z}^{3} + b_{2}q_{z}^{2} + b_{1}q_{z} + b_{0},
\]

is the following 8 × 8 determinant:

\[
\begin{bmatrix}
a_{4} & a_{3} & a_{2} & a_{1} & a_{0} & 0 & 0 & 0 \\
0 & a_{4} & a_{3} & a_{2} & a_{1} & a_{0} & 0 & 0 \\
0 & 0 & a_{4} & a_{3} & a_{2} & a_{1} & a_{0} & 0 \\
0 & 0 & 0 & a_{4} & a_{3} & a_{2} & a_{1} & a_{0} \\
b_{4} & b_{3} & b_{2} & b_{1} & b_{0} & 0 & 0 & 0 \\
b_{4} & b_{3} & b_{2} & b_{1} & b_{0} & 0 & 0 & 0 \\
b_{4} & b_{3} & b_{2} & b_{1} & b_{0} & 0 & 0 & 0 \\
0 & 0 & 0 & b_{4} & b_{3} & b_{2} & b_{1} & b_{0}
\end{bmatrix}
\]

(10)
Results have the important property that \( R(p_1, p_2) = 0 \) whenever both \( p_1 = 0 \) and \( p_2 = 0 \).

In the case at hand, if we eliminate \( q_i \) between \( p_1 \) and \( p_2 \), between \( p_1 \) and \( p_3 \), and between \( p_2 \) and \( p_3 \), we obtain three homogeneous 16th degree polynomials in \( q_w \), \( q_x \), and \( q_y \), each of which contains the factor \( q_i^2 \). Let the three 14th degree polynomials obtained by removing the factors of \( q_i^2 \) be \( p_{12} \), \( p_{13} \), and \( p_{23} \), respectively. All real solutions of (8) must satisfy \( p_{12}(w, x, y) = p_{13}(w, x, y) = p_{23}(w, x, y) = 0 \). If we now eliminate \( q_i \) between \( p_{12} \) and \( p_{13} \), between \( p_{12} \) and \( p_{23} \), and between \( p_{13} \) and \( p_{23} \), and take the greatest common factor of these, we obtain a homogeneous 45th degree polynomial in \( q_w \) and \( q_i \) which contains a factor of \( q_i^2 \). Let the 42nd degree polynomial obtained by removing the factor of \( q_i^2 \) be \( p^{42}(w, x) \). Then real solutions of (8) must satisfy \( p^{42}(w, x) = 0 \). One might worry that a real solution in which \( q_w \) does equal zero (a solution with a 180° rotation) would be lost by removing these factors of \( q_w \); but this is not the case. Instead, if the data is such that there is a real solution with \( q_w = 0 \), then \( p^{42}(w, x) \) is divisible by \( q_w \). Thus in all cases the real solutions satisfy \( p^{42}(w, x) = 0 \). We can construct polynomials \( p^{42}(w, y) \) and \( p^{42}(w, z) \) in an analogous manner.

Hence we will seek solutions of this system:

\[
\begin{align*}
\{q_w^2 + q_x^2 + q_y^2 - q_i^2 & \} [X_w^{(j)} z_i^{(j)} - X_z^{(j)} z_x^{(j)}] \\
+ 2(q_w q_y - q_x q_z) [Y_w^{(j)} z_i^{(j)} - Y_z^{(j)} z_y^{(j)}] \\
+ 2(q_i q_z + q_w q_y) [z_i^{(j)} - z_y^{(j)}] = X_i^{(j)} z_i^{(j+1)} - X_y^{(j)} z_x^{(j+1)} \\
2(q_i q_x - q_w q_y) [X_i^{(j)} z_i^{(j)} - X_y^{(j)} z_x^{(j)}] \\
+ (q_w^2 - q_i^2 + q_x^2 - q_y^2) [Y_i^{(j)} z_i^{(j)} - Y_x^{(j)} z_x^{(j)}] \\
+ 2(q_i q_x - q_w q_y) [z_i^{(j)} - z_x^{(j)}] = Y_i^{(j)} z_i^{(j+1)} - Y_x^{(j)} z_x^{(j+1)} \\
2(q_i q_x - q_w q_y) [X_i^{(j)} z_i^{(j)} - X_x^{(j)} z_x^{(j)}] \\
+ 2(q_i q_y - q_w q_x) [Y_i^{(j)} z_i^{(j)} - Y_x^{(j)} z_x^{(j)}] \\
+ (q_w^2 - q_i^2 - q_x^2 + q_y^2) [z_i^{(j)} - z_x^{(j)}] = z_i^{(j+1)} - z_x^{(j+1)},
\end{align*}
\]

\( j = 0, 1, 2, 3 \).

We still need equations that determine the center of mass of the rod. Recall that the center of mass at time \( t_j \) is given by \( k p_i^{(j)} + (1 - k) p_i^{(j+1)} \). Then equations that constrain the center of mass to travel within a single plane take the form

\[
\begin{bmatrix}
k X_1 z_1 + (1 - k) X_2 z_2 \\
k X_1' z_1 + (1 - k) X_2' z_2' \\
k X_1'' z_1 + (1 - k) X_2'' z_2'' \\
k X_1''' z_1 + (1 - k) X_2''' z_2''' \\
k X_1^{(4)} z_1 + (1 - k) X_2^{(4)} z_2^{(4)} \quad k Y_1^{(4)} z_1^{(4)} + (1 - k) Y_2^{(4)} z_2^{(4)}
\end{bmatrix}
\begin{bmatrix}
Y_1 z_1 + (1 - k) Y_2 z_2 \\
Y_1' z_1 + (1 - k) Y_2' z_2' \\
Y_1'' z_1 + (1 - k) Y_2'' z_2'' \\
Y_1''' z_1 + (1 - k) Y_2''' z_2''' \\
Y_1^{(4)} z_1^{(4)} + (1 - k) Y_2^{(4)} z_2^{(4)}
\end{bmatrix}
= \begin{bmatrix}
q_1 z_1 + (1 - k) z_2 \\
k z_1 + (1 - k) z_2 \\
k z_1 + (1 - k) z_2' \\
k z_1 + (1 - k) z_2'' \\
k z_1 + (1 - k) z_2'''
\end{bmatrix}
= \begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
1
\end{bmatrix}
\]

or in other words, each of the five \( 4 \times 4 \) subdeterminants of (13) is zero. However, considering the coefficients of \( k^2 \) in the subdeterminants of (13), we observe that these coefficients are zero exactly when the tips of the vectors \( q \), \( q' \), \( q'' \), \( q''' \) are coplanar, which is the case since \( R(q) = q^{(j+1)} \), as mentioned above. Therefore we can
drop the coefficients of $k^3$ in (13) and consider the subdeterminants to be quadratic, not cubic, equations in $k$.

As stated above, in order to use the algebraic geometry theorems in the Appendix we must have a system of homogeneous equations. To this end we introduce variables $q_0$ and $k_0$. Then the homogeneous versions of Eqs. (7), (12), and (13) are

$$q_2^2 + q_3^2 + q_1^2 + q_0^2 = q_0^2,$$

$$Rq^{(j)} = q^{(j-1)}q_0^2,$$

and

$$\begin{bmatrix}
kp_1 + (k_0 - k)p_2 & 1 \\
kp_1' + (k_0 - k)p_2' & 1 \\
kp_1'' + (k_0 - k)p_2'' & 1 \\
kp_1''' + (k_0 - k)p_2''' & 1 \\
kp_1^{(4)} + (k_0 - k)p_2^{(4)} & 1
\end{bmatrix} = 3,$$

respectively. As mentioned above, (16) is to be regarded as a system of five homogeneous quadratics in $k$ and $k_0$, one equation for each $4 \times 4$ subdeterminant.

Solutions for several specific examples of systems consisting of Eqs. (11) and (14)–(16) were found using Macaulay, Maple, Macsyma, and Poinset. In each case it was found that there was a unique solution for the rotation $R$ and for $k$, and for all the $z$-components of the feature points up to a common scale factor. Thus we obtain the position of the center of mass (up to the same scale factor) at each of the five time instants, and that is sufficient to determine the conic on which it travels.

**Theorem 1.** Suppose we are given the perspective projections of a rod, in torque-free rigid motion about its unknown center of mass, at five evenly spaced time intervals. Suppose further that the path of the center of mass is known to be a conic section. Then there is in general a unique solution for the position and rotation of the rod.

The complete proof is quite involved and can be found in the Appendix.

### 6. Examples

**Example 1.** This is an example where five snapshots of a rotating rod are taken at evenly spaced time intervals. The motion of the rod is depicted in Fig. 3, which was generated by Maple. We assume that the center of mass of the rod travels along a conic section, but that the center of mass is not necessarily halfway between the two endpoints. The rotation of the rod is uniquely determined, and its center of mass and the path of the center of mass are uniquely determined up to a common scale factor.

<table>
<thead>
<tr>
<th>$j$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1^{(j)}$</td>
<td>$-1/10$</td>
<td>$1/2$</td>
<td>$29/40$</td>
<td>$137/160$</td>
<td>$371/730$</td>
</tr>
<tr>
<td>$X_2^{(j)}$</td>
<td>$55/74$</td>
<td>$29/40$</td>
<td>$43/140$</td>
<td>$-307/880$</td>
<td>$-953/1370$</td>
</tr>
</tbody>
</table>

With these observations the $z$-components of the feature points are found to have the following unique (up to a scale factor) solution:

<table>
<thead>
<tr>
<th>$j$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_1^{(j)}$</td>
<td>$2/3$</td>
<td>$4/3$</td>
<td>$8/3$</td>
<td>$32/15$</td>
<td>$146/75$</td>
</tr>
<tr>
<td>$z_2^{(j)}$</td>
<td>$74/45$</td>
<td>$20/9$</td>
<td>$28/9$</td>
<td>$88/45$</td>
<td>$274/225$</td>
</tr>
</tbody>
</table>

**FIG. 3.** Image plane observations for Example 1. Parts (a) through (e) are the views at times $t_j$ through $t_0$. The bold line segments represent the rotating rod and the light segments represent the axis of rotation. In each frame, the axis of rotation is translated to show it intersecting the center of mass of the rod.
The center of mass is found to lie three-quarters of the way from \( \mathbf{p}_1 \) to \( \mathbf{p}_2 \), or at \((\mathbf{p}_1 + 3\mathbf{p}_2)/4\), and travels in the plane \( 4x + 2y - 3z = -3 \) and on the ellipse which is the intersection of this plane with the cylinder \( 2x^2 + 2xy + y^2 - 4x - 3y + 2 = 0 \). Between successive pairs of snapshots the rod is subjected to the rotation

\[
\mathbf{R} = \begin{bmatrix}
37/45 & -4/9 & -16/45 \\
16/45 & 8/9 & -13/45 \\
4/9 & 1/9 & 8/9 \\
\end{bmatrix}.
\]

In this case the axis of rotation, \([1/3 \; -2/3 \; 2/3]^T\), is perpendicular to each of the \( \mathbf{q}^{(j)} = \mathbf{p}_{1}^{(j)} - \mathbf{p}_{2}^{(j)} \), so the rod is rotating end-over-end.

In Fig. 3, the perspective projections account for the differences in the lengths of the images of the rod and the apparent locations of the center of mass, though the center of mass is always about three times as far from \( \mathbf{p}_1^{(j)} \) as it is from \( \mathbf{p}_2^{(j)} \). The projection of the center of mass onto the image plane \( z = 1 \) also lies on a conic, in this case the ellipse \( 13X^2 + 10XY + 4Y^2 - 6X - 3Y = 0 \).

**Example 2.** In this example, the rod is rotating, or precessing, about a line through its center of mass, but the axis of precession is not perpendicular to the rod. The motion of the rod is depicted in Fig. 4, which was also generated by Maple. Once again, the rotation of the rod is uniquely determined, and its center of mass and the path of the center of mass are uniquely determined up to a common scalar multiple.

<table>
<thead>
<tr>
<th>( j )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X^{(j)} )</td>
<td>1/12</td>
<td>1/2</td>
<td>5/18</td>
<td>20/33</td>
<td>155/172</td>
</tr>
<tr>
<td>( Y^{(j)} )</td>
<td>5/12</td>
<td>3/4</td>
<td>1/2</td>
<td>-49/132</td>
<td>21/172</td>
</tr>
<tr>
<td>( X^{(j)} )</td>
<td>-2/9</td>
<td>-1/4</td>
<td>10/27</td>
<td>5/12</td>
<td>70/353</td>
</tr>
<tr>
<td>( Y^{(j)} )</td>
<td>10/9</td>
<td>3/4</td>
<td>2/9</td>
<td>-13/84</td>
<td>-246/353</td>
</tr>
</tbody>
</table>

With these observations the \( z \)-components of the feature points are found to have the following unique (up to a scale factor) solution:

<table>
<thead>
<tr>
<th>( j )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( z^{(j)} )</td>
<td>12/5</td>
<td>2</td>
<td>18/5</td>
<td>66/25</td>
<td>172/125</td>
</tr>
<tr>
<td>( z^{(j)} )</td>
<td>9/10</td>
<td>2</td>
<td>27/10</td>
<td>42/25</td>
<td>353/250</td>
</tr>
</tbody>
</table>

The center of mass is found to lie two-thirds of the way from \( \mathbf{p}_1 \) to \( \mathbf{p}_2 \), or at \((\mathbf{p}_1 + 2\mathbf{p}_2)/3\), and travels along the same conic as in Example 1, the intersection of the plane \( 4x + 2y - 3z = -3 \) with the cylinder \( 2x^2 + 2xy + y^2 - 4x - 3y = -2 \). Between successive pairs of snapshots the rod is subjected to the rotation

\[
\mathbf{R} = \begin{bmatrix}
0 & 0 & 1 \\
4/5 & -3/5 & 0 \\
3/5 & 4/5 & 0 \\
\end{bmatrix}.
\]

In this case the axis of precession, \([2/3 \; 1/3 \; 2/3]^T\), makes an angle of \( \cos^{-1}(2/3) = 48.2^\circ \) with each of the \( \mathbf{q}^{(j)} = \mathbf{p}_{1}^{(j)} - \mathbf{p}_{2}^{(j)} \), so the rod is not rotating end-over-end.

In Fig. 4, the apparent different directions of the axis of precession are due to the perspective projection and the proximity of the rod to the camera plane. Also, the rod is nearly parallel to the camera plane at time \( t_4 \) and close to perpendicular to that plane at times \( t_1 \) and \( t_3 \), which accounts for the large difference in the length of the image in Fig. 4c compared with those in Figs. 4c and 4d.

7. CONCLUSIONS

We have shown that the trajectory of a rotating axially symmetric object can be determined provided that two
points on the axis are visible in five snapshots taken by a pinhole camera. This is true generically, i.e., when the conditions are not zero probability events of nongeneric position. In the case of a thin rigid rod, the endpoints are clearly visible and are the natural candidates for the feature points. A crook is not quite axially symmetric, hence the analysis of its motion is more complex, and a crook will indeed be much more difficult to catch. This is very much like real life! We could, however, assume that the asymmetry is not too significant and try to extend to an almost symmetric object the results we have on thin rigid rods.

Note that the results discussed above, although mathematically rigorous and pleasing, should only be regarded as proofs of the fact that in a short sequence of images of the object to be tracked in flight there is indeed enough information to extract the motion parameters and hence exactly predict the entire flight path. Numerical solutions for many robot vision problems based on a minimal amount of information tend to be quite sensitive to noise, and as this is the case here this paper is primarily theoretical in nature rather than giving a practical tracking algorithm. However, it does provide a method for starting a tracking algorithm from a minimal amount of data. We do not believe that people try to infer the motion of flying objects from as few snapshots as possible. They use all channels of data gathering, doing the job based on continuous and long sequences of stereo images provided by their eyes. They also most probably apply a tracking algorithm, continually guessing and predicting the motion of the object in free flight, and correcting their assumptions based on the differences between their predictions and actual observations. Hence to really build a robot with the capability of catching a flying object we should concentrate on continuous image input based estimation processes, like the extended Kalman filter. Such an algorithm should be capable not only of tracking the motions of the object but also of accounting for disturbances and effects due to air flow and friction encountered by the object in flight, without the need for complete knowledge of the physical laws governing the motion. Such robust tracking procedures are currently under consideration.

APPENDIX

In this section the proofs of the algebraic geometry theorems needed for Theorem 1 are given. Some terms are needed and we will now be defined. See also [4, 5, 11].

On the complex n-space \( \mathbb{C}^n \), an (algebraic) variety is the zero set of finitely many polynomials. If \( V \) is a variety, then the Zariski topology on \( V \) is obtained by defining the closed sets of the topology to be the subvarieties (subsets of \( V \) which are themselves varieties) of \( V \). Sets that are both open and dense in the Zariski topology are called Zariski open dense, and these are also both open and dense in the usual complex topology. A variety is irreducible if it cannot be expressed as the union of two proper closed subsets. The projective n-space \( \mathbb{P}^n \) is the set of \( (n + 1) \)-tuples \((z_0, z_1, \ldots, z_n)\) besides \((0, \ldots, 0)\) where points lying on the same line through the origin are identified. The notation \( A^B \) indicates the set of points in \( A \) which are not in \( B \), and \( \bar{A} \) denotes the closure of the set \( A \). The proofs of the two lemmas below can be found in [4] and [5].

**Lemma 1.** Let \( V \) be an irreducible variety. Let \( f \) be a rational map from \( V \) to \( \mathbb{C}^N \) given by \((p_1/q_1, \ldots, p_N/q_N)\), where the \( p_i \) and \( q_i \) are polynomials and in particular \( \prod_{i=1}^{N} q_i \) is not identically 0 on \( V \). Define \( V' = \{ z \in V | \prod_{i=1}^{N} q_i(z) = 0 \} \). Then \( f(V \setminus V') \) contains an irreducible variety which is Zariski open dense in \( f(V \setminus V') \).

**Lemma 2.** Let \( f(z, q) \) be a system of polynomials \( f(z, q) \), \( i = 1, \ldots, N \), where \( z \in U = \prod_{i} \mathbb{P}^n_i \), a product of projective spaces, and \( q \in Q \) where \( Q \) is an irreducible variety. Suppose there is a \( q_0 \in Q \) such that \( f(z, q_0) = 0 \) has only a finite number \( K \) of solutions. Then there is a Zariski open dense set \( Q_0 \subseteq Q \) such that \( f(z, q) = 0 \) has at most \( K \) solutions for all \( q \in Q_0 \). If the dimension of \( U \) is \( N \) (that is, \( \sum_{i=1}^{n} n_i = N \)), then \( f(z, q) = 0 \) has exactly \( K \) solutions for all \( q \in Q_0 \).

**Theorem 1.** Suppose we are given the perspective projections of a rod, in torque-free rigid motion about its unknown center of mass, at five evenly spaced time intervals. Suppose further that the path of the center of mass is known to be a conic section. Then there is in general a unique solution for the position and rotation of the rod.

**Proof.** We will show that the system comprising Eqs. (11), (14)--(16) has exactly one real solution for \( R, k \), and all the \( z \)-coordinates of the feature points up to a common scale factor for almost all possible values of the observed data. This will be accomplished by showing that this system has two solutions in general. The only difference in the two solutions is that the signs of the quaternion variables \( q_x, q_y, q_z, q_d \) are all reversed. With this information, we will know five points on the conic, which is sufficient to determine it uniquely, though again it is determined only up to the same common scale factor as the \( z \)-coordinates of the feature points.

In order to use Lemmas 1 and 2, a parameter space \( W \) must be introduced. Here the parameter space \( W \) will be the set of all points \((X_1, Y_1, X_2, Y_2, X_1', \ldots, Y_4')\) in \( \mathbb{C}^{20} \) such that there exists a \( 3 \times 3 \) rotation matrix \( R \), \( 3 \times 1 \) vectors \( C_0, \ldots, C_4 \), and a scalar \( k \) such that Eq. (2) holds, \( j = 0, \ldots, 4 \).

It will now be shown that the system of Eqs. (1) and (2) satisfies the hypotheses of Lemma 1. The irreducible va-
riety $V$ is $(C^3)^2 \times SO(3) \times (C^3)^2 \times C$, where $SO(3)$ is the special orthogonal group of $3 \times 3$ matrices with determinant 1. A point $w$ in $V$ can be regarded as a 13-tuple $(x_1, y_1, z_1, x_2, y_2, z_2, R, C_0, C_1, C_2, C_3, C_4, k)$. The closed set $V^*$ is $\{ w \in \bigvee \prod z_j^{r_j} z_k^{s_k} = 0 \}$, which eliminates degenerate cases in which a feature point lies on the camera plane. The map $f : V^* \rightarrow W$ is given by $f(x_1, y_1, z_1, x_2, y_2, z_2, R, C_0, C_1, C_2, C_3, C_4, k) = (X_1, Y_1, X_2, Y_2, X_1', \ldots, Y_4')$, where the $X_j', Y_j'$, and $z_j'$ are given by Eqs. (2) and (1). The parameter space $W$ is $f(V^*V)$. All the hypotheses of Lemma 1 are satisfied, so there is an irreducible variety $Q \subseteq W$ which is Zariski open dense in $W$.

Now it will be shown that the system comprised of Eqs. (11), (14)–(16) satisfies the hypotheses of Lemma 2. All of these equations are homogeneous in the three sets of variables $\{ q_0, q_s, q_t, q_f, q \}, \{ z_1, z_2, z_3, \ldots, z_4^{(s)} \}, \{ k_0 \}$, so the product of projective spaces $U$ of Lemma 2 is $P^s \times P^9 \times P^1$. The irreducible variety $Q$ is the same as the one above guaranteed by Lemma 1. The $f(q, z)$ is given by Eqs. (11), (14–16); there is a total of 24 of these. Since the number of equations exceeds the dimension of $U$, we can use the first part of the conclusion of Lemma 2. This tells us that if there is a finite number $K$ of solutions to the system at one point of $Q$, then there are at most $K$ solutions at a Zariski open dense subset of $Q$. Here $K$ is equal to two. However, since Eqs. (11), (14)–(16) contain only terms of even degree in the variables $\{ q_0, q_0', q_s, q_t, q_f, q \}$, $q_0$ is excluded here), $(q_0, -q_0, -q_1, -q_2, -q_3, -q_4)$ is a solution whenever $(q_0, q_0', q_s, q_t, q_f, q)$ is, and these correspond to the same rotation. An example with two solutions is that where $(X_1, Y_1, X_2, Y_2, X_1', \ldots, Y_4')$ is given by Example 1. The two solutions in $P^s \times P^9 \times P^1$ may be expressed as $(q_0, q_0', q_s, q_t, q_f, q) = (3(10)^{12}, \pm 9, \pm 1, \pm 2, z_1, z_2, z_3, \ldots, z_4^{(s)}) = (75, 185, 150, 250, 300, 350, 240, 220, 219, 137)$, and $(k_0) = (1/4, 1)$. This result was obtained through the use of Macaulay, Maple, Macsyma, and Polsys. Several other examples tested also had exactly one solution for the position and rotation of the rod. By construction, every point of $Q$ corresponds to a system with some solution. Therefore the system comprising Eqs. (11), (14)–(16) has exactly one solution at all points of a Zariski open dense subset of $Q$.
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