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Motion characterization from co-occurrence vector descriptor
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Abstract

A novel operator called the co-occurrence vector to be used for motion characterization is presented. The vector has

the advantage of requiring low computation complexity. It allows estimating the relative position, the scale and the

rotation of objects in the scene image. This estimation may be useful for obtaining time to impact and relative distance

between objects for navigation and collision avoidance. Experiments confirm the value of co-occurrence vector for esti-

mation of motion parameters and as a tool for characterization of scale, rotation and relative shift of objects in the

scene.

� 2004 Published by Elsevier B.V.
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1. Introduction

Several researches have demonstrated various

approaches of deriving partial information about

motion characterizations (Fablet and Bouthemy,

2003). Examples include relative distances of ob-

jects (Aloimonos and Duric, 1994), time to colli-
sion (Ancona and Poggio, 1993; Fermuller and

Aloimonos, 1995) and qualitative information

about an object�s shape (Cipolla and Zisserman,
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1992). The main problem of those approaches is

that they are based on the ‘‘optical flow’’ equation

and thus require heavy computation resources.

The co-occurrence matrix is a statistical tool for

extracting second order texture information from

images (Haralick et al., 1973; Haralick, 1979; Chen

and Pavlidis, 1979; Conners et al., 1984; Parkkinen
et al., 1990). It is very useful for detection of tex-

ture periodicity and for texture classification and

segmentation. It can be used also for calculation

of optical flow as described by Boyce et al.

(1992). Recently it was used for object detection

and recognition by Kovalev and Petrou (1996).

In this paper we define the term co-occurrence

vector and show how to use this tool for estimation
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of the motion parameters of an image. The co-

occurrence vector has low computation complexity

and it may characterize scale, rotation and relative

translation of objects in the observed scene.

The co-occurrence matrix is a matrix extracting
second order texture information from the image.

An element anm of the co-occurrence matrix corre-

sponds to the number of times that the gray level

n � 1 and the gray level m � 1 appeared in the in-

put image while a pre-determined translation vec-

tor ~V ¼ fdx; dyg separates them. This matrix has

a histogram related insight. Generally speaking,

this matrix is four-dimensional:

P ðn;m; dx; dyÞ ¼ T cofI ing ð1Þ
where dx and dy are the separation distances in the

x and the y directions respectively, Tco is the co-

occurrence operator and Iin is the input image.

Usually a distance of one pixel describes back-

grounds fairly good (dx = dy = 1), and thus the
co-occurrence matrix P becomes two-dimensional.

The element P(n,n, 0,0) equals to the histogram of

the image h(n): h(n) = P(n,n, 0,0). If the smoothing

operator Tsm (this operator involves a convolution

with a smoothing kernel as detailed in Section 3)

and the binarization operator Tbin are applied over

the input image, the resulted co-occurrence matrix

becomes a matrix with reduced dimensions since m
and nmay accept only the values of 1 and 2. In this

case the element corresponding to the value of

m = n = 2 describes the outlines of the details

appearing within the image. Note that the binariza-

tion operation Tbin is executed by comparing the

gray levels of the image to a given threshold. If

the gray level exceeds the threshold it is chosen to

be one otherwise it is set to be 0. In order to exam-
ine the details appearing in the binarized image in a

certain direction h we will choose: (dx,dy) = (l Æ -
cos(h),l Æ sin(h)). Thus, for a pre-determined direc-

tion angle h the 4 � D co-occurrence matrix P from

Eq. (1) is reduced to a 1 � D vector which we shall

call the co-occurrence vector:

V h
coðlÞ ¼ ðT coT binT smI inÞð2; 2; l � cosðhÞ; l � sinðhÞÞ

ð2Þ
This co-occurrence vector has most significant fea-

tures that may characterize the movement of ob-
jects within the image. Note that since the co-

occurrence vector is a 1 � D vector its computa-

tion involves small numerical complexity based

upon the FFT algorithm as we describe in Section

2. One of the most important features to be ex-
tracted from the co-occurrence vector is the time

to impact s. Since the size of the details seen in

an image is a function of the range between the

scene and the camera, s may easily be extracted

out of the co-occurrence vector descriptor. For in-

stance, if the followed object is getting closer to the

observer its size is increased. This increasing will

scale the features of the co-occurrence vector.
Thus, knowing the size of the object and by calcu-

lating the scaling rate between the different frames

one may compute the time to impact parameter. In

order to be able to identify rotation of the object

between two frames at least two co-occurrence

vectors are required. For instance, assuming that

one computes two co-occurrence vectors for

h = 0 and h = p/2. A rotation of the object will
cause scaling of the projection of the object�s fea-
tures on those two orthogonal axes. An increasing

scale and position of features will occur in one axis

and a decreasing scale will occur in the other. Due

to the ratio between the scaling obtained in the two

co-occurrence vectors the parameters of the rota-

tion may be extracted. Note that one vector is

not sufficient since then no distinction can be ob-
tained. For instance, in case when the object is get-

ting closer to the observer, in each axis scale of

features occurs but the ratio between the axes re-

main constant. Note also that except of using the

co-occurrence vector as a tool to characterize im-

age motion, it may also be used as a recognition

tool (Kovalev and Petrou, 1996). The co-occur-

rence vector of an input image and a reference im-
age may be correlated in order to estimate their

mutual matching.

In Section 2 we will present the mathematical

derivation of the co-occurrence descriptor and

demonstrate how to estimate it using the FFT

algorithm. Using the same approach backwards

allows estimating objects positions and dimensions

within the reference scene. In Section 3 we demon-
strate several experimental validations including

extraction of image rotation and time to
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impact parameters. The paper is concluded in

Section 4.
2. Mathematical derivation

Now let us derive the mathematical model

describing the co-occurrence descriptor. After

applying the smoothing and the binarization

we may model an image of a scene with N objects

as:

IðxÞ ¼
XN
i¼1

rect
x� X i

DX i

� �
ð3Þ

where DXi is the width of the object i and Xi is the

position of its center,

rectðxÞ ¼
1 if � 1=2 6 x 6 1=2

0 if j x j> 1=2

(
ð4Þ

See Fig. 1 where I(x) is depicted. Applying the

co-occurrence operator Tco from Eq. (2) over

I(x) from Eq. (3) for h = 0 and following the basic

definition of the co-occurrence as described just in

front of Eq. (1) we obtain co-occurrence function
f(l)

f ðlÞ ¼
XN
i¼1

ðrect	 rectÞ l
DX i

� �� �

þ
XN
j¼1

XN
i>j

ðrect	 rectÞ l � X ij

DX i

� �� �
ð5Þ

Here symbol 	 denotes a convolution operator.

Performing summation in Eq. (5) we obtain:
Fig. 1. 1-D image function.
f ðlÞ ¼
XN

i¼1
trian

l
DX i

� �

þ
XN
j¼1

XN
i>j

trian
l � X ij � DX ij

minðDX i;DX jÞ

� ��

þtrian
�l � X ij þ DX ij

minðDX i;DX jÞ

� �
þ rect

l � X ij

2DX ij

� ��
ð6Þ

where

DX ij ¼
maxðDX i;DX jÞ �minðDX i;DX jÞ

2
;

X ij ¼ X i � X j

trian
l

DX

� �
¼ ð�l þ DX Þ � ½uðlÞ � uðl � DX Þ


ð7Þ
Here u(x) is the unit step function

uðxÞ ¼
1 if x P 0

0 if x < 0

�
ð8Þ

The Fourier transform of Eq. (5) (spectrum of the

co-occurrence descriptor) is:

F ðmÞ ¼
XN
i¼1

DX 2
i sinc

2ðmDX iÞ

þ
XN
i¼1

XN
j>i

DX iDX jsincðmDX iÞ

� sincðmDX jÞ cosð2pmDX ijÞ ð9Þ

This expression could be computed using the FFT

algorithm. One way of estimating the parameters

of the objects from the co-occurrence descriptor
f(l) could be by observing the positions and the

width of the peaks (see Eq. (5)). The position of

the peaks or plateaus corresponds to Xij. Note that

the various equations relating the position of

the peaks to Xij are dependent equations according

to:

X i0j0 ¼
Xj0�1

k¼0

X i0þk;i0þkþ1 ð10Þ

The width of the peak is DXi + DXj. The value of

f(l = 0) equals to
PN

i¼1DX i. Using those approxi-

mations one may obtain initial estimation for the

desired parameters. Fig. 2 presents an example of
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Fig. 2. Example of co-occurrence descriptors. DX1 = 30, DX2 = 50, DX3 = 40, DX4 = 60, X12 = 70, X13 = 135, X14 = 245, X23 = 65,

X24 = 175, X34 = 110.
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co-occurrence descriptor (normalized to 1). Fig. 2a

is thresholded picture of several 1-D objects. Fol-
lowing the presented logic one obtains: in Fig. 2a

and b there are four peaks/plateaus and thus one

has four objects with three peaks that overlap with

the existing four. The extraction of the DXi and the

Xij parameters yields correspondence of up to five

pixels of estimation deviation.
3. Experimental validation

In the following experiments we used the 1 � D

co-occurrence descriptor to extract the size and the

position of various objects in the difference image.

To do that we have subtracted two adjacent

frames and then applied a smoothing operator that

involved a convolution with a 4 · 4 Gaussian ker-
nel. Then, we binirized the result and computed its

co-occurrence descriptor. Out of the co-occurrence

descriptor we tried to extract the size and the rela-

tive position of objects in the scene:

T smoothfMg ¼
X
k

X
l

Mðk; lÞKðm� k; n� lÞ

ð11Þ
where K is the Gaussian 4 · 4 smoothing kernel.

The first example is depicted in Fig. 3a and b.

The difference image after smoothing and thres-
holding is seen in Fig. 3c. Fig. 3d presents in solid

line the co-occurrence descriptor of Fig. 3c. The
dashed line of Fig. 3d corresponds to the co-occur-

rence descriptor of a scene in which there are three

bodies having dimensions of 28, 70 and 77 pixels

respectively and relative locations of 161 and 108

pixels between them. As one may see there is good

correspondence between the solid and the dashed

line of Fig. 3d yielding a good estimation of the

positions and dimensions of the relevant bodies
within the scene. Fig. 4 presents additional example

in which the computations were done along the

lines at h = 42�. Figs. 4a and b present two frames

from an outdoor scene. Fig. 4c is the background

image. Fig. 4d is the difference after background

subtraction and thresholding. Fig. 4e presents the

co-occurrence descriptor obtained following the

definition appearing in front of Eq. (1) and the
descriptor obtained after estimation of objects

dimensions and positions (computed also following

the basic definition of the co-occurrence as de-

scribed in front of Eq. (1)). One may observe the

correspondence between the two curves of Fig.

4e. One interesting feature of the co-occurrence

descriptor is possibility to estimate the rotation an-

gle of the main movement axis of the targets. For
instance if one takes the image scene depicted in

Fig. 4a and b and applies the extraction of the max-

imal number of separate objects in different angles



Fig. 3. (a)–(b) Two adjacent video frames. (c) The result obtained after subtraction and thresholding. (d) The co-occurrence descriptor

of Fig. 2c obtained using Eq. (6) (solid line) and of the co-occurrence descriptor obtained using the definition appearing in front of Eq.

(1) after estimating the position and the widths of the objects in the thresholded scene as described in the previous section (dashed).
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of computation of the co-occurrence descriptor the
following result is obtained: Fig. 4f was computed

for several cross-sections at angles of 0�, 22.5�,
45�, 67.5� and 90�. From the maximum obtained

at the angle h = 45� one may conclude that most

of the targets are oriented around this angular

direction of movement. Repeating this computa-

tion for several sequential frames may assist in find-

ing consistency in the relative angle between the
camera and the axis of object�s motion. The change

between the positions of the peaks of the co-occur-

rence descriptor corresponds to change in the rela-

tive distance between the objects in the scene. If this

change is due to rotation then the rotation angle

may be extracted. Assuming that prior to comput-

ing the co-occurrence descriptor we perform a pro-

jections of the 2-D image on the horizontal and the
vertical axes. We assume that two objects had a

separation distance of R and that prior to rotation,

the line connecting them creates an angle of a with

the horizontal axis. Then a rotation of angle b was

performed. Thus, after the rotation the separation

distance is still R but the line connecting both ob-

jects creates an angle of a + b in comparison to

the horizontal axis. Thus, the projections, on the
horizontal axis are:
X ð1Þ
ij ¼ R cosða þ bÞ

X ð0Þ
ij ¼ R cos a

ð12Þ

where (0) and (1) designate prior and after per-

forming the rotation, respectively. The projections

on the vertical axis equal:

Y ð1Þ
ij ¼ R sinða þ bÞ

Y ð0Þ
ij ¼ R sin a

ð13Þ

Using basic trigonometric relations one obtains:

X ð1Þ
ij

X ð0Þ
ij

þ
Y ð1Þ

ij

Y ð0Þ
ij

¼ sin b
1

tan a
þ tan a

� �

Y ð1Þ
ij

X ð0Þ
ij

�
X ð1Þ

ij

Y ð0Þ
ij

¼ cos b
1

tan a
þ tan a

� � ð14Þ

Thus, the estimation for the rotation angle b
becomes:

tan b ¼

X ð1Þ
ij

X ð0Þ
ij

þ
Y ð1Þ

ij

Y ð0Þ
ij

Y ð1Þ
ij

X ð0Þ
ij

�
X ð1Þ

ij

Y ð0Þ
ij

ð15Þ



Fig. 4. (a)–(b) Two adjacent video frames. (c) Background. (d) The result obtained after background subtraction and threshold. (e)

The co-occurrence descriptor of Fig. 2c and of the estimated scene. (f) Co-occurrence vector for different angles.
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Temporal variations of this extracted angle will

lead to obtaining the relative angular motion in
time generated between the photographing plat-
form and the targets. Note that the fact that the

co-occurrence descriptor is not a linear operation
(a co-occurrence descriptor of sum of vectors is



Fig. 5. (a) Original image. (b) 5(a) after background subtraction and thresholding. (c) Image rotated by 50�. (d) 5(c) after background
subtraction and thresholding. (e) The co-occurrence of 5(b) performed over row number 183 (dashed line) and of 5(d) calculated over

row 172 (solid line).
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Fig. 6. (a) Original image. (b) 6(a) after background subtraction. (c) Image rotated by 30�. (d) 6(c) after background subtraction. (e)

The co-occurrence of 6(b) (dashed line) and of 6(d) (solid line) after projecting and thresholding.

1 For interpretation of color in Figs. 5 and 6, the reader is

referred to the web version of this article.
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not the sum of the descriptors) aids in improving
the detection discrimination capability. This is de-

picted in Figs. 5 and 6. Fig. 5a presents an image

containing two objects. The difference between a

background and an input scene is seen in Fig.

5b. Fig. 5c presents the image rotated around the

vertical axis (pan) by an angle of approximately
50�. The difference between the background and
the rotated input scene is presented in Fig. 5d.

Fig. 5e presents the co-occurrence of Fig. 5a per-

formed over row number 183 (red dashed line) 1
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and of Fig. 5c calculated over row 172 (black line).

From the position of the peaks in Fig. 5e one may

extract the rotation angle between the two scenes

(the peaks of Fig. 5e appear at pixel 50 and 90).

Using those parameters and following notations
of Eq. (15) one obtains h = 56.25�. Fig. 6a presents

a reference input image. The difference between a
Fig. 7. (a)–(c) Three video frames. (d)–(f) The result obtained after b

and the estimated (dashed line) co-occurrence descriptors.
background and an input scene is seen in Fig.

6b. Fig. 6c presents the image rotated around the

optical axis (roll) by an angle of approximately

30�. The difference between the background and

the rotated input scene is presented in Fig. 6d.
Fig. 6e depicts the co-occurrence of Fig. 6b (red

dashed line) and Fig. 6d (black line) after they
ackground subtraction and filtering. (g)–(i) The real (solid line)
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were projected over the horizontal axis and a

threshold of 40% was applied. From the position

of the peaks in Fig. 6e one may extract the rotation

between the two scenes since the peaks position

corresponds to the distance between the two ob-
jects in the images. The peaks appear at pixels

310 and 350 respectively and thus using the nota-

tions of Eq. (15) one may extract the rotation an-

gle between scenes of Fig. 6a and c which results

with: h = 27.66�.
Let us now use the co-occurrence descriptor for

extracting the time to impact parameter. The equa-

tion that describes it may be formulated as:

s ¼ y
_y
¼ Z

_Z
ð16Þ

where y is a y coordinate of the moving object (in

pixels) which can be calculated with a co-occur-

rence vector. Z is the distance to the object (which

is unknown). Fig. 7a–c depicts three video frames

taken at 5.48s, 8s and 10.52s respectively. After

background subtraction and filtering one obtained

the results presented in Fig. 7d–f. After computing
the co-occurrence descriptor estimation using the

described approach one obtains the plots pre-

sented in Fig. 7g–i. Those figures present the co-

occurrence descriptor obtained from the images

(solid line) and the one obtained after estimating

object dimensions (dashed line). The best fit from

the co-occurrence descriptor was obtained for ob-

jects of: 15, 19 and 39 pixels respectively for ob-
jects from Fig. 7d–f. In this case the true co-

occurrence descriptor and the estimated one had

the best coinciding. Using this information for

time to contact estimation yields:

s1 ¼
y1
_y1
¼ y1

y1�y0
t1�t0

¼ 19
19�15
8�5:48

¼ 11:97 ½s


s2 ¼
y2
_y2
¼ y2

y2�y1
t2�t1

¼ 39
39�19
10:52�8

¼ 4:91 ½s

ð17Þ
4. Conclusions

In this paper we have defined the co-occurrence
descriptor vector as a tool for obtaining motion

characteristics. The new tool is a non-linear

processing operation having the advantage of
requiring low computation complexity. In addition

it may be a good descriptor for scaling, rotation

and shifting obtained in the scene. Using a single

descriptor one may extract the positions and the

dimensions of the various objects in the scene.
The rotation cause to different scales and shifts

in the different co-occurrence vectors. From the ra-

tio of those changes one may obtain the rotation

parameters. The scaling of the object causes to

the scale of its features and a corresponding scale

of the co-occurrence vector. This scale may help

to extract the time to impact parameter. The rota-

tion of the object may be obtained by using several
co-occurrence vectors (at least two) computed in

different directions in the image plane. Experimen-

tal validation demonstrated the potential of the

new descriptor.
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