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Abstract

The Pursuit Problem depicts a scenario where a target is chased by an agent, whose movement is prescribed by some defined policy. Examples of what can be regarded as solutions to the pursuit problem include the shape of the agent’s trajectory, whether the agent ultimately captures the target, and the circumstances of the capture, including the time required for capture to be achieved.

The Unicycle Model is a popular simplification used to describe the kinematics of complex vehicular systems. An agent modeled as a unicycle has three degrees of freedom: the location on the plane, and the orientation of the agent. The agent is constrained to move only in the direction of the its orientation, and only two input signals are available to control the model: steering and speed.

A Unicycle Pursuit Problem is a pursuit problem where the pursuing agent is modeled as a unicycle.

This thesis describes a method used for solving unicycle pursuit problems by mapping the properties of the pursuit to a directed graph, which can then be regarded as a state machine that describes the evolution of these properties in an abstract way.

The thesis details the analysis of two particular unicycle pursuit problems, to demonstrate results that were achieved by studying the traits and structure of the corresponding finite state machines generated by the method described here. In addition, we present a software framework used to implement a multi-agent version of one of these unicycle pursuit problems using Unmanned Aerial Vehicles (UAVs). We call this framework AntAlate. AntAlate allows software application developers to focus on their algorithms by abstracting away the UAV platform, enforcing safety measures, and providing a versatile interface for algorithm interaction.
**Abbreviations and Notations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCBOUP</td>
<td>Proportional-Control Bearing-Only Unicycle Pursuit</td>
</tr>
<tr>
<td>UCSLSV</td>
<td>Unicycles with Crude Sensing over a Limited Sector of Visibility</td>
</tr>
<tr>
<td>DFSM</td>
<td>Deterministic Finite State Machine</td>
</tr>
<tr>
<td>QED</td>
<td>Quod Erat Demonstrandum (what was to be shown)</td>
</tr>
<tr>
<td>UAV</td>
<td>Unmanned Aerial Vehicle</td>
</tr>
<tr>
<td>MARS</td>
<td>Multi-Agent Robotic System</td>
</tr>
<tr>
<td>ROS</td>
<td>Robot Operating System</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>Research and Development</td>
</tr>
<tr>
<td>MC</td>
<td>Mission Control</td>
</tr>
<tr>
<td>HLC</td>
<td>High Level Control</td>
</tr>
<tr>
<td>OSC</td>
<td>Operator Station Client</td>
</tr>
<tr>
<td>BMA</td>
<td>Behavior Module Arbiter</td>
</tr>
<tr>
<td>LLC</td>
<td>Low Level Control</td>
</tr>
<tr>
<td>HTTP</td>
<td>Hypertext Transfer Protocol</td>
</tr>
<tr>
<td>TCP/IP</td>
<td>Transmission Control Protocol / Internet Protocol</td>
</tr>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>SITL</td>
<td>Software in the Loop</td>
</tr>
</tbody>
</table>

![Diagram of Unicycle Model](image)

(a) The Unicycle Model.
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\( v \): The agent’s (and target’s) speed.
\( v_p \): The agent’s speed.
\( v_m \): The target’s speed.
\( \vec{v} \): The agent’s velocity vector.
\( \vec{v}_p \): The agent’s velocity vector.
\( \vec{v}_m \): The target’s velocity vector.
\( \vec{p} = (x, y)^T \): The agent’s vector of coordinates on the plane.
\( \theta \): The agent’s orientation in the global frame of reference.
\( \omega = \dot{\theta} \): The agent’s turning rate.
\( \alpha \): The angle from the agent towards its target, in the global frame of reference.
\( \beta = \alpha - \theta \): The angle from the agent towards its target, in the agent’s frame.
\( \rho \): The distance between the agent and its target.
\( \sigma \): The central angle of the agent’s visibility sector.
\( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \): A directed graph.
\( \mathcal{V} \): The vertex set of \( \mathcal{G} \).
\( \mathcal{E} \): The edge set of \( \mathcal{G} \).
\( t_0 \): The moment in time at which a process begins, e.g. state entry.
\( t_n \): A moment when a specific measurable or calculated event, indexed \( n \), occurs.
\( t_* \): An unspecified moment, usually during a process, e.g. \( t_0 < t_* < t_1 \).
\( \tau_u \): The \textit{maximal dwell time} of state \( u \).

(a) Notations used in the analysis of the problem presented in Chapter 3.

(b) Notations used in the analysis of the problem presented in Chapter 4.
Chapter 1

Introduction

Pursuit problems are centuries old, yet still are the subject of much academic activity [Shn98, Nah07, SG07, Shi07]. Form Pierre Bouguer, who is credited with formulating the problem in the 18th century (as a pirate ship trying to intercept a merchantman), to mathematicians, control theorists and roboticists today, pursuit has fascinated generations of thinkers. This might be due to the simplicity and elegance of the problem statement, contrasted with the sophistication of the possible solutions and methods of reaching them. This is coupled with the endless variation options in the dynamics of the pursuing agent, its controller, its maneuverability compared to that of the target, the sensing and computing capabilities required of the pursuing agent’s hardware, etc.

Pursuit still poses some interesting problems that the current literature has not fully addressed. The unicycle-model variant of pursuit, for instance, has yet to be completely solved, to the best of our knowledge. The unicycle model is a popular and useful model for representing complex robotic and vehicular systems and their behaviors in various tasks [DB17, TS17], but it is an underactuated system, having three degrees of freedom (the unicycle’s orientation, and two axes of its location on the plain) and only two actuators (forward speed and turn angle rate), which makes its control challenging.

The lack of a full analytic solution to all unicycle pursuit problems does not imply a lack of achievements towards this goal. Medagoda and Gibbens [MG10], for instance, propose a waypoint-following pursuit strategy wherein a virtual target moves linearly between path waypoints at a speed depending on parameters like the pursuer-target relative distance and the pursuer’s speed. Tracking is achieved using an LQR based controller to pursue the virtual, linear agent. Following this work, Ratnoo et al. [RHGS15] present necessary conditions to achieve tracking (or tail chase) when the target is moving in a straight line. Resulting from a pure-pursuit guidance law that requires acquiring both bearing and distance to the target, their control policy aligns the pursuer with the target. Other versions of pure-pursuit and several other approaches have also been explored to address the tracking problem [ET 16, ST10, OAE16, BBR06, DLN21, JTWS19]. These versions of unicycle pursuit rely on sophisticated controllers, which in turn demand additional sensing and computing capabilities for their implementa-
tion and generally, also superior maneuverability of the pursuing agent compared to the target. Belkhouche and Belkhouche[BB04], for example, study capture conditions when the pursuer moves at a speed higher than that of the target.

This thesis explores a novel method to solve unicycle pursuit-like problems; in Chapter 3, we revisit the classic problem of pursuit when the motion of the pursuing agent is governed by unicycle kinematics. Instead of enhancing the pursuer’s capabilities, we consider the case of an agent restricted to have a constant speed equal to that of the target. This hindrance has a double effect; by keeping the speed constant we underactuate the pursuer even more than it inherently is, since only the steering control can be used for the pursuit; by matching the speed to that of the target we keep the pursuer just barely capable of tracking it even in the case where the initial conditions put the pursuer in a good position to track the target. We further constrain our pursuing agent to only acquire information about the bearing towards the target, and act upon this information in a memory-less fashion; i.e. the pursuer does not remember the previous bearing readings, and has to control its parameters based on the instantaneous reading of the bearing only.

Our work contributes to the existing literature by guaranteeing convergence to either tracking or capture, under conditions we analyze in detail, from arbitrary initial conditions on the pursuer and the target using Lyapunov stability analysis[Lib03] in Section 3.2, and then again using our method in Section 3.3. We demonstrate, using our method, how we were able to achieve stronger results regarding the final distance between the agent and its target than was possible using the Lyapunov analysis; and in Section 3.4 we make predictions about which initial conditions may result in the agent capturing the target.

Though, admittedly, following the steps in our algorithm, presented in Chapter 2, is time consuming and sometimes difficult, the algorithm grants a way to attain a solution, arguably in a more straightforward manner than trying to guess a Lyapunov function. In Chapter 4 we revisit the homing problem with unicycle agents with crude sensing capabilities, and show how using our method we were able to swiftly re-solve the problem. In Chapter 5 we go into detail about the philosophy and function of a software framework we created, dubbed AntAlate, before concluding in future work and final remarks.
Chapter 2

Method

The adoption of ideas from the realm of the computer sciences and applying them to other fields, especially in the control systems discipline, is perhaps the foundation of robotics. Describing and analyzing complex systems can be overwhelming for the human mind, unless abstracted into generalized, qualitative, discrete, preferably linear systems which we can better understand. Once better understood, the same abstractions could be used for the design of automated management and control systems to govern the original, complex systems.

Examples of this notion could be found in the analysis of biological networks, as presented by Glass [Gla75]; Chaos theory, as illustrated by Moore [Moo90]; and of course dynamical systems, as shown by Beer [Bee95] and Stursberg et al [SKHP97].

This chapter introduces our method of abstracting the agent-target relationship in unicycle pursuit-type problems into an automaton.

2.1 Dynamics of Pursuit

Consider the following set of kinematic equations describing the evolution of the agent’s state,

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\theta}
\end{bmatrix} = \begin{bmatrix}
\cos \theta & 0 \\
\sin \theta & 0 \\
0 & 1
\end{bmatrix} \begin{bmatrix}
v \\
\omega
\end{bmatrix}
\]

(2.1)

where \(p^T = (x, y)^T\) is the agent’s position, \(\theta\) is the agent’s orientation, \(v > 0\) its speed, and \(\omega\) its turning rate.

In general pursuit problems, the relationship between the agent and the target it pursues can be described by the distance between them \(\rho\), the bearing angle towards the target as measured from the agent’s frame \(\beta\), and the bearing angle towards the agent from the target’s frame, which is equivalent to \(\alpha - \pi\), where \(\alpha\) is the azimuth from the agent to the target in the global frame, see for example Figure 2.2, where we
can also see that

$$\beta = \alpha - \theta.$$  \hfill (2.2)
as observed by the agent

\[ p_{\text{target}}^{\text{agent}} = p_{ta} = \rho e^{i\alpha}, \]

where \( \rho = |p_{ta}| \) is the distance form target to agent. Taking the time derivative

\[ \frac{d}{dt} p_{ta} = \frac{d}{dt} (\rho e^{i\alpha}) = (\dot{\rho} + i\rho \dot{\alpha}) e^{i\alpha} = \left( \frac{\dot{\rho}}{\rho} + i\dot{\alpha} \right) p_{ta}, \]

and comparing it with the target’s velocity as observed by the agent

\[ \left( \frac{\dot{\rho}}{\rho} + i\dot{\alpha} \right) \rho e^{i\alpha} = v_m e^0 - v_p e^{i\theta} \]

leaves us with an expression for the rate of rotation

\[ \rho \dot{\alpha} = v_p \left( \frac{v_m}{v_p} \sin (-\alpha) - \sin (-\beta) \right) \]

\[ \dot{\alpha} = \frac{v_p}{\rho} \left( \sin (\beta) - \frac{v_m}{v_p} \sin (\alpha) \right), \quad (2.3) \]

and the rate of change in distance

\[ \dot{\rho} = v_p \left( \frac{v_m}{v_p} \cos (\alpha) - \cos (\beta) \right). \quad (2.4) \]

From (2.1), (2.2), and (2.3),

\[ \dot{\beta} = \dot{\alpha} - \dot{\theta} = \frac{v_p}{\rho} \left( \sin (\beta) - \frac{v_m}{v_p} \sin (\alpha) \right) - \omega. \quad (2.5) \]

Now that we have expressed the dynamics of pursuit in terms of the connection between the target and the pursuing agent, we can analyze pursuit systems by categorizing this relationship into equivalence classes we call system states.

### 2.2 Automaton Generating Algorithm

The algorithm we use to solve Unicycle Pursuit problems (Algorithm 2.1) has two major steps: the first is to identify the different system states, and the second is to identify the transitions between the states and enforce a maximal dwell time for each state, i.e. if entering state \( u \) at \( t_0 \), then a transition must occur by \( t_0 + \tau_u \) at the latest.
In order to generate the desired state machine, we start with an empty graph \( G = (V, E) \). We consider the equations obtained in the previous section (Equations 2.4, 2.3, and 2.5),

\[
\begin{align*}
\dot{\rho} &= v_p \left( \frac{v_m}{v_p} \cos(\alpha) - \cos(\beta) \right) \\
\dot{\alpha} &= \frac{v_p}{v_p} \left( \sin(\beta) - \frac{v_m}{v_p} \sin(\alpha) \right) \\
\dot{\beta} &= \frac{v_p}{v_p} \left( \sin(\beta) - \frac{v_m}{v_p} \sin(\alpha) \right) - \omega,
\end{align*}
\]

describing the evolution of \( \rho, \alpha, \) and \( \beta \), corresponding to some defined control inputs \( v \) and \( \omega \). In the cases we analyze in the next chapters, \( v \) is held constant and \( \omega \) is a function of \( \rho, \alpha, \) and \( \beta \).

With these expressions for the rates of change, we can map disjoint regions in \( (\rho, \alpha, \beta) \) space to separate states in \( V \), characterized by conditions on \( (\dot{\rho}, \dot{\alpha}, \dot{\beta}) \). For example, in Chapter 3, state \( A \in V \) is defined by the condition \( 0 \leq \alpha < \beta < \frac{\pi}{2} \), corresponding to the behavior \( \dot{\rho} > 0 \) and \( \dot{\alpha} > 0 \). Similarly, state \( B \in V \) is defined by the condition \( 0 < \beta \leq \alpha < \frac{\pi}{2} \), corresponding to the behavior \( \dot{\rho} \leq 0 \) and \( \dot{\alpha} \leq 0 \). In Chapter 4, the states denoted by capital letters are defined by conditions on \( \rho, \alpha, \) and \( \beta \) that correspond to \( \dot{\alpha} - \dot{\beta} = \frac{v}{R} \), i.e. \( -\frac{\pi}{2} < \beta < \frac{\pi}{2} \). While the exact conditions depend on the explicit form of the equations for \( (\dot{\rho}, \dot{\alpha}, \dot{\beta}) \), derived from the control inputs defined for the specific problem at hand, the general algorithm step is to observe these equations and deduce the characteristic conditions from them.

Once we have defined all of the system states, and populated the vertex set \( V \), we must find an upper bound to the dwell time for each state, to guarantee that the state exits in finite time. This can be achieved by calculating the bounds on the defining conditions for each state. If there are no transitions out of the state, the state is a sink, like the capture state in Chapter 3; if the bounds evolve to an inevitable transition to another state, such as the transition in Chapter 3 from State \( A \) to State \( B \), then we readily have the longest possible time until transition occurs, i.e. the maximal dwell time.

Yet if the maximal dwell time is infinite, due for instance to an asymptotic decay of the state’s defining condition towards its point of invalidation, such as in State \( C \) in Chapter 3, then we can manufacture a transition by arbitrarily choosing a convenient dwell time, \( \tau_u \), and calculate the bounds for \( (\rho(t_0+\tau_u), \alpha(t_0+\tau_u), \beta(t_0+\tau_u)) \); by doing so we create an exit condition from the state to itself. We can later use this type of timed self-loop to track the evolution of the bounds on \( \rho, \alpha, \) and \( \beta \), in cases where it is unclear whether the system evolves out of the state in question, as we do in the concluding theorems of both of the following chapters.

After completing the vertex-set \( V \) and finding an expiration time for every non-sink state in it by finding all the cases where the conditions that define the state cease to hold, and after adding the transition to the other state to the edge-set \( E \) for each of these cases, along with all the manufactured self-loops, we have finally generated a timed automaton, \( G(V, E) \), that faithfully describes the evolution of the dynamical
system. The resulting Deterministic State Machine (DSM) can now be used to make observations on the behavior of the dynamical system it describes.

Capitalizing on the structure of the generated automaton, we analyze the different paths and cycles in $G$ to find the final regions in $(\rho, \alpha, \beta)$ space the dynamical system reaches with time. In the next two chapters we go into detail on how we used Algorithm 2.1 to analyze two pursuit problems and reach novel results.

**Algorithm 2.1** A Unicycle Pursuit Problem becomes a Deterministic Finite State Machine

1: initialize the graph $G = (\mathcal{V}, \mathcal{E}) = (\emptyset, \emptyset)$;
2: categorize the relationship between the target and agent according to disjoint regions in $(\rho, \alpha, \beta)$ space.
3: for each resulting state $u$ do
4:   add $u$ to $\mathcal{V}$.
5: end for
6: for each $u \in \mathcal{V}$ do
7:   calculate the bounds on the defining conditions of $u$.
8:   if at least one condition expires by time $t_0 + t_\star$ then
9:     the maximal $\tau_u = t_\star - t_0$ is the maximal dwell time for state $u$.
10:   else
11:     arbitrarily select a maximal dwell time $\tau_u$ for state $u$.
12:     calculate bounds for $\left( \rho(t_0 + \tau_u), \alpha(t_0 + \tau_u), \beta(t_0 + \tau_u) \right)$, and add $t = t_0 + \tau_u$ as an exit condition from state $u$ to itself.
13: end if
14: for each exit condition $e$ from state $u$ to state $w$ do
15:   add $e$ to $\mathcal{E}$.
16: end for
17: end for
18: return $G$. 

Chapter 3

Tracking and Capture in Proportional-Control Bearing-Only Unicycle Pursuit

This chapter shows a Lyapunov function we found when studying the Proportional-Control Bearing-Only Unicycle Pursuit (PCBOUP) problem, formally defined below in Section 3.1.2, which proves that \( \alpha \) and \( \beta \) asymptotically go to zero, i.e. \( \lim_{t \to \infty} \max \{|\beta(t)|, |\alpha(t)|\} = 0 \), ensuring that the pursuing agent ultimately gets closer and closer to the target’s trajectory. The analysis is presented in Section 3.2, yet bringing \( \alpha \) and \( \beta \) asymptotically to zero is not enough to ensure that the target does not slip away into infinity, and therefore does not constitute tracking, which also requires the agent to maintain a finite final distance from the target.

However, using our method presented in Chapter 2, we were able to show that the distance between agent and target remains bounded forever, as shown in Section 3.3. We were also able to find a region on the plane that contains all initial conditions that may result in the pursuing agent capturing the target, as we present in Section 3.4.

3.1 Preliminaries

Before continuing to the main results, we start by laying some foundations.

3.1.1 Pure Pursuit

The classic pure pursuit problem involves a target (a merchantman) moving in a straight line with kinematics

\[
p_m^T = (0, vt),
\]

and a pursuing agent (a pirate ship) with kinematics

\[
\dot{p}_p = v_p \frac{p_m - p_p}{|p_m - p_p|}.
\]
where \( p_m, p_p \) are the target’s and agent’s locations, respectively, \( v \) is the target’s speed and \( v_p \) is the pursuing agent’s speed. The problem is to find the \textit{curve of pursuit} \( y(x) \) given \( p_p^T = (x(t), y(t)) \) and \( (x(0), y(0)) = (x_0, 0) \). Nahin dedicated a chapter in his highly recommended book\cite{Nah07} to the formulation, history and solution to this classic problem.

### 3.1.2 Proportional-Control Bearing-Only Unicycle Pursuit

The Proportional-Control Bearing-Only Unicycle Pursuit (PCBOUP) problem involves an agent with constant speed unicycle kinematics, able to sense only the bearing towards the target it pursues. The agent’s steering is proportional to this measured bearing-angle towards the target. The target’s speed is equal to that of the chasing agent while it moves at a constant velocity.

![Figure 3.1: The Unicycle Pursuit Problem](image)

This setup is similar to that of the Pure Pursuit problem (Section 3.1.1), if we take the target’s trajectory to be

\[
p_m^T = (vt, 0),
\]

causing \( \alpha \) to be

\[
\tan(\alpha) = \frac{y}{x - vt},
\]

and if we replace the pursuing agent’s kinematics with Unicycle Kinematics (Equation 2.1). Since agents modeled as unicycles have an orientation, which must align with the bearing towards the target in order to mimic pure pursuit, we assign a proportional controller

\[
\omega = \kappa \beta
\]

where \( \kappa \) is a gain that amplifies the bearing angle \( \beta \). Consequently, the pursuing agent applies the resulting signal \( \omega \) as a steering command to its single controlled actuator, while keeping \( v \) constant.

**Definition 3.1.1.** the agent is \textit{facing the target} when \(|\beta| < \frac{\pi}{2} \);

**Definition 3.1.2.** the agent \textit{falls behind the target} when \(|\alpha| < \frac{\pi}{2} \);
Definition 3.1.3. the agent captures the target if the distance from the target is $r_c$ or less, i.e. $\exists t_c \mid \rho(t_c) \leq r_c$ with $\rho(t)$ as the distance between the agent and the target.

Definition 3.1.4. the agent is said to be tracking the target if it reaches a trajectory which is very close to that of the target while remaining within a finite range from the target, i.e. $\exists R, 0 < R < \infty \mid \rho(t) < R, \forall t$, and also given arbitrary $\varepsilon > 0$, $\exists t_\varepsilon \mid \forall t > t_\varepsilon$, $|\beta(t)| < \varepsilon$ and $|\alpha(t)| < \varepsilon$.

The physical meaning of the distance $r_c$ could be the dimension of either the target, the agent, or any combination of both, while $\varepsilon$ could be the acceptable measure of observational error of the agent’s sensors.

Given the definitions above, we can now formally define the Proportional-Control Bearing-Only Unicycle Pursuit (PCBOUP) problem.

PCBOUP Problem Statement

A target with kinematics (3.3) is pursued by an agent with kinematics (2.1), (3.5), and a constant speed $v$ equal to that of the target. Find $\kappa_c$ such that if $\kappa > \kappa_c$, then either the agent captures the target or tracks it, i.e. $\exists t_c \mid \rho(t_c) \leq r_c$ or $\exists R, 0 < R < \infty \mid \rho(t) < R, \forall t$, and $\forall \varepsilon > 0$, $\exists t_\varepsilon \mid \forall t > t_\varepsilon$, $|\alpha(t)| < \varepsilon$ and $|\beta(t)| < \varepsilon$.

3.2 Lyapunov Function Approach

In this section we perform Lyapunov stability analysis to identify a forward invariant region for $\alpha$ and $\beta$, and ultimately prove that given $\kappa > 2\frac{v}{r_c}$, $(\alpha, \beta) = (0, 0)$ is a stable equilibrium point in the Lyapunov sense.

The structure of this section’s reasoning can be described as follows: Lemma 3.2.1 gives us a time frame after which the agent faces the target, and Corollary 3.1 emphasizes the fact that once the agent turns to face the target it always faces the target; with lemmas 3.2.2 and 3.2.3 we prove that there is a point in time at which the agent both falls behind and faces the target, if the agent has not captured the target by that time; Theorem 3.2 establishes the conclusion of all these lemmas, that the system configuration where $(\alpha, \beta) \in \left[\frac{\pi}{2}, -\frac{\pi}{2}\right] \times \left[\frac{\pi}{3}, -\frac{\pi}{3}\right]$ is forward invariant; after introducing the equilibrium configuration $(\alpha, \beta) = (0, 0)$ in Lemma 3.2.4, we conclude the section with Theorem 3.3, proving that the PCBOUP system must evolve to either capture the target or asymptotically reach the equilibrium configuration.

Lemma 3.2.1. An agent (2.1) governed by the bearing-only control law (3.5) with $\kappa > 2\frac{v}{r_c}$, in pursuit of a target moving in a straight line (3.3), either captures the target or turns to face the target in finite time, such that $|\beta| \leq \frac{\pi}{3}$.

Proof From (2.5) and (3.5),

$$\dot{\beta} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) - \kappa \beta. \quad (3.6)$$
\[|\sin(\beta) - \sin(\alpha)| \leq 2; \text{ therefore from (3.6),}\]
\[-2\frac{v}{r_c} - \kappa \beta \leq \beta \leq 2\frac{v}{r_c} - \kappa \beta;\]  
(3.7)
and the bounds on \(\beta\) are
\[
\begin{align*}
\beta^+(t) &= \frac{2v}{\kappa r_c} + \left(\beta(t_0) - \frac{2v}{\kappa r_c}\right) e^{-\kappa(t-t_0)}; \\
\beta^-(t) &= -\frac{2v}{\kappa r_c} + \left(\beta(t_0) + \frac{2v}{\kappa r_c}\right) e^{-\kappa(t-t_0)};
\end{align*}
\]  
(3.8)
i.e.
\[\beta^-(t) \leq \beta(t) \leq \beta^+(t).\]
If \(\frac{\pi}{3} \leq \beta(t_0),\) then the upper bound on \(\beta\) decreases asymptotically to \(\frac{2v}{\kappa r_c} < 1,\) and reaches \(\frac{\pi}{3} > 1\) by \(t_1,\)
\[\beta^+(t_1) = 2\frac{v}{\kappa r_c} + \left(\beta(t_0) - \frac{2v}{\kappa r_c}\right) e^{-\kappa(t_1-t_0)} = \frac{\pi}{3} \]
\[\downarrow\]
\[t_1 = t_0 + \frac{1}{\kappa} \ln \left(\frac{\beta(t_0) - \frac{2v}{\kappa r_c}}{\frac{\pi}{3} - \frac{2v}{\kappa r_c}}\right).\]  
(3.9)
Similarly, \(\beta^-(t)\) reaches \(-\frac{\pi}{3}\) if \(\beta(t_0) \leq -\frac{\pi}{3},\) and if \(\frac{\pi}{3} \leq |\beta(t_0)|,\) then \(\exists t_*, \ t_0 \leq t_* \leq t_1,\)
when either \(r(t_*) = r_c,\) or |\(\beta(t_*)| \leq \frac{\pi}{3}.\]
\[\text{Corollary 3.1. If an agent (2.1) governed by the bearing-only control law (3.5) with } \kappa > 2\frac{v}{r_c}, \text{ in pursuit of a target moving in a straight line (3.3), faces the target, it will continue to face the target forever.}\]
\[\exists t_* \ |\beta(t_*)| \leq \frac{\pi}{3} \Rightarrow |\beta(t)| \leq \frac{\pi}{3} \forall t > t_*.\]
\[\text{Proof } \beta^+ \text{ and } \beta^- \text{ from the previous proof are global bounds on } \beta(t), \text{ even for } |\beta| < \frac{\pi}{3}.\]

Notice that the higher the gain \(\kappa,\) the closer \(t_1\) is to \(t_0\) and the lower the actual upper bound on \(\beta\) is, at \(\frac{2v}{\kappa r_c}.\)

\[\text{Lemma 3.2.2. If an agent (2.1) governed by the bearing-only control law (3.5) with } \kappa > 2\frac{v}{r_c}, \text{ in pursuit of a target moving in a straight line (3.3), falls behind the target, it will remain behind the target forever.}\]
\[\exists t_* \ |\alpha(t_*)| < \frac{\pi}{2} \Rightarrow |\alpha(t)| < \frac{\pi}{2} \forall t > t_*.\]
\[\text{Proof If } \exists t_* \ |\alpha(t_*)| < \frac{\pi}{2}, \text{ then } x(t_*) < x_l(t_*) = vt_*, \text{ and from (3.3) and (2.1), } \dot{x} = v \cos \theta \leq v \Rightarrow x(t) - x(t_*) \leq v(t - t_*) = x_l(t) - x_l(t_*) \Rightarrow x(t) + x_l(t_*) \leq x_l(t) + x(t_*); \]
but \(x(t_*) < x_l(t_*) \Rightarrow x(t) < x_l(t) \forall t \geq t_* .\]  
\[\blacksquare\]
Lemma 3.2.3. An agent (2.1) governed by the bearing-only control law (3.5) with \( \kappa > \frac{2\pi}{r_c} \), in pursuit of a target moving in a straight line (3.3), either captures the target or falls behind it in finite time.

**Proof** According to Lemma 3.2.1 and Corollary 3.1, if \( |\beta(t_0)| \geq \frac{\pi}{3} \), then either the target has been captured by \( t_1 \), or \( |\beta(t)| < \frac{\pi}{3} \ \forall t > t_1 \); and if \( |\beta(t_0)| \leq \frac{\pi}{3} \), \( |\beta(t)| < \frac{\pi}{3} \ \forall t > t_0 \), and (2.4) becomes \( \rho \leq -v\cos(\beta) < -\frac{v}{2} \), until \( |\alpha(t_*)| < \frac{\pi}{2} \). Seeing that for the case where \( |\beta(t_0)| > \frac{\pi}{3} \), \( t_0 \leq t \leq t_1 \), \( \rho \leq v \),

\[
\rho(t) < \rho^+(t) = \rho(t_0) + v(t_1 - t_0) - \frac{v}{2} (t - t_1)
\]

\[
= \rho(t_0) + v\left(\frac{3}{2}t_1 - t_0 - \frac{1}{2}t\right).
\]

By \( t_2 \), the agent must therefore capture its target, unless \( |\alpha| < \frac{\pi}{2} \) sometime before;

\[
\rho^+(t_2) = r_c \Rightarrow \rho(t_0) + v\left(\frac{3}{2}t_1 - t_0 - \frac{1}{2}t_2\right) = r_c
\]

\[
\downarrow
\]

\[
t_2 = t_0 + 2\frac{\rho(t_0) - r_c}{v} + \frac{3}{\kappa} \ln \left(\frac{\beta(t_0) - \frac{2v}{\kappa r_c}}{\frac{\pi}{3} - \frac{2v}{\kappa r_c}}\right). \tag{3.10}
\]

Similarly, if \( |\beta(t_0)| < \frac{\pi}{3} \), \( \rho(t) < \rho(t_0) - \frac{v}{2} (t - t_0) \), and \( t_2 = t_0 + 2\frac{\rho(t_0) - r_c}{v} \). In any case,

\[
t_2 \leq t_0 + 2\frac{\rho(t_0) - r_c}{v} + \frac{3}{\kappa} \ln \left(\frac{\pi - \frac{2v}{\kappa r_c}}{\frac{\pi}{3} - \frac{2v}{\kappa r_c}}\right),
\]

and if the agent has not captured the target by \( t_2 \), then

\[
\exists t_* \mid t_0 \leq t_* \leq t_2 \Rightarrow |\alpha(t_*)| < \frac{\pi}{2}.
\]

Theorem 3.2. An agent (2.1) governed by the bearing-only control law (3.5) with \( \kappa > \frac{2\pi}{r_c} \), in pursuit of a target moving in a straight line (3.3), either captures the target or reaches a forward invariant configuration region \( (\alpha, \beta) \in \left[\frac{\pi}{2}, -\frac{\pi}{2}\right] \times \left[\frac{\pi}{2}, -\frac{\pi}{2}\right] \) in finite time.

**Proof** Results directly from all previous statements.

Lemma 3.2.4. If an agent (2.1) governed by the bearing-only control law (3.5), in pursuit of a target moving in a straight line (3.3), reaches the target’s path with \( \beta = 0 \), then it tracks the target from that point on.

**Proof** If \((\alpha, \beta) = (0, 0)\), then by (2.3), (2.4) and (3.6), \((\dot{\alpha}, \dot{\beta}, \dot{\rho}) = (0, 0, 0)\), and \((\alpha, \beta, \rho)\) become constant.
Theorem 3.3. An agent (2.1) governed by the bearing-only control law (3.5) with \( \kappa > \frac{2v}{r_c} \), in pursuit of a target moving in a straight line (3.3), either captures the target or asymptotically reaches the target’s path.

Proof Consider the function

\[
V(\alpha, \beta) = 2 \left( \sin^2 \left( \frac{\alpha(t)}{2} \right) + \sin^2 \left( \frac{\beta(t)}{2} \right) \right) \geq 0.
\]

\[
\dot{V} = \sin(\alpha) \dot{\alpha} + \sin(\beta) \dot{\beta}
= \frac{v}{\rho} \left( \sin^2(\beta) - \sin^2(\alpha) \right) - \kappa \beta \sin(\beta)
\leq \left( \frac{v}{\rho} - \kappa \right) \beta \sin(\beta) - \frac{v}{\rho} \sin^2(\alpha).
\]

If the agent captures the target, then \( \exists t_c < \infty | \rho(t_c) \leq r_c \), and the pursuit concludes; otherwise, \( \rho(t) > r_c \), and since we choose the gain such that \( \kappa > \frac{2v}{r_c} \),

\[
\dot{V} \leq \left( \frac{v}{r_c} - 2 \frac{v}{r_c} \right) \beta \sin(\beta) - \frac{v}{\rho} \sin^2(\alpha) \leq 0.
\]

We proceed to find the points in which \( \dot{V} = 0 \).

\[
\dot{V} = 0 \Rightarrow \frac{v}{\rho} \left( \sin^2(\beta) - \sin^2(\alpha) \right) - \kappa \beta \sin(\beta) = 0
\]

\[
\downarrow
\sin^2(\alpha) = \beta \sin(\beta) \left( \frac{\sin(\beta)}{\beta} - \frac{\kappa \rho}{v} \right).
\]

From Theorem 3.2, if the target was not captured by \( t_2 \), then \( \forall t \geq t_2, (\alpha(t), \beta(t)) \in \left[ \frac{\pi}{2}, -\frac{\pi}{2} \right] \times \left[ \frac{\pi}{3}, -\frac{\pi}{3} \right] \). Using this fact, we notice that \( \frac{\kappa \rho}{v} > 2 \), and that if \( |\beta(t)| \leq \frac{\pi}{3} \), then \( \frac{\sin(\beta)}{\beta} \leq 1 \), \( \beta \sin(\beta) \geq 0 \), and the right hand side of the last equation becomes non-positive, while the left hand side non-negative, and the only point in the forward invariant region \( (\alpha, \beta) \in \left[ \frac{\pi}{2}, -\frac{\pi}{2} \right] \times \left[ \frac{\pi}{3}, -\frac{\pi}{3} \right] \) at which \( \dot{V} = 0 \) is the origin \( (0, 0) \). To conclude the proof,

1. \( \forall t > t_2, (\alpha(t), \beta(t)) \in \left[ \frac{\pi}{2}, -\frac{\pi}{2} \right] \times \left[ \frac{\pi}{3}, -\frac{\pi}{3} \right], \)
2. \( V(\alpha, \beta) > 0, \forall (\alpha, \beta) \in \left[ \frac{\pi}{2}, -\frac{\pi}{2} \right] \times \left[ \frac{\pi}{3}, -\frac{\pi}{3} \right] \setminus (0, 0), \)
3. \( \dot{V}(\alpha, \beta) < 0, \forall (\alpha, \beta) \in \left[ \frac{\pi}{2}, -\frac{\pi}{2} \right] \times \left[ \frac{\pi}{3}, -\frac{\pi}{3} \right] \setminus (0, 0), \)
4. \( V(0, 0) = \dot{V}(0, 0) = 0; \)

\( V \) is therefore a Lyapunov function[LaS60], and if the target was not captured in the process, then \( \lim_{t \to \infty} (\alpha, \beta) = (0, 0). \)
3.3 Tracking

Though Theorem 3.3 asserts that $\dot{\rho}(t \to \infty) = 0$, it does not necessarily guarantee that $\rho(t \to \infty) < \infty$. If the rate at which $|\beta|$ and $|\alpha|$ shrink is too low, the target may slip away to infinity.

This section addresses this issue and affirms that even if the target does not get captured, it does not get away. We achieve this result by applying Algorithm 2.1 to generate a deterministic finite state machine.

The first major stage in Algorithm 2.1 involves identifying the different system states. Figure 3.2 illustrates the defining condition of each state, while Figure 3.3 shows a typical configuration for each of the primary system states, and Table 3.1 summarizes the state and condition pairs.
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Figure 3.2: The primary states, defined by the angle couple $\alpha$, $\beta$, and their rate of change.
The second major stage of Algorithm 2.1 is identifying the transitions from state to state by calculating the bounds on $(\rho, \alpha, \beta)$ upon exit. To this end we present the following series of lemmas.

**Lemma 3.3.1** (States $E, E^-$ Exit Condition). If $\kappa > \frac{4}{3} \frac{v}{r_c}$, and $\rho(t_0) > r_c$, then $|\beta(t)| < \frac{\pi}{2}$ for all $t > t_0 + \frac{1}{\kappa} \ln \left( \frac{\beta(t_0) - 2 \frac{v}{r_c}}{\frac{\pi}{2} - 2 \frac{v}{r_c}} \right)$.

**Proof** Using the same bounds on $\beta$ from Equation 3.8, if $\frac{\pi}{2} \leq |\beta(t_0)| \leq \pi$, then the magnitude of the bounds on $\beta$ shrink asymptotically to $2 \frac{v}{r_c} < \frac{\pi}{2}$, and reach $\frac{\pi}{2}$ by $t_1$,

$$\beta^+(t_1) = 2 \frac{v}{r_c} + \left( \beta(t_0) - 2 \frac{v}{r_c} \right) e^{-\kappa(t_1-t_0)} = \frac{\pi}{2}$$

$$t_1 = t_0 + \frac{1}{\kappa} \ln \left( \frac{\beta(t_0) - 2 \frac{v}{r_c}}{\frac{\pi}{2} - 2 \frac{v}{r_c}} \right).$$

Since the bounds on $\beta$ are global, if $|\beta(t_0)| < 2 \frac{v}{r_c} < \frac{\pi}{2}$, then so must $|\beta(t_1)| < \frac{\pi}{2}$. ■

**Lemma 3.3.2** (State $A$ Exit Condition). If $\kappa > \frac{v}{r_c}$, and at time $t = t_0$,

1. $0 \leq \alpha(t_0) < \beta(t_0) < \frac{\pi}{2}$,
2. $\rho(t_0) > r_c$;

then
Table 3.1: Path-Following States of Proportional-Control Unicycles with Bearing-Only Sensing in Pursuit of a Constant Velocity Target.

1. \( t_1 = t_0 + \frac{1}{\kappa} \ln \left( \frac{2}{1+\frac{\alpha(t_0)}{\beta(t_0)}} \right), \)

2. \( \beta^+(t_1) = \beta(t_0) e^{-\left(\kappa-\frac{\kappa}{\rho(t_0)}\right)(t_1-t_0)} - \frac{v}{\kappa \rho(t_0) - v} \sin \left( \alpha(t_0) \right) \left( 1 - e^{-\left(\kappa-\frac{\kappa}{\rho(t_0)}\right)(t_1-t_0)} \right), \)

3. \( \alpha^+(t_1) = \beta(t_0) + 2 \arccot \left( \left( \cot \left( \frac{\alpha(t_0) - \beta(t_0)}{2} \right) - \tan \left( \beta(t_0) \right) \right) e^{\frac{\kappa}{\rho(t_0)} \cos(\beta(t_0))(t_1-t_0)} + \tan (\beta(t_0)) \right), \)

4. \( \rho^+(t_1) = \rho(t_0) + \frac{v}{\kappa} \ln \left( \frac{2}{1+\frac{\alpha(t_0)}{\beta(t_0)}} \right) (\cos(\alpha(t_0)) - \cos(\beta(t_0))), \)
5. \( \alpha^-(t_1) = \alpha(t_0) + \frac{\nu}{\kappa \rho(t_1)} \ln \left( \frac{2}{1 + \frac{\alpha(t_0)}{\beta(t_0)}} \right) \left( \sin \left( \frac{\beta(t_0) - \alpha(t_0)}{2} \right) - \sin \left( \alpha^+(t_1) \right) \right). \)

6. \( t_2 = t_0 + \frac{\rho(t_0)}{\kappa \rho(t_0) - \nu} \ln \left( \frac{\beta(t_0) + \frac{\nu}{\kappa \rho(t_0) - \nu} \sin(\alpha(t_0))}{\alpha^-(t_1) + \frac{\nu}{\kappa \rho(t_0) - \nu} \sin(\alpha(t_0))} \right), \)

and \( \exists t_1 \leq t_2 \leq t_2 \) such that \( \alpha(t_1) = \beta(t_1) \leq \beta^+(t_1). \)

Figure 3.4: Lemma 3.3.2 proof outline. We start by finding \( \beta^+ \) and \( \beta^- \), the bounds of \( \beta \), and use \( \beta^- \) to calculate \( t_1 \) and \( \beta^+(t_1) \). We then find \( \alpha^+ \), an upper bound on \( \alpha \), and \( \alpha^+(t_1) \). We continue to find the upper bound on \( \rho(t_1) \), and with it we calculate \( \alpha^-(t_1) \), the minimal possible value for \( \alpha \) at time \( t_1 \). We conclude by finding time \( t_2 \), when \( \beta^+(t_2) = \alpha^-(t_1) \), and note that \( \beta = \alpha \) must happen between \( t_1 \) and \( t_2 \).

Figure 3.4 shows an outline of the proof.

**Proof** While in state \( A \), \( \sin (\beta) > \sin (\alpha) \) and \( \cos(\alpha) > \cos(\beta) \), therefore

\[
\dot{\alpha} = \frac{\nu}{\rho} \left( \sin (\beta) - \sin (\alpha) \right) > 0,
\]

\[
\dot{\rho} = v (\cos(\alpha) - \cos(\beta)) > 0,
\]

and \( \alpha \) and \( \rho \) grow accordingly.

Meanwhile, since \( \rho(t_0) > r_c, \rho > 0, \) and \( \kappa > \frac{\nu}{r_c} > \frac{\nu}{\rho(t_0)}, \)

\[
\dot{\beta} = \frac{\nu}{\rho} \left( \sin (\beta) - \sin (\alpha) \right) - \kappa \beta \leq \frac{\nu}{\rho(t_0)} \left( \sin (\beta) - \sin (\alpha) \right) - \kappa \beta
\]

\[
< - \frac{\nu}{\rho(t_0)} \sin (\alpha) + \left( \frac{\nu}{\rho(t_0)} - \kappa \right) \beta < - \frac{\nu}{\rho(t_0)} \sin (\alpha(t_0)) - \left( \frac{\kappa \rho(t_0) - \nu}{\rho(t_0)} \right) \beta < 0.
\]

So we see that while in state \( A \), \( \alpha \) grows and \( \beta \) shrinks.

\[
-\kappa \beta < \dot{\beta} < - \frac{\nu}{\rho(t_0)} \sin (\alpha(t_0)) - \left( \kappa - \frac{\nu}{\rho(t_0)} \right) \beta
\]

\[\downarrow\]
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\[ \beta(t) > \beta^-(t) = \beta(t_0)e^{-\kappa(t-t_0)}; \]
\[ \beta(t) < \beta^+(t) = \beta(t_0)e^{-\frac{\kappa - \frac{v}{\rho(t_0)}}{\kappa - \frac{v}{\rho(t_0)}}(t-t_0)} - \frac{v}{\rho(t_0)} \sin(\alpha(t_0)) \left( 1 - e^{-\frac{\kappa - \frac{v}{\rho(t_0)}}{\kappa - \frac{v}{\rho(t_0)}}(t-t_0)} \right). \]

Since \( \alpha(t_0) > 0 \) and \( \kappa > \frac{v}{\rho(t_0)}, \) \( \beta^+ \) decays to a negative value.

Let \( t_1 \) such that
\[ \beta^-(t_1) = \beta(t_0)e^{-\kappa(t_1-t_0)} = \frac{\beta(t_0) + \alpha(t_0)}{2} \]
\[ \Downarrow \]
\[ t_1 = t_0 + \frac{1}{\kappa} \ln \left( \frac{2}{1 + \frac{\alpha(t_0)}{\beta(t_0)}} \right), \]
and \( \beta^+(t_1) = \left( \beta(t_0) + \frac{v}{\rho(t_0)} \sin(\alpha(t_0)) \right) e^{-\frac{\kappa - \frac{v}{\rho(t_0)}}{\kappa - \frac{v}{\rho(t_0)}}(t_1-t_0)} - \frac{\kappa - \frac{v}{\rho(t_0)}}{\kappa - \frac{v}{\rho(t_0)}} \sin(\alpha(t_0)). \]

We now find an upper bound on \( \alpha, \)
\[ \dot{\alpha} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) \leq \frac{v}{\rho(t_0)} (\sin(\beta(t_0)) - \sin(\alpha)); \]
\[ \sin(\alpha) = 2 \sin \left( \frac{\alpha}{2} \right) \cos \left( \frac{\alpha}{2} \right) = \frac{2 \sin \left( \frac{\alpha}{2} \right) \cos \left( \frac{\alpha}{2} \right)}{\sin^2 \left( \frac{\alpha}{2} \right) + \cos^2 \left( \frac{\alpha}{2} \right)} = \frac{2 \tan \left( \frac{\alpha}{2} \right)}{1 + \tan^2 \left( \frac{\alpha}{2} \right)}; \]
\[ \Downarrow \]
\[ \dot{\alpha} \leq \frac{v}{\rho(t_0)} \sin(\beta(t_0)) - \frac{\kappa - \frac{v}{\rho(t_0)}}{\kappa - \frac{v}{\rho(t_0)}} \sin(\alpha(t_0)); \]
\[ \Downarrow \]
\[ \alpha(t) \leq \alpha^+(t); \]
\[ \dot{\alpha} \leq \dot{\alpha}^+ = \frac{v}{\rho(t_0)} \sin(\beta(t_0)) - \frac{\kappa - \frac{v}{\rho(t_0)}}{\kappa - \frac{v}{\rho(t_0)}} \sin(\alpha(t_0)); \]
\[ \Downarrow \]
\[ \dot{\alpha}^+ = \frac{2}{1 + u^2} \frac{du}{dt}; \]
\[ \Downarrow \]
\[ \frac{du}{dt} = \frac{2}{1 + u^2} \frac{du}{dt}; \]
\[ \Downarrow \]
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\[
\frac{2}{1+u^2} \frac{du}{dt} = \frac{v}{\rho(t_0)} \left( \sin(\beta(t_0)) - \frac{2u}{1+u^2} \right)
\]

\[
\frac{2}{1+u^2} \frac{du}{dt} = \frac{v \sin(\beta(t_0))}{\rho(t_0)} u^2 - \frac{2u}{\sin(\beta(t_0))} + 1
\]

\[
= \frac{v \sin(\beta(t_0))}{\rho(t_0)} u^2 - \frac{2u}{\sin(\beta(t_0))} + \frac{1}{\sin^2(\beta(t_0))} - \frac{1}{\sin^2(\beta(t_0))} + 1
\]

\[
\frac{2}{1+u^2} \frac{du}{dt} = \frac{v \sin(\beta(t_0))}{\rho(t_0)} \left( u - \frac{1}{\sin(\beta(t_0))} \right)^2 + 1 - \frac{1}{\sin^2(\beta(t_0))}
\]

\[
\int \frac{du}{\left( u - \frac{1}{\sin(\beta(t_0))} \right)^2 + 1 - \frac{1}{\sin^2(\beta(t_0))}} = \int \frac{v \sin(\beta(t_0))}{2\rho(t_0)} \, dt
\]

\[
\int \frac{du}{\left( u - \frac{1}{\sin(\beta(t_0))} \right)^2 - \cot^2(\beta(t_0))} = \int \frac{v \sin(\beta(t_0))}{2\rho(t_0)} \, dt
\]

\[
\tan(\beta(t_0)) \left( \int \frac{du}{u - \cot(\beta(t_0))} - \int \frac{du}{u - \tan(\beta(t_0))} \right)
\]

\[
= \int \frac{v \sin(\beta(t_0))}{2\rho(t_0)} \, dt
\]

\[
\frac{\tan(\beta(t_0))}{2} \left( \int \frac{du}{u - \frac{1+\cos(\beta(t_0))}{\sin(\beta(t_0))}} - \int \frac{du}{u - \frac{1-\cos(\beta(t_0))}{\sin(\beta(t_0))}} \right) = \int \frac{v \sin(\beta(t_0))}{2\rho(t_0)} \, dt
\]

\[
\int \frac{du}{u - \cot\left(\frac{\beta(t_0)}{2}\right)} - \int \frac{du}{u - \tan\left(\frac{\beta(t_0)}{2}\right)} = \int \frac{v}{\rho(t_0)} \cos(\beta(t_0)) \, dt
\]

\[
\ln \left( u - \cot\left(\frac{\beta(t_0)}{2}\right) \right) - \ln \left( u - \tan\left(\frac{\beta(t_0)}{2}\right) \right) = \frac{v}{\rho(t_0)} \cos(\beta(t_0)) (t - t_0) + C_0
\]

\[
\ln \left( \frac{u - \cot\left(\frac{\beta(t_0)}{2}\right)}{u - \tan\left(\frac{\beta(t_0)}{2}\right)} \right) = \frac{v}{\rho(t_0)} \cos(\beta(t_0)) (t - t_0) + C_0
\]
\[
\ln \left( \frac{\tan \left( \frac{\alpha^+}{2} \right) - \cot \left( \frac{\beta(t_0)}{2} \right)}{\tan \left( \frac{\alpha^+}{2} \right) - \tan \left( \frac{\beta(t_0)}{2} \right)} \right) = \frac{v}{\rho(t_0)} \cos(\beta(t_0)) (t - t_0) + C_0
\]

\[
\ln \left( \frac{\sin \left( \frac{\alpha^+}{2} \right) \sin \left( \frac{\beta(t_0)}{2} \right) - \cos \left( \frac{\alpha^+}{2} \right) \cos \left( \frac{\beta(t_0)}{2} \right)}{\cos \left( \frac{\alpha^+}{2} \right) \sin \left( \frac{\beta(t_0)}{2} \right) - \sin \left( \frac{\alpha^+}{2} \right) \cos \left( \frac{\beta(t_0)}{2} \right)} \right) = \frac{v}{\rho(t_0)} \cos(\beta(t_0)) (t - t_0) + C_0
\]

\[
\ln \left( \frac{\cos \left( \frac{\alpha^+ + \beta(t_0)}{2} \right) - \cot \left( \frac{\beta(t_0)}{2} \right)}{\sin \left( \frac{\alpha^+ - \beta(t_0)}{2} \right)} \right) = \frac{v}{\rho(t_0)} \cos(\beta(t_0)) (t - t_0) + C_0
\]

\[
- \frac{\cos \left( \frac{\alpha^+ - \beta(t_0)}{2} \right) \cos(\beta(t_0)) - \sin \left( \frac{\alpha^+ - \beta(t_0)}{2} \right) \sin(\beta(t_0))}{\sin \left( \frac{\alpha^+ - \beta(t_0)}{2} \right)} \cot \left( \frac{\beta(t_0)}{2} \right)
\]

\[
= \left( \sin (\beta(t_0)) - \cot \left( \frac{\alpha^+ - \beta(t_0)}{2} \right) \cos(\beta(t_0)) \right) \cot \left( \frac{\beta(t_0)}{2} \right)
\]

\[
= C_1 e^{\frac{\rho(t_0)}{\rho(t_0)} \cos(\beta(t_0))(t - t_0)}
\]

\[
\cot \left( \frac{\alpha^+ - \beta(t_0)}{2} \right) = \tan (\beta(t_0)) + C_2 e^{\frac{\rho(t_0)}{\rho(t_0)} \cos(\beta(t_0))(t - t_0)}
\]

\[
\alpha^+(t) = \beta(t_0) + 2 \arccot \left( C_2 e^{\frac{\rho(t_0)}{\rho(t_0)} \cos(\beta(t_0))(t - t_0)} + \tan (\beta(t_0)) \right);
\]

\[
\alpha^+(t_0) = \alpha(t_0)
\]

\[
C_2 = \cot \left( \frac{\alpha(t_0) - \beta(t_0)}{2} \right) - \tan (\beta(t_0))
\]

\[
\alpha(t) \leq \alpha^+(t),
\]

\[
\alpha^+(t) = \beta(t_0)
\]

\[
+ 2 \arccot \left( \left( \cot \left( \frac{\alpha(t_0) - \beta(t_0)}{2} \right) - \tan (\beta(t_0)) \right) e^{\frac{\rho(t_0)}{\rho(t_0)} \cos(\beta(t_0))(t - t_0)} + \tan (\beta(t_0)) \right).
\]
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For \( t_0 \leq t \leq t_1 \),
\[
\hat{\rho} = v (\cos(\alpha) - \cos(\beta)) \leq v (\cos(\alpha(t_0)) - \cos(\beta(t_0)))
\]
\[\downarrow \]
\[
\rho(t_1) \leq \rho(t_0) + v (\cos(\alpha(t_0)) - \cos(\beta(t_0))) (t_1 - t_0)
\]
\[
\rho(t_0) + \frac{v}{\kappa} \ln \left( \frac{2}{1 + \frac{\alpha(t_0)}{\beta(t_0)}} \right) (\cos(\alpha(t_0)) - \cos(\beta(t_0))) = \rho^+(t_1).
\]

From these results we can find a lower bound on \( \alpha(t) \), for all \( t_0 < t < t_1 \),
\[
\dot{\alpha} \geq \frac{v}{\rho^+(t_1)} \left( \sin(\beta^-(t_1)) - \sin(\alpha^+(t_1)) \right)
\]
\[\downarrow \]
\[
\alpha^-(t_1) = \alpha(t_0) + \frac{v}{\rho^+(t_1)} \left( \sin(\beta^-(t_1)) - \sin(\alpha^+(t_1)) \right) (t_1 - t_0)
\]

Let \( t_2 \) be the moment at which \( \beta^+(t_2) = \alpha^-(t_1) \),
\[
\alpha^-(t_1) = -\frac{v}{\kappa - \frac{v}{\rho(t_0)}} \sin(\alpha(t_0)) + \left( \beta(t_0) + \frac{v}{\kappa - \frac{v}{\rho(t_0)}} \sin(\alpha(t_0)) \right) e^{-(\kappa - \frac{v}{\rho(t_0)}) (t_2 - t_0)}
\]
\[
t_2 = t_0 + \frac{1}{\kappa - \frac{v}{\rho(t_0)}} \ln \left( \frac{\beta(t_0) + \frac{v}{\kappa - \frac{v}{\rho(t_0)}} \sin(\alpha(t_0))}{\alpha^-(t_1) + \frac{v}{\kappa - \frac{v}{\rho(t_0)}} \sin(\alpha(t_0))} \right)
\]
and \( \exists t_*, t_1 \leq t_* \leq t_2 \), such that \( \beta(t_*) = \alpha(t_*) \).

**Corollary 3.4 (State \( A^- \) Exit Condition).** If \( \kappa > \frac{v}{r_c} \), and at time \( t = t_0 \),

1. \( -\frac{v}{2} < \beta(t_0) < \alpha(t_0) \leq 0 \),
2. \( \rho(t_0) > r_c \);

then

1. \( t_1 = t_0 + \frac{1}{\kappa} \ln \left( \frac{2}{1 + \frac{\alpha(t_0)}{\beta(t_0)}} \right) \),
2. \( \beta^+(t_1) = \beta(t_0) e^{-(\kappa - \frac{v}{\rho(t_0)}) (t_1 - t_0)} - \frac{v}{\kappa \rho(t_0) - v} \sin(\alpha(t_0)) \left( 1 - e^{-(\kappa - \frac{v}{\rho(t_0)}) (t_1 - t_0)} \right) \),
3. \( \alpha^+(t_1) = \beta(t_0) + 2 \arccot \left( \left( \cot \left( \frac{\alpha(t_0) - \beta(t_0)}{2} \right) - \tan(\beta(t_0)) \right) e^{\frac{v}{\rho(t_0)} \cos(\beta(t_0)) (t_1 - t_0) + \tan(\beta(t_0))} \right) \),
4. \( \rho^+(t_1) = \rho(t_0) + \frac{v}{\kappa} \ln \left( \frac{2}{1 + \frac{\alpha(t_0)}{\beta(t_0)}} \right) (\cos(\alpha(t_0)) - \cos(\beta(t_0))) \),
5. $\alpha^-(t_1) = \alpha(t_0) + \frac{v}{\kappa \rho^+(t_1)} \ln \left( \frac{2}{1 + \frac{\beta(t_0) - \alpha(t_0)}{\rho(t_0)}} \left( \sin \left( \frac{\beta(t_0) - \alpha(t_0)}{2} \right) - \sin \left( \alpha^+(t_1) \right) \right) \right)$,

6. $t_2 = t_0 + \frac{\rho(t_0)}{\kappa \rho(t_0) - r} \ln \left( \frac{\beta(t_0) + \frac{\beta(t_0)}{\kappa \rho(t_0) - r} \sin(\alpha(t_0))}{\alpha^-(t_1) + \frac{\beta(t_0)}{\kappa \rho(t_0) - r} \sin(\alpha(t_0))} \right)$,

and $\exists t_* | t_1 \leq t_* \leq t_2$ such that $\alpha(t_*) = \beta(t_*) \geq \beta^+(t_1)$.

**Lemma 3.3.3 (State B Exit Conditions).** If at time $t = t_0$

1. $0 < \beta(t_0) \leq \alpha(t_0) < \frac{\pi}{2}$,
2. $\rho(t_0) > r$;

then

1. $\rho^-(t_0 + \frac{1}{\kappa}) = \rho(t_0) - \frac{v}{\kappa} \left(1 - \cos(\alpha(t_0))\right)$,
2. $a = \kappa \frac{v}{\rho^-(t_0) + \frac{1}{\kappa}} = \frac{v}{\rho(t_0)} \frac{1}{\rho^-(t_0) \left(1 - \cos(\alpha(t_0))\right)}$,
3. $b = \frac{\beta(t_0) + a \left( \sin(\alpha(t_0)) - \sin\left( \frac{\beta(t_0)}{\kappa} \right) \right)}{\beta(t_0) + a \left( \sin(\alpha(t_0)) - \sin\left( \frac{\beta(t_0)}{\kappa} \right) \right)}$,
4. $t_2 = t_0 + \frac{1}{\kappa} \ln(b)$,
5. $\alpha^-(t_2) = \alpha(t_0) + \left( \frac{1}{e} + b \right) \beta(t_0) + a \left( \sin(\alpha(t_0)) - \sin\left( \frac{\beta(t_0)}{\kappa} \right) \right) \left( 1 - b - \ln(b) \right)$,
6. $\beta^+(t_2) = \frac{\beta(t_0)}{b}$,
7. $t_3 = t_2 - \frac{1}{\kappa} \ln \left( \frac{2v}{\rho(t_0)} \cos\left( \frac{\alpha(t_0) + \beta^+(t_2)}{2} \right) \sin\left( \frac{\alpha^-(t_2) - \beta^+(t_2)}{4} \right) \right)$,

and either $\exists t_* | t_3 \leq t_* \leq t_3$ such that $\beta(t_*) = 0$, or $\exists t_* | t_0 < t_* \leq t_3$ such that $\rho(t_*) \leq r$.

Figure 3.5 shows an outline of the proof.

**Proof** While in state $B$, $0 < \beta(t) \leq \alpha(t) \leq \frac{\pi}{2}$, and

$$\dot{\alpha} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) \leq 0,$$

$$\dot{\beta} = \dot{\alpha} - \kappa \beta < \dot{\alpha} \leq 0,$$

therefore $\beta$ shrinks faster than $\alpha$. Also,

$$\dot{\rho} = v (\cos(\alpha) - \cos(\beta)) \leq 0,$$

shrinking $\rho$. 
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Figure 3.5: Lemma 3.3.3 proof outline. We start by finding an upper bound for $\beta$ and using it to calculate $t_1$. We then use $t_1$ to find $\rho^-(t_1)$, which is needed in order to find the lower bound on $\beta$. We then proceed to calculate $t_2$, and find the lower bound on $\alpha(t_2)$. We conclude the proof by showing that the upper bound on $\beta$ must reach 0 by $t_3$, and that therefore $\beta = 0$ must have happened between $t_2$ and $t_3$.

We will now find $t_1, t_2$, the upper and lower bounds respectively to the time required until $\beta = \frac{\beta(t_0)}{e}$.

\[
\dot{\beta} \leq -\kappa \beta
\]

\[
\Downarrow
\]

\[
\beta(t) \leq \beta(t_0) e^{-\kappa (t-t_0)} = \beta^+(t).
\]

Let $t_1$ be the moment at which the upper bound on $\beta$ reaches $\frac{\beta(t_0)}{e}$,

\[
\beta^+(t_1) = \beta(t_0) e^{-\kappa (t_1-t_0)} = \frac{\beta(t_0)}{e}
\]

\[
\Downarrow
\]

\[
t_1 = t_0 + \frac{1}{\kappa}.
\]

So $\frac{1}{\kappa}$ is the longest possible period of time required for $\beta \leq \frac{\beta(t_0)}{e}$.

While in state $B$,

\[
\dot{\rho} = v (\cos(\alpha) - \cos(\beta)) > v (\cos(\alpha(t_0)) - 1),
\]

and the lower bound on $\rho$ is

\[
\rho^-(t) = \rho(t_0) + v (\cos(\alpha(t_0)) - 1) (t - t_0) < \rho(t).
\]

Using $\rho^-(t) < \rho(t) \forall t \mid t_0 < t \leq t_1$, the lower bound to the minimal possible value for $\rho$
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at $t_1$ becomes

$$\rho^-(t_1) = \rho(t_0) + v(\cos(\alpha(t_0)) - 1) (t_1 - t_0) = \rho(t_0) - \frac{v}{\kappa} (1 - \cos(\alpha(t_0))).$$

We can now calculate the lower bound on $\beta(t) \forall t_0 < t < t_1$,

$$\dot{\beta} > \frac{v}{\rho^-(t_1)} \left( \sin\left(\frac{\beta(t_0)}{e}\right) - \sin(\alpha(t_0)) \right) - \kappa \beta$$

$$\downarrow$$

$$\dot{\beta} > \beta^-(t) = -\frac{v}{\rho(t_0)} \sin(\alpha(t_0)) - \sin\left(\frac{\beta(t_0)}{e}\right) +$$

$$\left( \beta(t_0) + \frac{v}{\rho(t_0)} \sin(\alpha(t_0)) - \sin\left(\frac{\beta(t_0)}{e}\right) \right) e^{-\kappa (t-t_0)}$$

and find $t_2$, the first possible moment at which $\beta = \frac{\beta(t_0)}{e}$.

$$\beta^-(t_2) = -\frac{v}{\rho(t_0)} \sin(\alpha(t_0)) - \sin\left(\frac{\beta(t_0)}{e}\right) +$$

$$\left( \beta(t_0) + \frac{v}{\rho(t_0)} \sin(\alpha(t_0)) - \sin\left(\frac{\beta(t_0)}{e}\right) \right) e^{-\kappa (t_2-t_0)} = \frac{\beta(t_0)}{e}$$

$$\downarrow$$

$$t_2 = t_0 + \frac{1}{\kappa} \ln \frac{\beta(t_0) + \frac{v}{\rho(t_0)} \sin(\alpha(t_0)) - \sin\left(\frac{\beta(t_0)}{e}\right)}{\left( \beta(t_0) + \frac{v}{\rho(t_0)} \sin(\alpha(t_0)) - \sin\left(\frac{\beta(t_0)}{e}\right) \right) e^{-\kappa (t_2-t_0)}}.$$ 

During this time, $t_0 < t < t_2$, $\beta$ shrunk faster than $\alpha$ and the two angles drifted away from one another.

$$\frac{d}{dt} \left( \alpha - \beta \right) = \dot{\alpha} - \dot{\beta} = \kappa \beta;$$

$$\kappa \beta^-(t) < \kappa \beta \leq \kappa \beta^+(t) = \kappa \beta(t_0) e^{-\kappa (t-t_0)}$$

$$\downarrow$$

$$-\frac{v}{\rho(t_0)} \sin(\alpha(t_0)) - \sin\left(\frac{\beta(t_0)}{e}\right) +$$

$$\left( \beta(t_0) + \frac{v}{\rho(t_0)} \sin(\alpha(t_0)) - \sin\left(\frac{\beta(t_0)}{e}\right) \right) \kappa e^{-\kappa (t-t_0)} < \frac{d}{dt} \left( \dot{\alpha} - \dot{\beta} \right)$$

$$\downarrow$$
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\[ \alpha(t) - \beta(t) > \alpha(t_0) + \frac{v}{\rho(t_0)} \left( \sin \left( \alpha(t_0) \right) - \sin \left( \frac{\beta(t_0)}{e} \right) \right) \left( 1 - \kappa (t - t_0) - e^{-\kappa(t-t_0)} \right) - \beta(t_0) e^{-\kappa(t-t_0)} \]

and we can now calculate the lower bound on \( \alpha(t_2) - \beta(t_2) \),

\[ \alpha(t_2) - \beta(t_2) > \alpha(t_0) + \frac{v}{\rho(t_0)} \left( \sin \left( \alpha(t_0) \right) - \sin \left( \frac{\beta(t_0)}{e} \right) \right) \left( 1 - \kappa (t - t_0) - e^{-\kappa(t-t_0)} \right) - \beta(t_0) e^{-\kappa(t-t_0)} \]

\[ \Downarrow \]

\[ \alpha(t_2) > \alpha(t_0) + \beta(t_2) \]

\[ + \frac{v}{\rho(t_0)} \left( \sin \left( \alpha(t_0) \right) - \sin \left( \frac{\beta(t_0)}{e} \right) \right) \left( 1 - \kappa (t - t_0) - e^{-\kappa(t-t_0)} \right) - \beta(t_0) e^{-\kappa(t-t_0)} \]

\[ = \alpha(t_0) + \beta(t_2) + \frac{v}{\rho(t_0)} \left( \sin \left( \alpha(t_0) \right) - \sin \left( \frac{\beta(t_0)}{e} \right) \right) \left( 1 + \ln \left( \frac{\beta(t_0)}{e} + \frac{v}{\rho(t_0)} \sin(\alpha(t_0)) - \sin \left( \frac{\beta(t_0)}{e} \right) \right) \right) \]

\[ + \left( \frac{v}{\rho(t_0)} \left( \sin \left( \alpha(t_0) \right) - \sin \left( \frac{\beta(t_0)}{e} \right) \right) \right) \left( \frac{\beta(t_0)}{e} + \frac{v}{\rho(t_0)} \sin(\alpha(t_0)) - \sin \left( \frac{\beta(t_0)}{e} \right) \right) \]

and

\[ \alpha(t_2) \geq \alpha(t_0) + \frac{\beta(t_0)}{e} \]

\[ + \frac{v}{\rho(t_0)} \left( \sin \left( \alpha(t_0) \right) - \sin \left( \frac{\beta(t_0)}{e} \right) \right) \left( 1 + \ln \left( \frac{\beta(t_0)}{e} + \frac{v}{\rho(t_0)} \sin(\alpha(t_0)) - \sin \left( \frac{\beta(t_0)}{e} \right) \right) \right) \]

\[ + \left( \frac{v}{\rho(t_0)} \left( \sin \left( \alpha(t_0) \right) - \sin \left( \frac{\beta(t_0)}{e} \right) \right) \right) \left( \frac{\beta(t_0)}{e} + \frac{v}{\rho(t_0)} \sin(\alpha(t_0)) - \sin \left( \frac{\beta(t_0)}{e} \right) \right) \]

\[ = \alpha^-(t_2) \]

After \( t_2 \), and since \( \alpha - \beta \) grows while \( \alpha \) and \( \beta \) independently shrink in state \( B \), we can calculate new upper bounds.

\[ \dot{\alpha} = -\frac{v}{\rho} \left( \sin(\alpha) - \sin(\beta) \right) = -2\frac{v}{\rho} \cos \left( \frac{\alpha + \beta}{2} \right) \sin \left( \frac{\alpha - \beta}{2} \right) \]

\[ < -2\frac{v}{\rho(t_0)} \cos \left( \frac{\alpha(t_0) + \beta^+(t_2)}{2} \right) \sin \left( \frac{\alpha^-(t_2) - \beta^+(t_2)}{2} \right) < 0; \]
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\[ \dot{\beta} = \dot{\alpha} - \kappa \beta < -2 \frac{v}{\rho(t_0)} \cos \left( \frac{\alpha(t_0) + \beta^+(t_2)}{2} \right) \sin \left( \frac{\alpha-(t_2) - \beta^+(t_2)}{2} \right) - \kappa \beta < 0, \]

and \( \forall t \geq t_2, \)

\[ \alpha(t) < \alpha^+(t) = \alpha(t_0) - \frac{2v}{\kappa \rho(t_0)} \cos \left( \frac{\alpha(t_0) + \beta^+(t_2)}{2} \right) \sin \left( \frac{\alpha-(t_2) - \beta^+(t_2)}{2} \right) (t - t_2); \]

\[ \beta(t) < \beta^+_2(t) = -\frac{2v}{\kappa \rho(t_0)} \cos \left( \frac{\alpha(t_0) + \beta^+(t_2)}{2} \right) \sin \left( \frac{\alpha-(t_2) - \beta^+(t_2)}{2} \right) \]

\[ + \left( \beta^+(t_2) + \frac{2v}{\kappa \rho(t_0)} \cos \left( \frac{\alpha(t_0) + \beta^+(t_2)}{2} \right) \sin \left( \frac{\alpha-(t_2) - \beta^+(t_2)}{2} \right) \right) e^{-\kappa(t-t_2)}, \]

and now we can find the time \( t_3, \) when \( \beta^+_2(t_3) = 0. \)

\[ \beta^+_2(t_3) = -\frac{2v}{\kappa \rho(t_0)} \cos \left( \frac{\alpha(t_0) + \beta^+(t_2)}{2} \right) \sin \left( \frac{\alpha-(t_2) - \beta^+(t_2)}{2} \right) \]

\[ + \left( \beta^+(t_2) + \frac{2v}{\kappa \rho(t_0)} \cos \left( \frac{\alpha(t_0) + \beta^+(t_2)}{2} \right) \sin \left( \frac{\alpha-(t_2) - \beta^+(t_2)}{2} \right) \right) e^{-\kappa(t_3-t_2)} = 0 \]

\[ t_3 = t_2 - \frac{1}{\kappa} \ln \left( \frac{\frac{2v}{\kappa \rho(t_0)} \cos \left( \frac{\alpha(t_0) + \beta^+(t_2)}{2} \right) \sin \left( \frac{\alpha-(t_2) - \beta^+(t_2)}{2} \right)}{\beta^+(t_2) + \frac{2v}{\kappa \rho(t_0)} \cos \left( \frac{\alpha(t_0) + \beta^+(t_2)}{2} \right) \sin \left( \frac{\alpha-(t_2) - \beta^+(t_2)}{2} \right)} \right). \]

To conclude, since \( 0 < \beta < \beta^+_2 \) while in state \( B \) and past \( t_2, \) and since \( \beta^+_2(t_3) = 0, \) then \( \exists t \in [t_2, t_3] \) such that \( \beta(t) = 0. \) By \( t_3, \) the lowest possible value for \( \rho(t) \) is

\[ \rho^-(t_3) = \rho(t_0) - v \left( 1 - \cos(\alpha(t_0)) \right) (t_3 - t_0); \]

concluding the proof.

**Corollary 3.5 (State \( B^- \) Exit Conditions).** If at time \( t = t_0 \)

1. \( -\frac{\pi}{2} < \alpha(t_0) \leq \beta(t_0) < 0, \)
2. \( \rho(t_0) > r_c; \)

then

1. \( \rho^-(t_0 + \frac{1}{\kappa}) = \rho(t_0) - \frac{v}{\kappa} \left( 1 - \cos(\alpha(t_0)) \right), \)
2. \( a = \kappa \frac{v}{\rho(t_0)} \kappa \frac{1}{\rho(t_0) \left( 1 - \cos(\alpha(t_0)) \right)}, \)
3. \( b = \frac{\beta(t_0) + a \left( \sin(\alpha(t_0)) \right) \left( \frac{\beta(t_0)}{v} \right) \left( \sin(\alpha(t_0)) \right) \left( \frac{\beta(t_0)}{v} \right)}{\beta(t_0) + a \left( \sin(\alpha(t_0)) \right) \left( \frac{\beta(t_0)}{v} \right) \left( \sin(\alpha(t_0)) \right) \left( \frac{\beta(t_0)}{v} \right)}, \)
4. \( t_2 = t_0 + \frac{1}{\kappa} \ln (b), \)
5. $\alpha^-(t_2) = \alpha(t_0) + \left(\frac{1}{\tau} + b\right) \beta(t_0) + a \left(\sin(\alpha(t_0)) - \sin\left(\frac{\beta(t_0)}{e}\right)\right) (1 - b - \ln(b))$,

6. $\beta^+(t_2) = \frac{\beta(t_0)}{b}$,

7. $t_3 = t_2 - \frac{1}{\kappa} \ln \left(\frac{\tan\left(\frac{\alpha(t_0)}{2}\right)}{\tan\left(\frac{\alpha(t_0) - \beta(t_0)}{2}\right)}\right)$;

and either $\exists t_\ast \mid t_2 \leq t_\ast \leq t_3$ such that $\beta(t_\ast) = 0$, or $\exists t_\ast \mid t_0 < t_\ast \leq t_3$ such that $\rho(t_\ast) \leq r_c$.

**Lemma 3.3.4** (State C Exit Conditions). If $\kappa > 2 \frac{V}{r_c}$, and at time $t = t_0$, $0 \leq -\beta(t_0) < \alpha(t_0) < \frac{\pi}{2}$, then

1. $t_1 = t_0 + \frac{\rho(t_0)}{\rho} \ln \left(\frac{\tan\left(\frac{\alpha(t_0)}{2}\right)}{\tan\left(\frac{\alpha(t_0) - \beta(t_0)}{2}\right)}\right)$,

2. $t_2 = t_0 + \frac{r_0}{\rho} \ln \left(\frac{\tan\left(\frac{\alpha(t_0)}{2}\right)}{\tan\left(\frac{\alpha(t_0) - \beta(t_0)}{2}\right)}\right)$,

3. $t_3 = t_0 + \frac{r_0}{\rho} \ln \left(\frac{\tan\left(\frac{\alpha(t_0)}{2}\right)}{\tan\left(\frac{\beta(t_0)}{2}\right)}\right)$,

and either

1. $0 \leq -\beta(t_1) < \alpha(t_1) < \frac{\rho}{\kappa r_c} (\alpha(t_0) - \beta(t_0))$, or

2. $\exists t_\ast$, $t_2 < t_\ast \leq t_1 \mid -\beta(t_\ast) = \alpha(t_\ast)$, and if $\beta(t_0) \leq \frac{\rho}{\kappa r_c} \alpha(t_0)$, then $0 < \alpha(t_\ast) < \frac{\rho}{\kappa r_c} (\alpha(t_0) - \beta(t_0))$ or

3. $\exists t_\ast$, $t_3 < t_\ast \leq t_1 \mid -\beta(t_\ast) = \alpha(t_\ast)$, and if $\beta(t_0) > \frac{\rho}{\kappa r_c} \alpha(t_0)$, then

$$0 < \alpha(t_\ast) < \frac{\rho}{\kappa r_c} (\alpha(t_0) - \beta(t_0)) - \left(\beta(t_0) + \frac{\rho}{\kappa r_c} (\alpha(t_0) - \beta(t_0))\right) e^{-\frac{t_0}{\rho} \ln \left(\frac{\tan\left(\frac{\alpha(t_0)}{2}\right)}{\tan\left(\frac{\beta(t_0)}{2}\right)}\right)}$$

or

4. $\exists t_\ast$, $t_0 \leq t_\ast \leq t_1 \mid \rho(t_\ast) \leq r_c$.

Figure 3.6 shows an outline of the proof.

**Proof** While in state C, $0 \leq -\beta < \alpha \leq \frac{\pi}{2}$, and

$$\dot{\rho} = v \left(\cos(\alpha) - \cos(\beta)\right) < 0,$$

$$\dot{\alpha} - \dot{\beta} = \kappa \beta \leq 0,$$

$$\dot{\alpha} = \frac{v}{\rho} \left(\sin(\beta) - \sin(\alpha)\right) \leq -\frac{v}{\rho} \sin(\alpha) < -\frac{v}{\rho(t_0)} \sin(\alpha) < 0,$$
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In other words, $\rho$, $\alpha$ and $\alpha - \beta$ are positive and shrinking.

$$\sin(\alpha) = 2 \sin \left( \frac{\alpha}{2} \right) \cos \left( \frac{\alpha}{2} \right) = \frac{2 \sin \left( \frac{\alpha}{2} \right) \cos \left( \frac{\alpha}{2} \right)}{\sin^2 \left( \frac{\alpha}{2} \right) + \cos^2 \left( \frac{\alpha}{2} \right)} = \frac{2 \tan \left( \frac{\alpha}{2} \right)}{1 + \tan^2 \left( \frac{\alpha}{2} \right)}.$$ 

$$\Downarrow$$

$$\dot{\alpha} < -\frac{v}{\rho(t_0)} \frac{2 \tan \left( \frac{\alpha}{2} \right)}{1 + \tan^2 \left( \frac{\alpha}{2} \right)}.$$ 

Substituting $u = \tan \left( \frac{\alpha}{2} \right)$,

$$\frac{du}{d\alpha} = \frac{1 + u^2}{2}$$ 

$$\Downarrow$$

$$d\alpha = \frac{2du}{1 + u^2}$$ 

$$\Downarrow$$
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\[
\frac{d\alpha}{dt} = \frac{2}{1 + u^2} \frac{du}{dt} \\
\downarrow \\
\frac{2}{1 + u^2} \frac{du}{dt} < -\frac{v}{\rho(t_0)} \frac{2u}{1 + u^2} \\
\downarrow \\
\int \frac{du}{u} < -\frac{v}{\rho(t_0)} \int dt \\
\downarrow \\
\ln(u) < C_1 - \frac{v}{\rho(t_0)} (t - t_0) \\
\downarrow \\
\tan\left(\frac{\alpha}{2}\right) < \tan\left(\frac{\alpha(t_0)}{2}\right) e^{-\frac{v}{\rho(t_0)} (t - t_0)} \\
\downarrow \\
\alpha(t) < \alpha^+(t) = 2 \arctan\left(\tan\left(\frac{\alpha(t_0)}{2}\right) e^{-\frac{v}{\rho(t_0)} (t - t_0)}\right).
\]

Now that we found the upper bound on \(\alpha\), we can find the last possible moment in time when

\[
\alpha(t) = \frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0)).
\]

\[
\alpha^+(t_1) = \frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0)) \\
\downarrow \\
\tan\left(\frac{\alpha(t_0)}{2}\right) e^{-\frac{v}{\rho(t_0)} (t_1 - t_0)} = \frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0)) \\
\downarrow \\
t_1 = t_0 + \frac{\rho(t_0)}{v} \ln\left(\frac{\tan\left(\frac{\alpha(t_0)}{2}\right)}{\tan\left(\frac{\frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0))}{2}\right)}\right).
\]

We continue and calculate a lower bound on \(\alpha\),

\[
\dot{\alpha} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) \geq -2\frac{v}{r_c} \sin(\alpha) \\
\downarrow \\
\alpha(t) \geq \alpha^-(t) = 2 \arctan\left(\tan\left(\frac{\alpha(t_0)}{2}\right) e^{-2\frac{v}{r_c} (t - t_0)}\right),
\]

and the bounds on \(\beta\),

\[
\dot{\beta} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) - \kappa \beta \leq -\kappa \beta
\]

and the bounds on \(\beta\),

\[
\dot{\beta} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) - \kappa \beta \leq -\kappa \beta
\]
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\[ \beta(t) \leq \beta^+(t) = \beta(t_0)e^{-\kappa(t-t_0)} \]

and
\[ \dot{\beta} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) - \kappa \beta = -\frac{v}{\rho} \left( \cos \left( \frac{\alpha + \beta}{2} \right) \sin \left( \frac{\alpha - \beta}{2} \right) \right) - \kappa \beta \]

\[ \Rightarrow \]
\[ \dot{\beta} \geq -2\frac{v}{r_c} \sin \left( \frac{\alpha(t_0) - \beta(t_0)}{2} \right) - \kappa \beta \geq -2\frac{v}{r_c} \left( \frac{\alpha(t_0) - \beta(t_0)}{2} \right) - \kappa \beta \]

\[ \Rightarrow \]
\[ \beta(t) \geq \beta^-(t) = -\frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0)) + \left( \beta(t_0) + \frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0)) \right) e^{-\kappa(t-t_0)}. \]

Next, we calculate time \( t_2 \), when
\[ \alpha^-(t_2) = \frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0)) \]

\[ \Rightarrow \]
\[ 2 \arctan \left( \tan \left( \frac{\alpha(t_0)}{2} \right) e^{-\frac{2v}{r_c} (t_2-t_0)} \right) = \frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0)) \]

\[ \Rightarrow \]
\[ t_2 = t_0 + \frac{r_c}{2v} \ln \left( \tan \left( \frac{\alpha(t_0)}{2} \right) \tan \left( \frac{\alpha(t_0) - \beta(t_0)}{2} \right) \right) \]

and \( t_3 \), when
\[ \alpha^-(t_3) = -\beta(t_0) \]

\[ \Rightarrow \]
\[ 2 \arctan \left( \tan \left( \frac{\alpha(t_0)}{2} \right) e^{-\frac{2v}{r_c} (t_3-t_0)} \right) = -\beta(t_0) \]

\[ \Rightarrow \]
\[ t_3 = t_0 + \frac{r_c}{2v} \ln \left( \frac{-\tan \left( \frac{\alpha(t_0)}{2} \right)}{-\tan \left( \frac{\beta(t_0)}{2} \right)} \right) \]

If \( \beta(t_0) \leq \frac{v}{v-\kappa r_c} \alpha(t_0) \), then \( \forall t, \; |t_0| \leq t < t_2 \), it is guaranteed that \( -\beta(t) \leq \frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0)) < \alpha(t) \), and therefore if \( \exists t_\ast \mid \alpha(t_\ast) = \beta(t_\ast) \), then \( \alpha(t_\ast) \leq \frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0)) \). Similarly, if \( \beta(t_0) > \frac{v}{v-\kappa r_c} \alpha(t_0) \), then \( \forall t, \; -\dot{\beta}^-(t) < 0 \) and therefore if \( \exists t_\ast \mid \alpha(t_\ast) = \beta(t_\ast) \), then
\( \alpha(t_*) \leq -\beta^-(t_3); \)

\[
\beta^-(t_3) = -\frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0)) + \left(\beta(t_0) + \frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0))\right) e^{-\frac{\kappa}{2^v} \ln \left( \frac{\tan \left(\frac{\alpha(t_0)}{2}\right)}{\tan \left(\frac{\beta(t_0)}{2}\right)} \right)}
\]

concluding the proof. \( \blacksquare \)

**Corollary 3.6 (State C\(^-\) Exit Conditions).** If \( \kappa > 2\frac{v}{r_c} \), and at time \( t = t_0 \), 0 \leq \beta(t_0) < -\alpha(t_0) < \frac{\pi}{2} \), then

1. \( t_1 = t_0 + \frac{\rho(t_0)}{v} \ln \left( \frac{\tan \left(\frac{\alpha(t_0)}{2}\right)}{\tan \left(\frac{\alpha(t_0) - \beta(t_0)}{2}\right)} \right) \),

2. \( t_2 = t_0 + \frac{v}{2r_c} \ln \left( \frac{\tan \left(\frac{\alpha(t_0)}{2}\right)}{\tan \left(\frac{\alpha(t_0) - \beta(t_0)}{2}\right)} \right) \),

3. \( t_3 = t_0 + \frac{v}{2v} \ln \left( -\frac{\tan \left(\frac{\beta(t_0)}{2}\right)}{\tan \left(\frac{\beta(t_0)}{2}\right)} \right) \);

and either

1. \( \frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0)) < \alpha(t_1) < -\beta(t_1) \leq 0 \), or

2. \( \exists t_*, t_2 < t_4 \leq t_1 \mid -\beta(t_4) = \alpha(t_4) \), and if \( \beta(t_0) \geq -\frac{v}{\kappa r_c} \alpha(t_0) \), then \( \frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0)) < \alpha(t_4) < 0 \) or

3. \( \exists t_*, t_3 < t_4 \leq t_1 \mid -\beta(t_4) = \alpha(t_4) \), and if \( \beta(t_0) < \frac{v}{\kappa r_c} \alpha(t_0) \), then

\[
\frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0)) - \left(\beta(t_0) + \frac{v}{\kappa r_c} (\alpha(t_0) - \beta(t_0))\right) e^{-\frac{\kappa}{2^v} \ln \left( \frac{\tan \left(\frac{\alpha(t_0)}{2}\right)}{\tan \left(\frac{\beta(t_0)}{2}\right)} \right)} < \alpha(t_4) < 0
\]

or

4. \( \exists t_*, t_0 < t_4 \leq t_1 \mid \rho(t_4) \leq r_c \).

**Lemma 3.3.5 (State D Exit Conditions).** If \( \kappa > 2\frac{v}{r_c} \) and at time \( t = t_0 \),

1. \( 0 < \alpha(t_0) \leq -\beta(t_0) < \frac{\pi}{2} \),

2. \( \rho(t_0) > r_c \);

then

1. \( t_1 = t_0 + \frac{\rho(t_0)}{v} \left( \frac{\tan \left(\frac{\alpha(t_0)}{2}\right)}{\tan \left(\frac{\alpha(t_0)}{2}\right)} - 1 \right) \);

2. \( t_2 = t_0 + \frac{1}{\kappa} \ln \left( -\frac{\beta(t_0)}{\alpha(t_0)} \right) \);
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3. \( t_3 = t_0 + \frac{\rho(t_0)}{v} \ln \left(1 - \frac{\alpha(t_0)}{\sin(\beta(t_0))}\right) \);

4. \( \rho(t) > \rho(t_0) \forall t \mid t_0 < t \leq t_1 \).

and either

1. \( 0 < \alpha(t_1) \leq \frac{\alpha(t_0)}{2} \) and

\[
0 < \alpha(t_1) \leq -\beta(t_1) \leq -\beta(t_0)e^{-\left(v \frac{\rho(t_0)}{2}\right) \left(1+\tan^2\left(\frac{\alpha(t_0)}{4}\right)\right)} < -\beta(t_0); \text{ or}
\]

2. \( \exists t_* \mid t_2 \leq t_* \leq t_1 \) such that \( 0 \leq -\beta(t_*) < \alpha(t_*) < \alpha(t_0) \); or

3. \( \exists t_* \mid t_3 \leq t_* \leq t_1 \) such that \( \beta(t_0)e^{-\left(v \frac{\rho(t_0)}{2}\right) \ln \left(1-\frac{\alpha(t_0)}{\sin(\beta(t_0))}\right)} \leq \beta(t_*) < \alpha(t_*) = 0 \).

Figure 3.7: Lemma 3.3.5 proof outline. After finding an upper bound on \( \rho \), we use this upper bound to find an upper bound for \( \alpha \) and the moment \( t_1 \) where the upper bound reaches \( \frac{\alpha(t_0)}{2} \). Then, we find the bounds on \( \beta \), and show that both grow monotonously. Since \( |\beta| \) shrinks with time, we can find the lower bound on \( \alpha \), and show that unless leaving the state with \( \alpha > -\beta \) or \( \alpha = 0 \), the angles \( \alpha, \beta \) continue to shrink.

Figure 3.7 shows an outline of the proof.

Proof While in state \( D \), \( 0 < \alpha \leq -\beta \leq \frac{\pi}{2} \), and therefore

\[
\dot{\rho} = v (\cos(\alpha) - \cos(\beta)) \geq 0,
\]

\[
\dot{\alpha} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) \leq 0,
\]

\[
\dot{\alpha} - \dot{\beta} = \kappa \beta < 0,
\]
and $\alpha$ shrinks as $\rho$ grows, and the difference between $\alpha$ and $\beta$ shrinks as well. Since $-\pi/2 \leq \beta \leq -\alpha$ and $0 < \alpha$, we can find an upper bound on $\rho$,

$$\dot{\rho} = v (\cos(\alpha) - \cos(\beta)) \leq v (1 - 0) = v$$

$$\rho(t) \leq \rho^+(t) = \rho(t_0) + v (t - t_0)$$

We can now find an upper bound for $\alpha$,

$$\dot{\alpha} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) \leq \frac{v}{\rho^+(t)} (\sin(\beta) - \sin(\alpha)) \leq -\frac{v}{\rho(t_0) + v (t - t_0)} \sin(\alpha)$$

$$\frac{d\alpha}{dt} \leq -\frac{v}{\rho(t_0) + v (t - t_0)} \sin(\alpha)$$

$$\int \frac{d\alpha}{\sin(\alpha)} \leq -\int \frac{v}{\rho(t_0) + v (t - t_0)} dt.$$ 

Substituting $w = \rho(t_0) + v (t - t_0)$, $\frac{dw}{dt} = v$, and

$$-\int \frac{v}{\rho(t_0) + v (t - t_0)} dt = -\int \frac{v}{w} \frac{dw}{v}$$

$$\ln \left( \tan \left( \frac{\alpha}{2} \right) \right) \leq -\int \frac{dw}{w} = C_0 - \ln \left( \rho(t_0) + v (t - t_0) \right)$$

$$\tan \left( \frac{\alpha}{2} \right) \leq e^{(C_0)} \left( e^{(\ln(\rho(t_0)+v(t-t_0)))} \right)^{-1} = \frac{C_1}{\rho(t_0) + v (t - t_0)}$$

$$\alpha(t) \leq \alpha^+(t) = 2 \arctan \left( \frac{\rho(t_0) \tan \left( \frac{\alpha(t_0)}{2} \right)}{\rho(t_0) + v (t - t_0)} \right).$$

Let $t_1$ such that $\alpha(t_1) \leq \frac{\alpha(t_0)}{2}$,

$$\frac{\alpha(t_0)}{2} = \alpha^+(t_1) = 2 \arctan \left( \frac{\rho(t_0) \tan \left( \frac{\alpha(t_0)}{2} \right)}{\rho(t_0) + v (t - t_0)} \right)$$

$$t_1 = t_0 + \frac{\rho(t_0)}{v} \left( \frac{\tan \left( \frac{\alpha(t_0)}{2} \right)}{\tan \left( \frac{\alpha(t_0)}{4} \right)} - 1 \right) = t_0 + \frac{\rho(t_0)}{v} \left( \frac{1 + \tan^2 \left( \frac{\alpha(t_0)}{4} \right)}{1 - \tan^2 \left( \frac{\alpha(t_0)}{4} \right)} \right)$$
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We can bound $\beta(t)$,
\[
\dot{\beta} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) - \kappa \beta \leq -\kappa \beta \\
\downarrow \\
\beta(t) \leq \beta^+(t) = \beta(t_0)e^{-\kappa(t-t_0)},
\]
and since $\rho(t_0)$ is the lower bound on $\rho$,
\[
\dot{\beta} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) - \kappa \beta \geq \frac{v}{\rho(t_0)} (\sin(\beta) - \sin(\beta)) - \kappa \beta \geq \left(\frac{2v}{\rho(t_0)} - \kappa\right) \beta.
\]
\[
\downarrow \\
\beta(t) \geq \beta^-(t) = \beta(t_0)e^{\left(\frac{2v}{\rho(t_0)} - \kappa\right)(t-t_0)}. \tag{3.11}
\]
We can now find $t_2$, a moment before the first opportunity for $-\beta < \alpha$,
\[
\alpha(t_0) = -\beta^+(t_2) = -\beta(t_0)e^{-\kappa(t_2-t_0)} \\
\downarrow \\
t_2 = t_0 + \frac{1}{\kappa} \ln \left(\frac{-\beta(t_0)}{\alpha(t_0)}\right).
\]
If $\kappa > \frac{2v}{\rho(t_0)} > r_c$, then $\rho(t_0) > \frac{2v}{\kappa}$, and it is guaranteed that $|\beta(t)|$ shrinks with time; in particular,
\[
-\left(\kappa \frac{\beta(t_0)}{\alpha(t_0)} - 2\right) \left(1 + \frac{\tan^2(\alpha(t_0))}{\alpha(t_0)}\right) \leq \beta(t_1) \leq \beta(t_0)e^{-\frac{2\kappa}{\rho(t_0)}\left(1 + \frac{\tan^2(\alpha(t_0))}{\alpha(t_0)}\right)},
\]
and therefore
\[
|\beta(t_0)| > |\beta(t_1)|.
\]
Since $\beta(t) > \beta(t_0) \forall t > t_0$,
\[
\dot{\alpha} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) \geq \frac{v}{\rho(t_0)} (\sin(\beta(t_0)) - \sin(\beta(t_0))) \\
\downarrow \\
\alpha(t) \geq \alpha^-(t) = \sin(\beta(t_0)) + (\alpha(t_0) - \sin(\beta(t_0))) e^{-\frac{2v}{\rho(t_0)}(t-t_0)},
\]
and the first opportunity for $\alpha = 0$ must come after time $t_3$,
\[
0 = \sin(\beta(t_0)) + (\alpha(t_0) - \sin(\beta(t_0))) e^{-\frac{2v}{\rho(t_0)}(t_3-t_0)} \\
\downarrow \\
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\[ t_3 = t_0 + \frac{\rho(t_0)}{v} \ln \left( 1 - \frac{\alpha(t_0)}{\sin(\beta(t_0))} \right), \]

at which time
\[ \beta > \beta^-(t_3) = \beta(t_0) e \left( \frac{2\nu}{\kappa(t_0)} - \kappa \right) (t_3 - t_0) = \beta(t_0) e^{-\left(\frac{\kappa(t_0)}{\nu} - 2\right) \ln \left(1 - \frac{\alpha(t_0)}{\sin(\beta(t_0))}\right)}; \]

concluding the proof.

**Corollary 3.7** (State $D^{-}$ Exit Conditions). If $\kappa > \frac{2\nu}{r_c}$ and at time $t = t_0$,

1. $0 < -\alpha(t_0) \leq \beta(t_0) < \frac{\pi}{2}$,
2. $\rho(t_0) > r_c$;

then

1. $t_1 = t_0 + \frac{\rho(t_0)}{v} \left( \frac{\tan \left( \frac{\alpha(t_0)}{2} \right)}{\tan \left( \frac{\alpha(t_0)}{4} \right)} - 1 \right)$;
2. $t_2 = t_0 + \frac{1}{\kappa} \ln \left( -\frac{\beta(t_0)}{\alpha(t_0)} \right)$;
3. $t_3 = t_0 + \frac{\rho(t_0)}{v} \ln \left( 1 - \frac{\alpha(t_0)}{\sin(\beta(t_0))} \right)$;
4. $\rho(t) > \rho(t_0) \forall t \mid t_0 < t \leq t_1$.

and either

1. $0 < -\alpha(t_1) \leq -\frac{\alpha(t_0)}{2}$ and $-\left(\frac{\kappa(t_0)}{\nu} - 2\right) \left( \frac{\alpha(t_0)}{1 + \tan^2 \left( \frac{\alpha(t_0)}{2} \right)} \right) < \beta(t_0)$; or
2. $\exists t_* \mid t_2 \leq t_* \leq t_1$ such that $0 \leq \beta(t_*) < -\alpha(t_*) < -\alpha(t_0)$; or
3. $\exists t_* \mid t_3 \leq t_* \leq t_1$ such that $0 = \alpha(t_*) < \beta(t_*) \leq \beta(t_0) e^{-\left(\frac{\kappa(t_0)}{\nu} - 2\right) \ln \left(1 - \frac{\alpha(t_0)}{\sin(\beta(t_0))}\right)}$.

After analyzing all the exit conditions for all states, we can update Table 3.1 to create a new transition table, see Table 3.2.

Noticing that states $B, C, B^{-}$, and $C^{-}$ can lead to capture, we make another observation, that there is a limit to how long the agent can fall behind the target and still be able to capture it.

**Lemma 3.3.6.** $\alpha(t_0) = 0$, $\rho(t_0) > r_c \Rightarrow \rho(t) > r_c \forall t > t_0$.

**Proof** The target and pursuer agent have the same speed. If the agent is on the target’s path ($\alpha = 0$), then the shortest path towards the target is on the target’s straight path, therefore the best the agent can do in terms of pursuing the target is to stay on the straight path, resulting in a constant $\rho$ and never capturing the target. Any other course of action taken by the agent will increase $\rho$, and again result in never capturing the target. ■
As a conclusion form the previous lemma, if there is a transition from $D$ or $D^-$ to $A^-$ or $A$, then a future capture is impossible. To adjust for this fact, we doubled the transition table from Table 3.2 such that $E$ and $E^-$ transition to prime states, marked by subscript 1, and the new $D_1$ or $D_1^-$ transition to $A^-$ or $A$. Figure 3.8 shows the result of this doubling.
<table>
<thead>
<tr>
<th>State</th>
<th>System Configuration</th>
<th>Exit Condition</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$0 \leq \alpha(t) &lt; \beta(t) &lt; \frac{\pi}{2}$</td>
<td>$\alpha = \beta$</td>
<td>$B$</td>
</tr>
<tr>
<td>B</td>
<td>$0 &lt; \beta(t) \leq \alpha(t) &lt; \frac{\pi}{2}$</td>
<td>$\rho = r_c$</td>
<td>Capture $C$</td>
</tr>
<tr>
<td>C</td>
<td>$0 \leq -\beta &lt; \alpha &lt; \frac{\pi}{2}$</td>
<td>$t = t_0 + \frac{\rho(t_0)}{v} \ln \left( \frac{\tan \left( \frac{\alpha(t_0)}{2} \right)}{\frac{v}{r_c} \tan \left( \frac{\alpha(t_0) - \beta(t_0)}{2} \right)} \right)$</td>
<td>$\rho = r_c$</td>
</tr>
<tr>
<td>D</td>
<td>$0 &lt; \alpha \leq -\beta \leq \frac{\pi}{2}$</td>
<td>$t = t_0 + \frac{\rho(t_0)}{v} \left( \frac{\tan \left( \frac{\alpha(t_0)}{2} \right)}{\tan \left( \frac{\alpha(t_0)}{2} - \beta(t_0) \right)} - 1 \right)$</td>
<td>$\beta &lt; \alpha$</td>
</tr>
<tr>
<td>$A^-$</td>
<td>$-\frac{\pi}{2} &lt; \beta(t) &lt; \alpha(t) \leq 0$</td>
<td>$\alpha = \beta$</td>
<td>$B^-$</td>
</tr>
<tr>
<td>$B^-$</td>
<td>$-\frac{\pi}{2} &lt; \alpha(t) \leq \beta(t) &lt; 0$</td>
<td>$\rho = r_c$</td>
<td>Capture $C^-$</td>
</tr>
<tr>
<td>$C^-$</td>
<td>$0 \leq \beta(t) &lt; -\alpha(t) &lt; \frac{\pi}{2}$</td>
<td>$t = t_0 + \frac{\rho(t_0)}{v} \ln \left( \frac{\tan \left( \frac{\alpha(t_0)}{2} \right)}{\frac{v}{r_c} \tan \left( \frac{\alpha(t_0) - \beta(t_0)}{2} \right)} \right)$</td>
<td>$\rho = r_c$</td>
</tr>
<tr>
<td>$D^-$</td>
<td>$0 &lt; -\alpha(t) \leq \beta(t) &lt; \frac{\pi}{2}$</td>
<td>$t = t_0 + \frac{\rho(t_0)}{v} \left( \frac{\tan \left( \frac{\alpha(t_0)}{2} \right)}{\tan \left( \frac{\alpha(t_0)}{2} - \beta(t_0) \right)} - 1 \right)$</td>
<td>$\beta &lt; -\alpha$</td>
</tr>
<tr>
<td>$E, E^-$</td>
<td>$\frac{\pi}{2} \leq</td>
<td>\alpha</td>
<td>\leq \pi$ or $\frac{\pi}{2} \leq</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0 &lt; \beta(t) \leq \alpha(t) &lt; \frac{\pi}{2}$</td>
<td>$B$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0 \leq -\beta &lt; \alpha &lt; \frac{\pi}{2}$</td>
<td>$C$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0 &lt; \alpha \leq -\beta &lt; \frac{\pi}{2}$</td>
<td>$D$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$-\frac{\pi}{2} &lt; \beta(t) &lt; \alpha(t) \leq 0$</td>
<td>$A^-$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$-\frac{\pi}{2} &lt; \alpha(t) \leq \beta(t) &lt; 0$</td>
<td>$B^-$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0 \leq \beta(t) &lt; -\alpha(t) &lt; \frac{\pi}{2}$</td>
<td>$C^-$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0 &lt; -\alpha(t) \leq \beta(t) &lt; \frac{\pi}{2}$</td>
<td>$D^-$</td>
</tr>
</tbody>
</table>

Table 3.2: Transition Table for the PCBOUP problem.

**Theorem 3.8 (Tracking).** If

1. $\gamma(t) = \max \{|\alpha(t)|, |\beta(t)|\}$,
2. $\kappa > 2 \frac{v}{r_c}$, and
3. $\rho(t_0) > r_c$,

then either

1. $\exists T > 0 \ | \ \rho(T) \leq r_c$, or
2. \( \exists R, 0 < R < \infty \mid \rho(t) < R, \forall t, \text{ and } \forall \varepsilon \mid 0 < \varepsilon < \frac{\pi}{2} \), \( \exists T > 0 \mid T < t \Rightarrow \gamma(t) < \varepsilon \).

In other words, a unicycle agent (Equation 2.1) in pursuit of a target moving in a straight line (Equation 3.3) with the bearing-only control law (Equation 3.5) governing its steering, either captures the target or asymptotically reaches the target’s path, and the distance between the target and agent is bound from above by a finite value.

Figure 3.8 shows \( G \), the resulting DFSM of the discussion so far. Each state has a time limit that results in exiting the state when the time limit expires. The bold edges represent transitions that entail a diminishing of \( \gamma \) before exiting the state. Since no loop on the graph is possible without traversing a bold edge, Then \( \gamma \) must shrink every loop. Summing the time upper bounds for each state traversed until the eventual \( \gamma < \varepsilon \) results in \( T \). The maximal added distance from states \( A, D \), and their prime and symmetrical counterparts, accumulates to a finite value less than some finite \( R \).

**Proof** Except for the capture state at which the pursuit is concluded, each of the system states has a finite time limit, and the state must transition when the limit lapses, even if re-entering the same state. Any initial condition other than \( 0 \leq |\alpha| < \frac{\pi}{2}, 0 \leq |\beta| < \frac{\pi}{2} \) falls into one of the prime states (the inner states with the subscript 1) in \( G \) (Figure 3.8) in finite time, resulting in either capture, remaining in a loop between states \( C_1, D_1 \) or their symmetrical states \( C_1^-, D_1^- \), or an eventual exit towards the outer states with the transition into state \( A \) or \( A^- \) with \( \alpha = 0 \).

Entering State \( A \) with \( \rho = \rho_0, \alpha = 0 \) and \( \beta = \beta_0 \) results in an exit with \( \gamma \) smaller than \( \beta^+(t_1) \),

\[
\gamma_A \leq \beta^+(t_1) = \beta_0 e^{-\left(\frac{\kappa}{\rho_0}(t_1-t_0)\right)} - \frac{v}{\kappa-\frac{\pi}{2}} \sin(0) \left(1 - e^{-\left(\frac{\kappa}{\rho_0}(t_1-t_0)\right)}\right)
\]

\[
= \beta_0 e^{-\left(\frac{\kappa}{\rho_0}(t_1-t_0)\right)} - \left(\frac{\kappa}{\rho_0}\right)^{t_0+\frac{1}{2}} \ln\left(\frac{1}{1+\frac{\kappa}{\rho_0}}\right) - t_0 = \frac{\beta_0}{2^{\frac{1}{2}}\left(\frac{\kappa}{\rho_0}\right)^{t_0}}
\]

\[
\Downarrow
\]

\[
\gamma_A \leq \frac{\beta_0}{2^{\frac{1}{2}}\left(\frac{\kappa}{\rho_0}\right)^{t_0}} \tag{3.12}
\]

and the state transitions to \( B \) with \( \alpha = \beta < \gamma_A \).

Exiting state \( B \), \( \gamma \) is less than \( \gamma_A \), and \( \rho < \rho^+(t_2) \), see Figure 3.9.

\[
\rho^+(t_2) = \rho_A + v \left(\cos(\alpha^-(t_2)) - \cos(\beta^+(t_2))\right)(t_2 - t_0)
\]

and the state transitions to state \( C \) with \( \alpha = \gamma_B < \gamma_A \) and \( \beta = 0 \). Figure 3.10 shows the evolution of \( \alpha \) and \( \beta \) after entering state \( C \) from state \( B \).

Any consecutive loop between state \( C \) and itself follows the schema presented in Figure 3.6. Given \( \kappa > 2\frac{v}{r_0} \), each iteration shrinks \( \gamma \), the greater the \( \kappa \) the greater the
Figure 3.9: State B. Similar to Figure 3.5, the initial condition $\alpha_0 = \beta_0 = \gamma_A$ from the transition from state A results in exiting state B with $\gamma_B < \gamma_A$.

Figure 3.10: State C after state B. Similar to Figure 3.6, with the initial conditions $\alpha_0 = \gamma_B$ and $\beta_0 = 0$. By $t_1$, a transition must have happened, either to state D or re-entry to state C, with $\gamma_C \leq \frac{v}{\kappa r_c} \gamma_B$.

step in each iteration,

$$\gamma_{C}^{i+1} < 2\frac{v}{\kappa r_c} \gamma_{C}^{i} < \gamma_{C}^{i}. $$

Ultimately, $\gamma_C < \frac{v}{\kappa r_c} \gamma_B < \frac{v}{\kappa r_c} \gamma_A$ for any amount of self-loops, and since $\dot{\alpha} < \dot{\beta}$ while in state C, a transition to state D must occur in finite time, with $\alpha = -\beta = \gamma_C < \frac{v}{\kappa r_c} \gamma_A$.

As shown in Figure 3.11, a transition back to state C is possible immediately, with $\gamma_C = \gamma_D$. Yet on return from state C, $\gamma < 2\frac{v}{\kappa r_c} \gamma_C$, as discussed above, and the result of the $D \rightarrow C \rightarrow D$ loop is $\gamma_{C}^{i+1} < 2\frac{v}{\kappa r_c} \gamma_{D}^{i} = 2\frac{v}{\kappa r_c} \gamma_{C}^{i}$ for each return to state D from C. If not returning to state C, the first opportunity to transition out of D is to state $A^-$, which happens at $t_3$, when

$$\gamma_{D}^{A} < -\beta^{+}(t_3) = -\beta(t_0) e^{- (\frac{v}{\kappa r_c} - 2) \ln \left(1 - \frac{\alpha(t_0)}{\sin(\beta(t_0))}\right)} = \gamma_C \left(\frac{-\sin(\gamma_C)}{-\sin(\gamma_C) - \gamma_C}\right)^{\frac{v}{\kappa r_c} - 2}$$
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Figure 3.11: State $D$ after state $C$. Similar to Figure 3.7, with the initial conditions $\alpha_0 = -\beta_0 = \gamma_C$. By $t_1$, a transition must have happened, either to state $A$, back to $C$, or re-entry to state $D$.

\[
\begin{align*}
\gamma_C &= \left( \sin (\gamma_C) \right) \left( \sin (\gamma_C) + \gamma_C \right) < 2 \left( \frac{2-\kappa_C^2}{\nu} \right) \gamma_C = \frac{4}{2\kappa_C^2}\gamma_C < \frac{4}{2\kappa_C^2}\gamma_C \\
\downarrow \\
\gamma_D^A &< 4^{-\rho_C^A - \frac{r_c}{\nu}}\gamma_C < \gamma_C. \\
\end{align*}
\]

The self loop of state $D$ happens at time $t_1$, and results in

\[
\gamma_D^{i+1} < -\beta^-(t_1) = \gamma_D^i e^{-\frac{\kappa_C^2}{\nu} \left( 1 + \tan^2 \left( \frac{\alpha(t_0)}{4} \right) \right)} < \gamma_D^i e^{-\frac{\kappa_C^2}{\nu} \left( \frac{2}{r_c} \right)} < \gamma_D^i. \\
\]

The loop $A \rightarrow B \rightarrow C \rightarrow D \rightarrow A^{-} \rightarrow B^{-} \rightarrow C^{-} \rightarrow D^{-} \rightarrow A$, as seen in Figure 3.8, therefore results in

\[
\gamma_A^{i+1},
\]

and according to Equation 3.12,

\[
\gamma_A^{i+1} \leq 2\frac{\nu}{\kappa_C^2} \gamma_D^A = 2^{-\left( 1 - \frac{\nu}{\kappa_C^2} \right)} \gamma_D^A;
\]

according to Equation 3.13,

\[
\gamma_A^{i+1} \leq 2\left( 1 - \frac{\nu}{\kappa_C^2} \right) 2\left( 2 - \kappa_C^2 \frac{\nu}{\kappa_C^2} \right) \gamma_C = 2\left( 2 - \kappa_C^2 \frac{\nu}{\kappa_C^2} \right) \gamma_C = 2\left( 1 + \frac{\nu}{\kappa_C^2} - \frac{\rho_C^A}{\nu} \right) \gamma_C;
\]

and ultimately,

\[
\gamma_A^{i+1} \leq 2\left( 1 + \frac{\nu}{\kappa_C^2} - \frac{\rho_C^A}{\nu} \right) \frac{\nu}{\kappa_C^2} \gamma_A^i < 2\left( \frac{\nu}{\kappa_C^2} - \frac{\rho_C^A}{\nu} \right) \gamma_A^i < 2\left( \frac{\nu}{\kappa_C^2} - \frac{2\rho_C^A}{\nu} \right) \gamma_A^i < 2\left( \frac{\nu^2 - \kappa_C^2 \rho_C^A}{\nu} \right) \gamma_A^i.
\]
\[ \gamma_{A}^{i+1} < 2^{\frac{a_i^2}{2\rho c}} \gamma_{A}^{i} = 2^{-\frac{3}{2}} \frac{\rho}{c} \gamma_{A}^{i} \leq \gamma_{A}^{i}, \tag{3.15} \]

and we have shown that any cycle in graph \( \mathcal{G} \) must include at least one type of loop that decreases in \( \gamma \), \( \forall \kappa > \frac{\nu}{r_c} \).

Notice that the only states where the distance between the agent and the target grows are states \( A, D \) and their variations \( A^-, A_1, D^- \) etc. While the transition from state \( A \) is exclusive to state \( B \), state \( D \) can transition towards state \( A^- \), state \( C \), and self-loop to state \( D \).

Leaving state \( D \) increases the distance between the pursuing agents and the target by the maximum relative velocity times the maximal time spent in state \( D \). Assuming all other states have no effect on \( \rho \) and \( \gamma \), when actually \( \gamma \) is non-increasing in all states, we isolate and amplify the contribution of state \( D \) to the overall increase in \( \rho \) by analyzing the increase in \( \rho \) as result of a perpetual self loop in state \( D \).

Let \( \rho_{D}^{i} \) be the distance on entering the self-loop iteration and \( \rho_{D}^{i+1} \) when exiting,

\[
\rho_{D}^{i+1} < \rho_{D}^{i} + v \left( \cos(0) - \cos \left( \gamma_{D}^{i} \right) \right) (t_1 - t_0)
\]

\[
= \rho_{D}^{i} + v \left( 1 - \cos \left( \gamma_{D}^{i} \right) \right) \frac{\rho_{D}^{i}}{v} \left( \frac{\tan \left( \frac{\alpha_{D}^{i}}{2} \right)}{\tan \left( \frac{\alpha_{D}^{i}}{4} \right)} - 1 \right)
\]

\[
\leq \rho_{D}^{i} + \rho_{D}^{i} \left( 1 - \cos \left( \gamma_{D}^{i} \right) \right) \frac{1 + \tan \left( \frac{\gamma_{D}^{i}}{4} \right)}{1 - \tan \left( \frac{\gamma_{D}^{i}}{4} \right)}
\]

\[
= \rho_{D}^{i} \left( 1 + \left( 1 - \cos \left( \gamma_{D}^{i} \right) \right) \left( \frac{1 + \cos \left( \frac{\gamma_{D}^{i}}{2} \right)}{1 - \cos \left( \frac{\gamma_{D}^{i}}{4} \right)} \right) \right)
\]

\[
= \rho_{D}^{i} \left( 1 + \left( 1 - \cos \left( \gamma_{D}^{i} \right) \right) \left( \frac{1 + \cos \left( \frac{\gamma_{D}^{i}}{4} \right)}{1 + \cos \left( \frac{\gamma_{D}^{i}}{2} \right)} \right) \right)
\]

\[
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\[ = \rho_D \left( 1 + \left( 1 - \cos \left( \frac{\gamma_D}{2} \right) \right) \frac{2}{2 \cos \left( \frac{\gamma_D}{2} \right)} \right) = \rho_D \left( 1 + \frac{1 - \cos \left( \frac{\gamma_D}{2} \right)}{\cos \left( \frac{\gamma_D}{2} \right)} \right) \]

\[ = \rho_D \left( \cos \left( \frac{\gamma_D}{2} \right) + 1 - \left( 1 - 2 \sin^2 \left( \frac{\gamma_D}{2} \right) \right) \right) = \rho_D \left( \cos \left( \frac{\gamma_D}{2} \right) + 2 \sin^2 \left( \frac{\gamma_D}{2} \right) \right) \]

\[ \Downarrow \]

\[ \rho_{D}^{i+1} < \rho_{D}^{i} \left( 1 + 2 \sin \left( \frac{\gamma_D}{2} \right) \tan \left( \frac{\gamma_D}{2} \right) \right) \] (3.16)

We used \( t_1 \), the longest time possible to remain in state \( D \), and \( \alpha_0 = \gamma \) since any smaller \( \alpha \) results in a smaller exit \( \rho \). The addition to \( \rho \) as result of the \( i + 1 \) iteration of the self loop is therefore

\[ \rho_{D}^{i+1} - \rho_{D}^{i} < \rho_{D}^{i} \left( 1 + 2 \sin \left( \frac{\gamma_D}{2} \right) \tan \left( \frac{\gamma_D}{2} \right) \right) = \rho_{D}^{i} \left( 2 \rho_{D} \sin \left( \frac{\gamma_D}{2} \right) \tan \left( \frac{\gamma_D}{2} \right) \right), \]

and with \( \gamma_D < \frac{\pi}{2} \),

\[ \rho_{D}^{i+1} - \rho_{D}^{i} < \rho_{D} \gamma_D = d_i. \]

The total contribution of state \( D \) to \( \rho \) is therefore

\[ L_D = \sum_{i=0}^{\infty} d_i \]

Applying d’Alembert’s ratio test on the series produces the following result,

\[ \lim_{n \to \infty} \frac{d_{n+1}}{d_n} = \lim_{n \to \infty} \frac{\rho_D^{n+1} \gamma_{D}^{n+1}}{\rho_D^n \gamma_D^n}, \]

and with equations 3.16 and 3.14,

\[ \lim_{n \to \infty} \frac{\rho_D^{n+1} \gamma_{D}^{n+1}}{\rho_D^n \gamma_D^n} < \lim_{n \to \infty} \left| \frac{\rho_D \left( 1 + 2 \sin \left( \frac{\gamma_D}{2} \right) \tan \left( \frac{\gamma_D}{2} \right) \right) \gamma_D e^{-2 \rho_D \gamma_D}}{\rho_D \gamma_D e^{-2 \rho_D \gamma_D}} \right| \]

\[ = \lim_{n \to \infty} \left| \left( 1 + 2 \sin \left( \frac{\gamma_D}{2} \right) \tan \left( \frac{\gamma_D}{2} \right) \right) e^{-2 \rho_D \gamma_D} \right| \]

\[ < \lim_{n \to \infty} \left| (1 + \gamma_D) e^{-2 \rho_D \gamma_D} \right| \]

\[ = \lim_{n \to \infty} \left| \left( 1 + \gamma_D \right) e^{-2 \rho_D \gamma_D} \right| \]

\[ = \lim_{n \to \infty} \left| e^{-2 \rho_D \gamma_D} \right| < 1, \]

therefore a finite \( L_D \) exists.

We shall now assess the contribution of state \( A \) to the growth of \( \rho \). Let us assume
that all other states in $G$ (Figure 3.8) make no contribution to $\gamma$ and $\rho$, and if any changes occur, they happen exclusively in state $A$. In this case there is no actual meaning to leaving the state, other than having $\alpha$ miraculously return to 0 for the next iteration. If at the initial entry, $\rho = \rho_0$, $\beta = \beta_0$, and $\alpha = 0$, then

$$
\gamma(t) < \beta^+(t) = \beta_0 e^{-\left(\frac{\pi}{\pi_0}(t-t_0)\right)} - \frac{\nu}{\kappa - \nu} \sin(0) \left(1 - e^{-\left(\frac{\pi}{\pi_0}(t-t_0)\right)}\right)
$$

$$
= \beta_0 e^{-\left(\frac{\pi}{\pi_0}(t-t_0)\right)} < \beta_0 e^{-\left(\frac{\pi}{\pi_0}(t-t_0)\right)} = \gamma^+_A(t).
$$

Since the $\gamma^+_A(t)$ rate of decay is constant, and remains the same regardless of the initial conditions on entering the state other than $\beta_0 = \gamma^+_A(t_0)$, we can arbitrarily choose when to leave and re-enter the state, so we choose $t_1 = t_0 + \frac{1}{n} \ln(2)$, and the change per iteration for $\gamma$ becomes

$$
\gamma_n^A = 2^{\left(\frac{\pi}{\pi_0} - 1\right)} \gamma_{n-1}^A = 2^n \left(\frac{\pi}{\pi_0} - 1\right) \beta_0.
$$

(3.17)

The upper bound on the distance between pursuing agent and target on the $n$th iteration becomes

$$
\rho_n^A = \rho_{n-1}^A + \frac{\nu}{\kappa} \left(1 - \cos \left(\gamma_{n-1}^A\right)\right) \ln(2),
$$

and the distance gained per iteration is

$$
\rho_n^A - \rho_{n-1}^A = \frac{\nu}{\kappa} \left(1 - \cos \left(\gamma_{n-1}^A\right)\right) \ln(2) = 2 \ln(2) \frac{\nu}{\kappa} \sin^2 \left(\frac{\gamma_{n-1}^A}{2}\right)
$$

$$
< 2 \ln(2) \frac{\nu \kappa}{2 \nu} \left(\frac{\gamma_{n-1}^A}{2}\right)^2 = \frac{r_c}{4} \ln(2) \left(2^{(n-1)} \left(\frac{\pi}{\pi_0} - 1\right) \beta_0\right)^2 = \frac{r_c}{4} \ln(2) 2^{2(n-1)} \left(\frac{\pi}{\pi_0} - 1\right) \beta_0^2
$$

$$
< \frac{r_c}{4} \ln(2) 2^{(1-n)} \beta_0^2 = \frac{r_c}{4} \ln(2) \beta_0^2 2^{(1-n)} = \frac{\ln(2)}{2} r_c \beta_0^2 \frac{1}{2^n} = A_n.
$$

Summing all $A_n$ will result in an upper bound to all the contribution to the growth of $\rho$ by all variances of state $A$, on any possible path on the graph $G$ (Figure 3.8). Let us denote this bound by $L_A$,

$$
L_A = \sum_{n=0}^{\infty} A_n = \rho_{\infty}^A - \rho_0^A.
$$

$$
\sum_{n=0}^{\infty} A_n = \sum_{n=0}^{\infty} \left(\frac{\ln(2)}{2} r_c \beta_0^2 \frac{1}{2^n}\right) = \frac{\ln(2)}{2} r_c \beta_0^2 \sum_{n=0}^{\infty} \frac{1}{2^n}.
$$

Notice that

$$
\frac{1}{2} \sum_{n=1}^{\infty} \frac{1}{2^n} = \sum_{n=1}^{\infty} \frac{1}{2^{n+1}} = \sum_{n=2}^{\infty} \frac{1}{2^n} = \sum_{n=1}^{\infty} \frac{1}{2^n} - \frac{1}{2}.
$$

\[\downarrow\]
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\[
\frac{1}{2} = \frac{1}{2} \sum_{n=1}^{\infty} \frac{1}{2^n} \\
\downarrow \\
\sum_{n=1}^{\infty} \frac{1}{2^n} = 1 \\
\downarrow \\
\sum_{n=0}^{\infty} \frac{1}{2^n} = 2,
\]

and therefore

\[
L_A = \ln (2) r_c \beta_0^2.
\]  

(3.18)

Given the previous analysis of graph \( G \) (Figure 3.8), the only states that add to the initial distance \( \rho(t = 0) \) are states \( A, D \), and their variants. The maximal contribution of any of those states combined is less than \( R = L_A + L_D \), therefore,

\[
\exists R, \quad 0 < R < \infty \mid \rho(t) < R, \forall t,
\]

concluding the proof.

Corollary 3.9. If

1. \( \gamma(t) = \max \{ |\alpha(t)|, |\beta(t)| \} \),
2. \( \kappa > 4 \frac{v}{r_c} \), and
3. \( \rho(t_0) > r_c \),

then \( \forall t, \rho(t) - \rho(t_0) < 4r_c \).

Proof Returning to the proof of Theorem 3.8, if \( \kappa > 4 \frac{v}{r_c} \), then from Equation 3.11, the global upper bound on \( \gamma \) while in state \( D \) is

\[
-\beta(t_0) e^{-(\kappa - \frac{v}{r_c}) (t-t_0)} < \gamma_D^D(t_0) e^{-(\kappa - \frac{v}{r_c}) (t-t_0)} = \gamma_D^D(t).
\]

If we sample \( \gamma_D^D(t) \) once every \( \frac{1}{\kappa} \ln(2) \) time, we generate the series

\[
\gamma_n^D = \gamma_{n-1}^D e^{-\left(\kappa - \frac{v}{r_c}\right) \frac{1}{\kappa} \ln(2)} = \gamma_{n-1}^D 2^{\left(\frac{\kappa - v}{r_c}\right) \ln(2) - 1} = -\beta(t_0) 2^n \left(\frac{\kappa - v}{r_c}\right)^{-1},
\]

and the added distance per iteration is

\[
\rho_n^D - \rho_{n-1}^D = v \left( \cos(0) - \cos(\gamma_{n-1}^D) \right) \frac{1}{\kappa} \ln(2) = \frac{v}{\kappa} \left( 1 - \cos(\gamma_{n-1}^D) \right) \ln(2)
\]

\[
= 2 \ln(2) \frac{v}{\kappa} \sin^2 \left( \frac{\gamma_{n-1}^D}{2} \right) < 2 \ln(2) \frac{r_c}{4} \left( -\beta(t_0) 2^{-\left(\frac{\kappa - v}{r_c}\right) - 1} \right)^2
\]
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Summing all \( d_n \), we arrive at an upper bound to the contribution of state \( D \) to the growth of \( \rho \),

\[
L_D = \sum_{n=0}^{\infty} d_n = \rho_\infty^D - \rho_0^D.
\]

\[
\sum_{n=0}^{\infty} d_n = \frac{r_c}{4} \ln(2)\beta^2(t_0) \sum_{n=0}^{\infty} \frac{1}{2^n} = \frac{r_c}{2} \ln(2)\beta^2(t_0).
\]

Adding \( L_A \) (Equation 3.18), and since \( \beta^2(t_0) < \frac{\pi}{2} \),

\[
L_A + L_D < \frac{r_c}{4} \ln(2)\beta^2(t_0) + \frac{r_c}{2} \ln(2)\pi^2 = \frac{3}{8} r_c \ln(2)\pi^2.
\]

and if \( \rho(t_0) \) is the distance between the target and the agent when first leaving one of the states \( E \) or \( E^- \), then the maximal distance between the agent and the target is \( \rho(t_0) + \frac{3}{8} r_c \ln(2)\pi^2 \). If we take the initial conditions such that the system remains in state \( E \) or \( E^- \) for the longest time possible, (see Lemma 3.3.1), we get

\[
R < v \left( \cos(0) - \cos(\pi) \right) \left( \frac{1}{\kappa} \ln \left( \frac{\pi - 2v}{\pi - 2v r_c} \right) \right) + \frac{3}{8} r_c \ln(2)\pi^2
\]

\[
< \frac{r_c}{2} \ln \left( \frac{\pi - 1}{\pi - 1} \right) + \frac{3}{8} r_c \ln(2)\pi^2 = \frac{r_c}{2} \left( \ln \left( \frac{\pi - 1}{\pi - 1} \right) + \frac{3}{4} \ln(2)\pi^2 \right) < 4r_c
\]

Q.E.D.

### 3.4 Capture

This section extends the previous analysis to explore the capture regions, i.e. the initial conditions in \((\rho, \alpha, \beta)\) space from which the pursuing agent may capture the target.

**Problem Statement:** Given \( r_c, v, \kappa \), find \( \Gamma \subset ([0, \infty), (-\pi, \pi], (-\pi, \pi]) \) such that if

1. \( \exists t_c \mid \rho(t_c) \leq r_c \)
2. \( p_a(t_0) = - (\rho_0 \cos(\alpha_0), \rho_0 \sin(\alpha_0))^T \), and
3. \( \theta(t_0) = \alpha_0 - \beta_0 \),

then \( (\rho_0, \alpha_0, \beta_0) \in \Gamma \).

To solve the problem stated above, we extend the transition table (Table 3.2) by splitting state \( E \), previously assigned to all \( \cos(\alpha) \leq 0 \) or \( \cos(\beta) \leq 0 \), to the mutually exclusive states detailed in Table 3.3. The cases where \( \alpha(t_0) = \pi \) and either \( \sin(\beta(t_0)) = 0 \) or \( \sin(\beta(t_0)) \neq 0 \), where left out of the discussion due to the results of the lemmas 3.4.1 and 3.4.2.
State | System Configuration
--- | ---
$F$ | $\frac{\pi}{2} \leq \beta \leq \pi$
$F^{-}$ | $-\pi < \beta \leq -\frac{\pi}{2}$
$W$ | $\cos(\alpha) \leq 0$ and $0 < \sin(\alpha) \leq \sin(\beta) < 1$
$W^{-}$ | $\cos(\alpha) \leq 0$ and $-1 < \sin(\beta) \leq \sin(\alpha) < 0$
$X$ | $\cos(\alpha) \leq 0$ and $0 \leq \sin(\beta) < \sin(\alpha) \leq 1$
$X^{-}$ | $\cos(\alpha) \leq 0$ and $-1 \leq \sin(\alpha) < \sin(\beta) \leq 0$
$Y$ | $-\frac{\pi}{2} < \beta \leq -\frac{\pi}{3}$, and $\frac{\pi}{2} \leq \alpha < \pi$
$Y^{-}$ | $\frac{\pi}{3} \leq \beta < \frac{\pi}{2}$, and $-\pi < \alpha \leq -\frac{\pi}{2}$
$Z$ | $-\frac{\pi}{3} < \beta < 0$, and $\frac{\pi}{2} \leq \alpha < \pi$
$Z^{-}$ | $0 < \beta < \frac{\pi}{3}$, and $-\pi < \alpha \leq -\frac{\pi}{2}$

Table 3.3: Capturing Extension States of PCBOUP.

**Lemma 3.4.1.** If $\alpha(t_0) = \pi$ and $\beta(t_0) = 0$, then $\alpha(t_0) \equiv \pi$, $\beta \equiv 0$, and the agent captures the target in $T = \frac{\rho(t_0) - r_c}{2v}$ time.

**Proof** Equations 2.3, 2.5 ensure $\alpha(t_0) \equiv \pi$ and $\beta \equiv 0$. From 2.4,

$$\int \dot{\rho} dt = \int v (\cos(\alpha) - \cos(\beta)) dt = -2v \int dt$$

\[\Downarrow\]

$$\rho(t) = \rho(t_0) - 2v(t - t_0)$$

\[\Downarrow\]
Figure 3.12: The primary capture states, defined by the angle couple $\alpha$, $\beta$, and their angular velocities.

$$\rho(t_0 + T) = \rho(t_0) - 2v(t_0 + T - t_0) = \rho(t_0) - 2vT = r_c$$

$$\Downarrow$$

$$T = \frac{\rho(t_0) - r_c}{2v}$$

**Lemma 3.4.2.** If $\alpha(t_0) = \pi$ and $\beta(t_0) \neq 0$, then $\dot{\alpha}(t_0) \neq 0$ and the system transitions to state $Z$ or $Z^-$ in infinitesimal time.

**Proof** Immediate from Equation 2.3.

Figure 3.12 shows illustrations of the extension states, and Figure 3.13 shows their interpretation as the system’s configuration on the plane.
Figure 3.13: An illustration of a typical configuration on the plain for each primary system state.

Having identified the new states, we advance to the next step in Algorithm 2.1, and identify the transitions out of these states.

**Lemma 3.4.3 (State F).** If \( \kappa > \frac{2v}{r_c} \), and \( \cos(\beta(t_0)) \leq 0 \) then \( \cos(\beta(t)) > 0 \) \( \forall t > t_0 + \frac{r_c}{2v} \ln \left( \frac{2\beta(t_0) - 2}{\pi - 2} \right) \).

**Proof**

\[
\cos(\beta(t_0)) \leq 0
\]

\[
\downarrow
\]

\[
|\beta(t_0)| \geq \frac{\pi}{2}.
\]

From 2.5,

\[
-2\frac{v}{r_c} - \kappa \beta \leq -2\frac{v}{\rho} - \kappa \beta \leq \frac{\beta}{p} \leq 2\frac{v}{r_c} - \kappa \beta
\]

\[
\downarrow
\]

\[
\beta^+ = 2\frac{v}{z_{tc}} + \left( \beta(t_0) - 2\frac{v}{z_{tc}} \right) e^{-\kappa(t-t_0)};
\]

\[
\beta^- = -2\frac{v}{z_{tc}} + \left( \beta(t_0) + 2\frac{v}{z_{tc}} \right) e^{-\kappa(t-t_0)};
\]

\[
\beta^- \leq \beta(t) \leq \beta^+.
\]
Without loss of generality, assume $\beta(t_0) \geq \frac{\pi}{2}$, then if

$$\beta^+(t) = \frac{\pi}{2}$$

$$\frac{2v}{\kappa r_c} + \left(\beta(t_0) - \frac{2v}{\kappa r_c}\right) e^{-\kappa(t-t_0)} = \frac{\pi}{2}$$

$$\downarrow$$

$$t = t_0 + \frac{1}{\kappa} \ln \left(\frac{\beta(t_0) - 2\frac{v}{\kappa r_c}}{\frac{\pi}{2} - 2\frac{v}{\kappa r_c}}\right) < t_0 + \frac{r_c}{2v} \ln \left(\frac{2\beta(t_0) - 2}{\pi - 2}\right)$$

then $\beta(t) < \frac{\pi}{2} \forall t > t_0 + \frac{r_c}{2v} \ln \left(\frac{2\beta(t_0) - 2}{\pi - 2}\right)$. ■

**Lemma 3.4.4 (State W).** If $\kappa > 2\frac{v}{r_c}$, and

1. $\rho(t_0) > r_c$,
2. $\cos(\alpha(t_0)) < 0$,
3. $\cos(\beta(t_0)) > 0$,
4. $0 < \sin(\alpha(t_0)) \leq \sin(\beta(t_0)) < 1$;

then

1. $t_1 = t_0 + \frac{1}{\kappa} \ln \left(\frac{\beta(t_0)}{\pi - \alpha(t_0)}\right)$,
2. $t_2 = t_0 + \frac{1}{r_c} \frac{1}{\kappa} \ln \left(\frac{2\beta(t_0)}{\pi - \alpha(t_0)}\right)$,
3. $t_3 = t_0 + \frac{r_c}{v \cos(\beta(t_0))} \ln \left(\frac{\cot \left(\frac{\beta(t_0) - \pi}{2}\right) + \tan(\beta(t_0))}{\cot \left(\frac{2\beta(t_0)}{\pi} - \alpha(t_0)\right) + \tan(\beta(t_0))}\right)$;

and either

1. $\exists t_4 : t_4 < t_4 \leq t_2$ such that $\rho(t_4) = r_c$, or
2. $\exists t_4 : t_4 < t_4 \leq t_2$ such that $\sin(\alpha(t_4)) > \sin(\beta(t_4))$, or
3. $\exists t_4 : t_4 < t_4 < t_2$ such that $\sin(\alpha(t_4)) < 0$, or
4. $\sin(\beta(t_2)) < \sin\left(\frac{\alpha(t_0)}{2}\right)$.

**Proof** From Equation 2.4,

$$\dot{\rho} = v (\cos(\alpha) - \cos(\beta)) < 0,$$

From Equation 2.5,

$$\dot{\beta} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) - \kappa \beta \leq \left(\frac{v}{r_c} - \kappa\right) \beta.$$
\[ \dot{\beta} \geq -\kappa \beta; \]

\[ \Downarrow \]

\[ \beta(t_0) e^{-\kappa(t-t_0)} = \beta^-(t) \leq \beta(t) \leq \beta^+(t) = \beta(t_0) e^{\left(\frac{\kappa}{r_c} - \kappa\right)(t-t_0)} \]  \tag{3.19}

From Equation 2.3,

\[ \dot{\alpha} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) \leq \frac{v}{r_c} (\sin(\beta(t_0)) - \sin(\alpha)) \]

\[ \Downarrow \]

\[ \alpha(t_0) \leq \alpha(t) \leq \alpha^+(t), \]

Figure 3.14: Lemma 3.4.4 proof outline. Having \( \rho \) shrink at this state, we can find the bounds on \( \beta \), which shrinks, and on \( \alpha \) which grows. Then we can find \( t_1 \), when a transition to state \( X \) becomes possible, and \( t_2 \), where the state must exit. Depending on \( \rho(t_0) \), \( \alpha(t_0) \) and \( \beta(t_0) \), state \( W \) can transition into either the capture state, \( X, Y^-, Z^- \), or re-enter \( W \).
\[
\alpha^+(t) = \\
\beta(t_0) - 2 \arccot \left( \frac{\cot \left( \frac{\beta(t_0) - \alpha(t_0)}{2} \right) + \tan (\beta(t_0))}{e^{\frac{\pi}{\kappa} \cos(\beta(t_0))(t-t_0) - \tan (\beta(t_0))}} \right).
\]

The state exits when \( \alpha(t) = \pi \), which could only happen after \( \alpha^+(t_3) = \pi \),

\[
\alpha^+(t_3) = \pi
\]

\[
= \beta(t_0) - 2 \arccot \left( \frac{\cot \left( \frac{\beta(t_0) - \alpha(t_0)}{2} \right) + \tan (\beta(t_0))}{e^{\frac{\pi}{\kappa} \cos(\beta(t_0))(t_3-t_0) - \tan (\beta(t_0))}} \right)
\]

\[
\cot \left( \frac{\beta(t_0) - \pi}{2} \right) + \tan (\beta(t_0)) = \left( \cot \left( \frac{\beta(t_0) - \alpha(t_0)}{2} \right) + \tan (\beta(t_0)) \right) e^{\frac{\pi}{\kappa} \cos(\beta(t_0))(t_3-t_0)}
\]

\[
t_3 = t_0 + \frac{r_c}{v \cos (\beta(t_0))} \ln \left( \frac{\cot \left( \frac{\beta(t_0) - \pi}{2} \right) + \tan (\beta(t_0))}{\cot \left( \frac{\beta(t_0) - \alpha(t_0)}{2} \right) + \tan (\beta(t_0))} \right)
\]

Let \( t_1 \) be the first opportunity for \( \sin(\alpha) = \sin(\beta) \),

\[
\pi - \alpha(t_0) = \beta(t_0)e^{-\kappa(t_1-t_0)}
\]

\[
t_1 = t_0 + \frac{1}{\kappa} \ln \left( \frac{\beta(t_0)}{\pi - \alpha(t_0)} \right),
\]

and \( t_2 \) the moment at which the upper bound on \( \beta \) reaches \( \frac{\alpha(t_0)}{2} \)

\[
\frac{\pi - \alpha(t_0)}{2} = \beta(t_0)e^{\left( \frac{\pi}{\kappa} - \kappa \right) (t_2-t_0)}
\]

\[
t_2 = t_0 + \frac{1}{\frac{\pi}{\kappa} - \kappa} \ln \left( \frac{\pi - \alpha(t_0)}{2\beta(t_0)} \right).
\]

At time \( t_1 \),

\[
\beta^+(t_1) = \beta(t_0)e^{\left( \frac{\pi}{\kappa} - \kappa \right)(t_1-t_0)} = \beta(t_0)e^{\left( \frac{\pi}{\kappa} - \kappa \right) \left( t_0 + \frac{1}{\kappa} \ln \left( \frac{\beta(t_0)}{\pi - \alpha(t_0)} \right) \right) - t_0} = \beta(t_0)e^{\frac{\pi}{\kappa} \ln \left( \frac{\beta(t_0)}{\pi - \alpha(t_0)} \right) - 1} = \beta(t_0) \left( \frac{\pi - \alpha(t_0)}{\beta(t_0)} \right)^{1 - \frac{1}{\kappa}}
\]

Lemma 3.4.5 (State X). If \( \kappa > 2 \frac{\pi}{r_c} \), and

1. \( \rho(t_0) > r_c \),
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2. \( \cos(\alpha(t_0)) \leq 0, \)
3. \( \cos(\beta(t_0)) \geq 0, \)
4. \( 0 \leq \sin(\beta(t_0)) < \sin(\alpha(t_0)) \leq 1; \)

then

1. \( t_1 = t_0 + \frac{1}{\kappa}, \)
2. \( t_2 = t_0 + \frac{1}{\kappa} \left( 1 + \ln \left( \frac{\beta(t_0) - \alpha(t_0)}{\sin(\alpha(t_0)) - \sin(\beta(t_0))} \right) - 1 \right), \)
3. \( t_3 = t_0 + \frac{\rho(t_0)}{v} \left( \frac{\alpha(t_0) - \frac{\beta(t_0)}{\kappa}}{\sin(\alpha(t_0)) - \sin(\beta(t_0))} \right) + \frac{1}{\kappa}, \)

and either

1. \( \exists t_* | t_0 < t_* \leq t_2 + t_3 \text{ such that } \rho(t_*) = r_c, \text{ or } \)
2. \( \exists t_* | t_0 < t_* \leq t_2 \text{ such that } \beta(t_*) = 0, \text{ or } \)
3. \( \exists t_* | t_0 < t_* < t_3 \text{ such that } \alpha(t_*) < \frac{\pi}{2}. \)

Proof While in state \( X \), from Equation 2.4,

\[
\dot{\rho} = v (\cos(\alpha) - \cos(\beta)) < 0,
\]

from Equation 2.3,

\[
\dot{\alpha} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) < 0,
\]

and from Equation 2.5,

\[
\dot{\beta} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) - \kappa \beta < \dot{\alpha} < 0.
\]

Also,

\[
\dot{\beta} < -\kappa \beta \\
\downarrow \\
\beta(t) < \beta(t_0) e^{-\kappa(t-t_0)},
\]

and \( \forall t \geq t_1 = t_0 + \frac{1}{\kappa}, \)

\[
\dot{\beta} < \frac{v}{\rho(t_0)} \left( \sin \left( \frac{\beta(t_0)}{e} \right) - \sin(\alpha(t_0)) \right) - \kappa \beta \\
\downarrow \\
\beta(t) < \frac{v \left( \sin \left( \frac{\beta(t_0)}{e} \right) - \sin(\alpha(t_0)) \right)}{\kappa \rho(t_0)}
\]
\[
+ \left( \frac{\beta(t_0)}{e} - \frac{v}{\kappa \rho(t_0)} \left( \sin \left( \frac{\beta(t_0)}{e} \right) - \sin(\alpha(t_0)) \right) \right) e^{-\kappa(t-t_1)}.
\]

Solving for \( t_2 \), when \( \beta(t_2) < 0 \),

\[
0 = \frac{v}{\kappa \rho(t_0)} \left( \sin(\alpha(t_0)) - \sin \left( \frac{\beta(t_0)}{e} \right) \right)
\]

\[
+ \left( \frac{\beta(t_0)}{e} - \frac{v}{\kappa \rho(t_0)} \left( \sin \left( \frac{\beta(t_0)}{e} \right) - \sin(\alpha(t_0)) \right) \right) e^{-\kappa(t_2-t_1)}
\]

\[
\downarrow
\]

\[
\frac{v}{\kappa \rho(t_0)} \left( \sin(\alpha(t_0)) - \sin \left( \frac{\beta(t_0)}{e} \right) \right)
\]

\[
= \left( \frac{\beta(t_0)}{e} - \frac{v}{\kappa \rho(t_0)} \left( \sin \left( \frac{\beta(t_0)}{e} \right) - \sin(\alpha(t_0)) \right) \right) e^{-\kappa(t_2-t_1)}
\]

\[
\downarrow
\]

\[
\frac{v}{\kappa \rho(t_0)} \left( \sin(\alpha(t_0)) - \sin \left( \frac{\beta(t_0)}{e} \right) \right)
\]

\[
= \left( \frac{\beta(t_0)\kappa \rho(t_0) - ve \left( \sin \left( \frac{\beta(t_0)}{e} \right) - \sin(\alpha(t_0)) \right) \right)}{e\kappa \rho(t_0)} e^{-\kappa(t_2-t_1)}
\]

\[
\downarrow
\]

\[
\frac{\beta(t_0)\kappa \rho(t_0) - ve \left( \sin \left( \frac{\beta(t_0)}{e} \right) - \sin(\alpha(t_0)) \right)}{ve \left( \sin(\alpha(t_0)) - \sin \left( \frac{\beta(t_0)}{e} \right) \right)} = e^{\kappa(t_2-t_1)}
\]

\[
\downarrow
\]

\[
t_2 = t_0 + \frac{1}{\kappa} \left( 1 + \ln \left( \frac{\beta(t_0)\kappa \rho(t_0)}{e \kappa \rho(t_0)} - 1 \right) \right).
\]

After \( t_1 \),

\[
\dot{\alpha} < \frac{v}{\rho(t_0)} \left( \sin \left( \frac{\beta(t_0)}{e} \right) - \sin(\alpha(t_0)) \right),
\]

until \( t_3 \) when

\[
\alpha^+(t_3) = \alpha(t_0) - \frac{v}{\rho(t_0)} \left( \sin(\alpha(t_0)) - \sin \left( \frac{\beta(t_0)}{e} \right) \right) (t_3 - t_1) = \frac{\pi}{2}
\]

\[
\downarrow
\]

\[
t_3 = t_0 + \frac{\rho(t_0)}{v} \left( \frac{\alpha(t_0) - \frac{\pi}{2}}{\sin(\alpha(t_0)) - \sin \left( \frac{\beta(t_0)}{e} \right)} + \frac{1}{\kappa} \right).
\]

Q.E.D.
Lemma 3.4.6 (State Y). If $\kappa > 2 \frac{v}{r_c}$, and

1. $\rho(t_0) = \rho_0 > r_c$,
2. $-\frac{\pi}{2} < \beta(t_0) \leq -\frac{\pi}{3}$,
3. $\frac{\pi}{2} \leq \alpha(t_0) < \pi$;

then

1. $t_1 = t_0 + \frac{1}{\kappa} \ln \left( \frac{3|\beta(t_0)|}{\pi} \right)$,
2. $t_2 = t_0 + \frac{1}{\kappa} \ln \left( \frac{2 \frac{v}{r_c} + \beta(t_0)}{2 \frac{v}{r_c} - \frac{\pi}{3}} \right)$,
3. $t_3 = t_0 + \frac{r_c}{v} \left( \frac{\alpha(t_0)}{2} - \frac{\pi}{4} \right)$,
4. $t_4 = t_0 + \frac{\rho_0}{v} \ln \left( \tan \left( \frac{\alpha(t_0)}{2} \right) \right)$;

and either

1. $\exists t_4 | t_0 \leq t_4 \leq \max \{ t_2, t_4 \}$ such that $\rho(t_*) = r_c$, or
2. $\exists t_4 | t_1 < t_4 \leq t_2$ such that $\beta(t_*) > -\frac{\pi}{3}$, or
3. $\exists t_4 | t_3 < t_4$ such that $\alpha(t_*) < \frac{\pi}{2}$.

Figure 3.15: Lemma 3.4.6 proof outline. $t_1$ and $t_2$ are calculated by the bounds on $\sin(\beta)$, while $t_3$ and $t_4$ are calculated by the bounds on $\sin(\alpha)$. A transition to state $Z$ must happen sometime between $t_1$ and $t_2$, while a transition to state $C_1$ must happen between $t_3$ and $t_4$, unless the agents captures the target before the transition.

Proof From Equation 2.4,

$$\dot{\rho} = v (\cos(\alpha) - \cos(\beta)) < 0,$$
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From Equation 2.5,
\[ \dot{\beta} = \frac{v}{\rho} \left( \sin(\beta) - \sin(\alpha) \right) - \kappa \beta \leq -\kappa \beta \leq 0; \]
\[ \dot{\beta} > -\frac{2v}{r_c} - \kappa \beta; \]
\[ -2 \frac{v}{\kappa r_c} + \left( \beta(t_0) + 2 \frac{v}{\kappa r_c} \right) e^{-\kappa(t-t_0)} = \beta^-(t) < \beta(t) \leq \beta^+(t) = \beta(t_0) e^{-\kappa(t-t_0)}. \]
Therefore, \( \beta \) grows, and may reach \( -\frac{\pi}{3} \) by \( t_1 \),
\[ \beta^+(t_1) = \beta(t_0) e^{-\kappa(t_1-t_0)} = -\frac{\pi}{3} \]
\[ t_1 = t_0 + \frac{1}{\kappa} \ln \left( \frac{3|\beta(t_0)|}{\pi} \right); \]
and by \( t_2, \beta(t_2) \) must be greater than \( -\frac{\pi}{7} \),
\[ \beta(t_2) > \beta^-(t_2) = -2 \frac{v}{\kappa r_c} + \left( \beta(t_0) + 2 \frac{v}{\kappa r_c} \right) e^{-\kappa(t_2-t_0)} = -\frac{\pi}{3} \]
\[ t_2 = t_0 + \frac{1}{\kappa} \ln \left( \frac{2 \frac{v}{\kappa r_c} + \beta(t_0)}{2 \frac{v}{\kappa r_c} - \frac{\pi}{3}} \right) \]
(3.21)

From Equation 2.3,
\[ \dot{\alpha} = \frac{v}{\rho} \left( \sin(\beta) - \sin(\alpha) \right) < -\frac{v}{\rho_0} \sin(\alpha) \leq 0; \]
\[ \dot{\alpha} > -\frac{2v}{r_c}; \]
\[ \alpha(t_0) - 2 \frac{v}{r_c} (t - t_0) = \alpha^-(t) < \alpha(t) < \alpha^+(t) = -2 \arccot \left( -\cot \left( \frac{\alpha(t_0)}{2} \right) e^{\frac{\pi}{4}(t-t_0)} \right). \]
We can now find \( t_3 \), the earliest point at which \( \alpha \) might cross below \( \frac{\pi}{7} \).
\[ \alpha^-(t_3) = \alpha(t_0) - 2 \frac{v}{r_c} (t_2 - t_0) = \frac{\pi}{2} \]
\[ t_3 = t_0 + \frac{r_c}{v} \left( \frac{\alpha(t_0)}{2} - \frac{\pi}{4} \right); \]
and $t_4$, after which $\alpha$ must be less than $\frac{\pi}{2}$,

$$\alpha^+(t_4) = -2 \arccot \left( -\cot \left( \frac{\alpha(t_0)}{2} \right) e^{\frac{\rho_0}{v}(t_4-t_0)} \right) = \frac{\pi}{2}$$

\[\Downarrow\]

$$\cot \left( \frac{\alpha(t_0)}{2} \right) e^{\frac{\rho_0}{v}(t_4-t_0)} = \cot \left( \frac{\pi}{4} \right) = 1$$

\[\Downarrow\]

$$t_4 = t_0 + \frac{\rho_0}{v} \ln \left( \tan \left( \frac{\alpha(t_0)}{2} \right) \right),$$

Q.E.D.

**Lemma 3.4.7 (State Z).** If $\kappa > 2\frac{v}{r_c}$, and

1. $\rho(t_0) > r_c$,
2. $-\frac{\pi}{3} < \beta(t_0) < 0$,
3. $\frac{\pi}{2} \leq \alpha(t_0) < \pi$;

then

1. $t_1 = t_0 + \frac{r_c}{v} \left( \frac{\alpha(t_0)}{2} - \frac{\pi}{4} \right)$,
2. $t_2 = t_0 + \frac{\rho(t_0)}{v} \ln \left( \tan \left( \frac{\alpha(t_0)}{2} \right) \right)$;

and either

1. $\exists t_\ast \mid t_0 \leq t_\ast \leq t_2$ such that $\rho(t_\ast) = r_c$, or
2. $\exists t_\ast \mid t_1 < t_\ast < t_2$ such that $\alpha(t_\ast) < \frac{\pi}{2}$.

**Proof** From Equation 2.4,

$$\dot{\rho} = v (\cos(\alpha) - \cos(\beta)) < 0,$$

From Equation 2.5,

$$\dot{\beta} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) - \kappa \beta \leq -\kappa \beta \leq 0;$$

$$\Rightarrow \dot{\beta} > -2 \frac{v}{r_c} - \kappa \beta;$$

\[\Downarrow\]

$$-2 \frac{v}{\kappa r_c} + \left( \beta(t_0) + 2 \frac{v}{\kappa r_c} e^{-\kappa(t-t_0)} \right) e^{-\kappa(t-t_0)} = \beta^-(t) < \beta(t) \leq \beta^+(t) = \beta(t_0)e^{-\kappa(t-t_0)}.$$
Figure 3.16: Lemma 3.4.7 proof outline. We calculate $t_1$ and $t_2$ from the bounds on $\alpha$. By $t_2$, the system must transition to state $C_1$.

Therefore, $\beta$ is asymptotically locked between $0$ and $-2\frac{v}{\kappa r_c} > -1$, and

$$-\frac{\sqrt{3}}{2} < \sin(1) < -\sin\left(2\frac{v}{\kappa r_c}\right) < \sin(\beta) < 0.$$

From Equation 2.3,

$$\dot{\alpha} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) < -\frac{v}{\rho_0} \sin(\alpha) < 0;$$

$$\dot{\alpha} > -\frac{2v}{r_c};$$

$$\downarrow$$

$$\alpha(t_0) - 2\frac{v}{r_c} (t - t_0) = \alpha^-(t) < \alpha(t) < \alpha^+(t) = -2 \arccot \left( -\cot\left(\frac{\alpha(t_0)}{2}\right) e^{\frac{v}{\rho_0} (t-t_0)} \right).$$

Let $t_1, t_2$ the earliest and latest points at which $\alpha$ can cross below $\frac{\pi}{2}$.

$$\alpha^-(t_1) = \alpha(t_0) - 2\frac{v}{r_c} (t_1 - t_0) = \frac{\pi}{2}$$

$$\downarrow$$

$$t_1 = t_0 + \frac{r_c}{v} \left(\frac{\alpha(t_0)}{2} - \frac{\pi}{4}\right);$$

$$\alpha^+(t_2) = -2 \arccot \left( -\cot\left(\frac{\alpha(t_0)}{2}\right) e^{\frac{v}{\rho_0} (t_2-t_0)} \right) = \frac{\pi}{2}$$

$$\downarrow$$

$$\cot\left(\frac{\alpha(t_0)}{2}\right) e^{\frac{v}{\rho_0} (t_2-t_0)} = \cot\left(\frac{\pi}{4}\right) = 1$$

$$\downarrow$$
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\[ t_2 = t_0 + \frac{\rho_0}{v} \ln \left( \tan \left( \frac{\alpha(t_0)}{2} \right) \right). \]

With the lemmas above we can extend Table 3.2 to include the new states and their transitions, and generate a new transition table, Table 3.4. Figure 3.17 illustrates how these adjustments fit into the graph \( \mathcal{G} \).

Figure 3.17: All states that have a path to the capture state.
<table>
<thead>
<tr>
<th>State</th>
<th>System Configuration</th>
<th>Exit Condition</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>$\pi / 2 \leq \beta \leq \pi$</td>
<td>$\rho = r_c$</td>
<td>Capture</td>
</tr>
<tr>
<td></td>
<td>$0 \leq \alpha(t) &lt; \beta(t) &lt; \frac{\pi}{2}$</td>
<td>$\alpha = \pi$</td>
<td>$A$</td>
</tr>
<tr>
<td></td>
<td>$0 &lt; -\alpha(t) \leq \beta(t) &lt; \frac{\pi}{2}$</td>
<td>$\beta(t) = \pi / 2$</td>
<td>$W$</td>
</tr>
<tr>
<td></td>
<td>$\beta = -\pi / 2$</td>
<td></td>
<td>$Y$</td>
</tr>
<tr>
<td>$W$</td>
<td>$0 &lt; \sin(\alpha) \leq \sin(\beta) &lt; 1$</td>
<td>$\rho = r_c$</td>
<td>Capture</td>
</tr>
<tr>
<td></td>
<td>$\sin(\beta) &lt; \sin(\frac{\pi}{2})$</td>
<td>$\sin(\alpha) = \sin(\beta)$</td>
<td>$X$</td>
</tr>
<tr>
<td></td>
<td>$\alpha = \pi, \frac{\pi}{3} \leq \beta &lt; \frac{\pi}{2}$</td>
<td></td>
<td>$Y^-$</td>
</tr>
<tr>
<td></td>
<td>$\alpha = \pi, 0 \leq \beta &lt; \frac{\pi}{3}$</td>
<td></td>
<td>$Z^-$</td>
</tr>
<tr>
<td>$X$</td>
<td>$0 \leq \sin(\beta) &lt; \sin(\alpha) \leq 1$</td>
<td>$\rho = r_c$</td>
<td>Capture</td>
</tr>
<tr>
<td></td>
<td>$\beta = 0$</td>
<td></td>
<td>$Z$</td>
</tr>
<tr>
<td></td>
<td>$\alpha = \pi / 2$</td>
<td></td>
<td>$B_1$</td>
</tr>
<tr>
<td>$Y$</td>
<td>$-\pi / 2 &lt; \beta \leq -\pi / 3$</td>
<td>$\rho = r_c$</td>
<td>Capture</td>
</tr>
<tr>
<td></td>
<td>$\alpha = \pi / 2$</td>
<td></td>
<td>$C_1$</td>
</tr>
<tr>
<td></td>
<td>$\beta = -\pi / 3$</td>
<td></td>
<td>$Z$</td>
</tr>
<tr>
<td>$Z$</td>
<td>$-\pi / 3 &lt; \beta &lt; 0$</td>
<td>$\rho = r_c$</td>
<td>Capture</td>
</tr>
<tr>
<td></td>
<td>$\alpha = \pi / 2$</td>
<td></td>
<td>$C_1$</td>
</tr>
</tbody>
</table>

Table 3.4: Capturing Extension Transitions of PCBOUP. The system configuration for these states includes $\frac{\pi}{2} \leq |\alpha| < \pi$.

Figure 3.17 shows all possible transitions between states that may eventually lead to capture; yet capture is not guaranteed, as can be seen in Figure 3.8, where the outer states have no path back to the capture state. To discover which initial configurations may lead to the capture state, we reverse the direction of the edges of the graph $G$ (Figure 3.17), and by doing so we reverse the transitions between systems states, in a manner that flows from the capture state to all possible initial conditions. We denote the reverse graph $G^-$. There is no path in $G^-$ from the capture state to the outer states $A, B, C, D, A^-, B^-, C^-, \text{ and } D^-$, so we discard these states.

Since we are dealing with bounds on the actual kinematics of the pursuing agent, we treat each reverse state as an addition of a region of uncertainty to $\Gamma$, i.e. for every state in $G^-$, when entering the state, we add the volume trapped between the bounds on $(\rho, \alpha, \beta)$ while in this state to $\Gamma$, since the configuration that led to capture must be in this volume, alongside configurations that did not result in capture. The uncertainty is a result of having the entire volume added to $\Gamma$ instead of only those configurations that ultimately resulted in capture.

**Lemma 3.4.8** (Reverse State $F$). Entering state $F$ in $G^-$ dilates the area of uncertainty by a circle with radius $r_c \ln \left(1 + \frac{\pi}{\pi - 2}\right) < \frac{4}{3} r_c$.

**Proof** We have shown in Lemma 3.4.3 that the maximal time spent in state $F$ is $T_F = \frac{r_c}{2v} \ln \left(\frac{2\beta_0 - 2}{\pi - 2}\right)$, where in this case $\beta_0$ is taken so $T_F$ could assume the maximal possible
value, i.e. $\beta_0 = \pi$, and therefore,

$$T_F = \frac{r_c}{2v} \ln \left( \frac{2\pi - 2}{\pi - 2} \right) = \frac{r_c}{2v} \ln \left( \frac{\pi - 2 + \pi}{\pi - 2} \right) = \frac{r_c}{2v} \ln \left( 1 + \frac{\pi}{\pi - 2} \right).$$

While in state $F$, $\cos(\beta) \leq 0$ and we have no information regarding $\alpha$, therefore from Equation 2.4,

$$\dot{\rho} < v (1 - \cos(\beta)) < 2v,$$

and

$$\Delta \rho < 2vT_F = r_c \ln \left( 1 + \frac{\pi}{\pi - 2} \right)$$

is the maximal addition to $\rho$ while the systems is in this state. The reverse flow terminates at this state and with $\beta = \pi$. Since $F$ and its symmetric state $F^-$ are the only sink states in $\mathcal{G}^-$ (Fig. 3.17), then any traversal on the graph must end with either, and with an addition of $\Delta \rho e^{i\Delta \alpha}$, $-\pi < \Delta \alpha \leq \pi$, to all points in the area of uncertainty, resulting in a dilation of the area of uncertainty by $r_c \ln \left( 1 + \frac{\pi}{\pi - 2} \right)$. ■

Lemma 3.4.9 (Reverse State $W$). If the system enters state $W$ in $\mathcal{G}^-$ at time $t_0 + T$ with $\alpha_1$, $\beta_1$, and $\rho_1$, and exits the state with $\alpha_0$, $\beta_0$, and $\rho_0$, then

1. $\alpha_1 - 0.15\pi < \alpha_0 < \alpha_1$
2. $\rho_0 < \rho_1 - 2v \cos(\alpha_1) \ln \left( \frac{\pi}{\pi - \alpha_1} \right)$.

Figure 3.18 shows the maximal difference in $\rho$ as function of the minimal $\alpha$.

![Figure 3.18: Reverse state $W$. Maximal magnitude and minimal $\alpha$](image)

Proof While in state $W$, $\alpha > \pi - \beta$. If entering state $W$ from state $X$, then $\alpha_1 = \pi - \beta_1$, otherwise, $\alpha_1 > \pi - \beta_1$. 65
Let $T$ be the maximal possible time spent in state $W$; then by Eq. 3.19,

$$\beta(t_0 + T) = \beta(t_0)e^{(\frac{\pi}{\alpha}-\kappa)T}$$

$$\Downarrow$$

$$T = \frac{r_c}{\kappa r_c - v} \ln \left( \frac{\beta_0}{\pi - \alpha_1} \right) < \frac{r_c}{v} \ln \left( \frac{\frac{\pi}{2}}{\pi - \alpha_1} \right).$$

Arbitrarily selecting $\hat{\alpha}_1 = (\pi - \frac{\pi}{2}e^{-1})$ we get an upper bound on the time spent in state $W$ for any $\frac{\pi}{2} < \alpha_1 \leq \hat{\alpha}_1$,

$$\hat{T} = \frac{r_c}{v} \ln \left( \frac{\frac{\pi}{2}}{\pi - \hat{\alpha}_1} \right) = \frac{r_c}{v} \ln \left( \frac{\frac{\pi}{2}}{\pi - \left(\frac{2e-1}{2e}\right)} \right) = \frac{r_c}{v}.$$

With $\hat{T}$ we can calculate the minimal possible $\alpha_0$ such that $\alpha_1 = \pi - \beta_1$,

$$\hat{\alpha} = \frac{v}{\hat{\rho}} (\sin(\beta) - \sin(\hat{\alpha}_1)) < \frac{v}{r_c} (1 - \sin(\hat{\alpha}_1))$$

$$\Downarrow$$

$$\alpha_1 < \alpha_0 + \frac{v}{r_c} (1 - \sin(\hat{\alpha}_1)) \hat{T} = \alpha_0 + (1 - \sin(\hat{\alpha}_1))$$

$$\Downarrow$$

$$\alpha_0 > \alpha_1 + \sin(\hat{\alpha}_1) - 1 > \alpha_1 - 0.15\pi.$$  

Also,

$$\dot{\rho} = v (\cos(\alpha) - \cos(\beta)) \geq v (\cos(\alpha_1) - \cos(\beta_1)) = v (\cos(\alpha_1) - \cos(\pi - \alpha_1)) = 2v \cos(\alpha_1)$$

$$\Downarrow$$

$$\rho_1 \geq \rho_0 + 2v \cos(\alpha_1)T,$$

and for $\frac{\pi}{2} < \alpha_1 \leq \hat{\alpha}_1$,

$$\rho_1 > \rho_0 + 2v \cos(\alpha_1)\hat{T} = \rho_0 + 2r_c \cos(\alpha_1)$$

$$\Downarrow$$

$$\rho_0 - \rho_1 < -2r_c \cos(\alpha_1).$$

If $\hat{\alpha}_1 < \alpha_1$, then $\beta < \frac{\pi}{2e}$, and if we restart the clock when $\beta = \frac{\pi}{2e}$, then $\beta_0 < \frac{\pi}{2e}$, and $\hat{\alpha}_1 - 0.15\pi < \alpha_0$. If we let another $\hat{T}$ go by, the maximal possible $\alpha_1$ becomes

$$\hat{T} = \frac{r_c}{v} \ln \left( \frac{\frac{\pi}{2}e^{-1}}{\pi - \hat{\alpha}_2} \right)$$
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\[ \dot{\alpha} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha_2)) < \frac{v}{r_c} \left( \sin \left( \frac{\pi}{2} e^{-1} \right) - \sin \left( \frac{\pi}{2} e^{-2} \right) \right) \]

\[ \alpha_1 < \alpha_0 + \frac{v}{r_c} \left( \sin \left( \frac{\pi}{2} e^{-1} \right) - \sin \left( \frac{\pi}{2} e^{-2} \right) \right) \]

\[ \dot{T} = \alpha_0 + \left( \sin \left( \frac{\pi}{2} e^{-1} \right) - \sin \left( \frac{\pi}{2} e^{-2} \right) \right) \]

\[ \alpha_0 > \alpha_1 + \sin \left( \frac{\pi}{2} e^{-2} \right) - \sin \left( \frac{\pi}{2} e^{-1} \right) > \alpha_1 - 0.11\pi. \]

Also,

\[ \dot{\rho} = v (\cos(\alpha) - \cos(\beta)) \geq 2v \cos(\alpha_1) \]

\[ \rho_1 \geq \rho_0 + 2v \cos(\alpha_1) T, \]

and for \( \hat{\alpha}_1 < \alpha_1 \leq \hat{\alpha}_2, \)

\[ \rho_1 > \rho_0 + 2v \cos(\alpha_1) \hat{T} = \rho_0 + 2r_c \cos(\alpha_1) \]

\[ \rho_0 - \rho_1 < -2r_c \cos(\alpha_1). \]

We can now restart the clock again and again until eternity, and the following will remain true:

1. \(-0.15\pi < \alpha_0 - \alpha_1 < 0\)
2. \(\rho_0 - \rho_1 < -2v \cos(\alpha_1) \ln \left( \frac{\pi}{\pi - \alpha_1} \right).\) \(\blacksquare\)

**Lemma 3.4.10** (Reverse State X). *If the system enters state X in \( \mathcal{G}^- \) at time \( t_0 + T \) with \( \alpha_1, \beta_1, \) and \( \rho_1, \) and exits the state at time \( t_0 \) with \( \alpha_0, \beta_0, \) and \( \rho_0, \) then*

1. \( \frac{\pi}{2} < \alpha_0 < \alpha_1, \) and
2. \( \rho_0 < 2.2\rho_1 + 0.33r_c. \)

**Proof** State X exits, according to Lemma 3.4.5, in either \( t_3, t_2, \) or sooner if capture occurs. For convenience, we choose \( t_2, \) though it might take longer than \( t_3. \)

\[ t_3 = t_0 + \frac{\rho(t_0)}{v} \frac{\alpha(t_0) - \frac{\pi}{2}}{\sin(\alpha(t_0)) - \sin \left( \frac{\beta(t_0)}{e} \right)} + \frac{1}{\kappa}. \]
During this time $\alpha$ shrinks, 
\[ \frac{\pi}{2} \leq \alpha_1 < \alpha_0 \]
and so does $\rho$,
\[ \dot{\rho} = v (\cos(\alpha) - \cos(\beta)) < v \left( \cos \left( \frac{\pi}{2} \right) - \cos (\beta(t_0)) \right) = -v \cos (\beta(t_0)), \]
\[ \dot{\rho} \geq v (\cos(\alpha(t_0)) - \cos (0)) = v (\cos (\alpha(t_0)) - 1) \]
\[ \downarrow \]
\[ v (\cos (\alpha(t_0)) - 1) (t_3 - t_0) \leq \rho_1 - \rho_0 < -v \cos (\beta(t_0)) (t_3 - t_0). \]
\[ \downarrow \]
\[ \rho_0 \leq \rho_1 + v (1 - \cos (\alpha(t_0))) (t_3 - t_0) \]

The only entry into state $X$ from another state happens from state $W$, in the moment $\beta(t_0) < \pi - \alpha(t_0)$, just after $\beta(t_0) = \pi - \alpha(t_0)$. Exit will happen either to $Z$ with $\beta = 0$, $B_1$ with $\alpha = \frac{\pi}{2}$, or capture. In any of these cases, a transition will happen before the time it takes for the case in which $\alpha_0 = \pi - \beta_0 = \frac{3}{4} \pi$, since $\dot{\beta} < \dot{\alpha} < 0$ while in this state, and for any $\alpha_0 = \pi - \beta_0 > \frac{3}{4} \pi$, $\beta$ will reach zero faster, and for any $\alpha_0 = \pi - \beta_0 > \frac{3}{4} \pi$, $\alpha$ will reach $\frac{\pi}{2}$ faster.

Therefore,
\[ \rho_0 \leq \rho_1 + v (1 - \cos (\alpha(t_0))) (t_3 - t_0) \]
\[ \leq \rho_1 + v \left( 1 - \cos \left( \frac{3}{4} \pi \right) \right) \left( t_0 + \frac{\rho(t_0)}{v} \frac{\alpha(t_0)}{\sin (\alpha(t_0))} - \frac{\pi}{\kappa} - t_0 \right) \]
\[ \downarrow \]
\[ = \rho_1 + \left( 2 - \sqrt{2} \right) \frac{\pi \rho_0}{\sqrt{2} - 2 \sin (\frac{\pi}{4})} + \frac{v}{2 \kappa} \left( 2 - \sqrt{2} \right) \]
\[ \rho_0 \left( 1 + \frac{\pi}{4} \sqrt{2} - 2 \sin (\frac{\pi}{4}) \right) \leq \rho_1 + \frac{v}{2 \kappa} \left( 2 - \sqrt{2} \right) < \rho_1 + \frac{r_c}{4} \left( 2 - \sqrt{2} \right) \]
\[ \downarrow \]
\[ \rho_0 < \frac{4 \sqrt{2} - 8 \sin (\frac{\pi}{4})}{\left( 4 + \pi \right) \sqrt{2} - 8 \sin (\frac{\pi}{4}) - 2 \pi} \rho_1 + \frac{\left( \sqrt{2} - 2 \sin (\frac{\pi}{4}) \right) \left( 2 - \sqrt{2} \right)}{4 + \pi} \]
\[ < 2.2 \rho_1 + 0.33 r_c \]

Q.E.D.

**Lemma 3.4.11** (Reverse State $Y$). If the system enters state $Y$ in $G^-$ at time $t_1 = t_0 + T$ with $\alpha_1$, $\beta_1$, and $\rho_1$, and exits the state at time $t_0$ with $\alpha_0$, $\beta_0$, and $\rho_0$, then

1. $t_1 - t_0 = \frac{1}{\kappa} \ln \left( \frac{2 \sqrt{2} - 2}{2 \sqrt{2} - 3} \right)$.
2. \( \frac{\pi}{2} \leq \alpha(t_0 + T) = \alpha_1 < \alpha(t) < \alpha(t_0) = \alpha_0 < \pi, \) and

3. \( \rho_0 < \rho_1 + 2r_c. \)

**Proof** The maximal time spent in state Y is the time required for the lower bound on \( \beta(t) \), starting at \(-\frac{\pi}{2}\), to reach \(-\frac{\pi}{3}\), i.e. \( \beta_1 > -\frac{\pi}{3} \). From Eq. 3.21,

\[
T = \frac{1}{\kappa} \ln \left( \frac{2 \frac{\nu}{\kappa r_c} - \frac{\pi}{2}}{2 \frac{\nu}{\kappa r_c} - \frac{\pi}{3}} \right).
\]

\( \alpha \) shrinks, therefore

\( \frac{\pi}{2} \leq \alpha(t_0 + T) < \alpha(t) < \alpha(t_0) < \pi. \)

The maximal \( \rho_0 \) as a function of \( \rho_1 \) can be computed,

\[
\dot{\rho} > v \left( \cos(\alpha_0) - \cos\left(-\frac{\pi}{3}\right) \right) = v \left( \cos(\alpha_0) - \frac{1}{2} \right)
\]

\[
\downarrow
\]

\[
\rho_1 > \rho_0 + v \left( \cos(\alpha_0) - \frac{1}{2} \right) T
\]

\[
\downarrow
\]

\[
\rho_0 < \rho_1 - v \left( \cos(\alpha_0) - \frac{1}{2} \right) \frac{1}{\kappa} \ln \left( \frac{2 \frac{\nu}{\kappa r_c} - \frac{\pi}{2}}{2 \frac{\nu}{\kappa r_c} - \frac{\pi}{3}} \right)
\]

\[
< r(t_0 + T) - \frac{r_c}{2} \left( \cos(\alpha(t_0)) - \frac{1}{2} \right) \ln \left( \frac{1 - \frac{\pi}{2}}{1 - \frac{\pi}{3}} \right)
\]

\[
\downarrow
\]

\[
\rho_0 - \rho_1 < \frac{r_c}{2} \left( \frac{1}{2} - \cos(\alpha(t_0)) \right) \ln \left( \frac{1 - \frac{\pi}{2}}{1 - \frac{\pi}{3}} \right).
\]

Since \( \alpha_0 < \pi, \)

\[
\rho_0 < \rho_1 + \frac{3}{4} \ln \left( \frac{1 - \frac{\pi}{2}}{1 - \frac{\pi}{3}} \right) r_c < \rho_1 + \frac{3}{4} \ln \left( \frac{1 - \frac{\pi}{2}}{1 - \frac{\pi}{3}} \right) r_c < \rho_1 + 2r_c
\]

**Lemma 3.4.12** (Reverse State Z). If the system enters state Z in \( G^- \) at time \( t_1 = t_0 + T \) with \( \alpha_1, \beta_1, \) and \( r_1 \), and exits the state with \( \alpha_0, \beta_0, \) and \( r_0 \), then \( \alpha_0 > 2 \arccot \left( \cot \left( \frac{\alpha_1}{2} \right) e^{-2} \right) \).

**Proof** The maximal possible time to remain in state Z is the amount of time to capture the target if the state never exits.

\[
\dot{\rho} = v(\cos(\alpha) - \cos(\beta)) < v \left( 0 - \cos\left(\frac{\pi}{3}\right) \right) = -\frac{v}{2}
\]
Figure 3.19: Reverse state $Z$. Maximal magnitude and minimal $\alpha_0, (\rho_0 - \rho_1)e^{i(\pi - \alpha_0)}$.

Downward

$T = 2\frac{\rho_0}{v}$.

According to the proof of Lemma 3.4.7,

$\alpha_1 < \alpha^+(t) = -2 \arccot \left(-\cot \left(\frac{\alpha(t_0)}{2}\right) e^2\right)$.

Downward

$2 \arccot \left(\cot \left(\frac{\alpha_1}{2}\right) e^{-2}\right) < \alpha_0$.

**Corollary 3.10 (Reverse State $B_1$).** If the system enters state $B_1$ in $\mathcal{G}^-$ at time $t_0 + T$ with $\alpha_1, \beta_1,$ and $\rho_1$, and exits the state at time $t_0$ with $\alpha_0, \beta_0$, and $\rho_0$, then

1. $\rho^-(t_0 + \frac{1}{\kappa}) = \rho(t_0) - \frac{v}{\kappa} (1 - \cos(\alpha(t_0)))$,

2. $a = \kappa \frac{v}{\rho^-(t_0 + \frac{1}{\kappa})} = \frac{v}{\rho(t_0)} \kappa - \frac{1}{\rho(t_0)} (1 - \cos(\alpha(t_0)))$,

3. $b = \frac{\beta(t_0) + a \left(\sin(\alpha(t_0)) - \sin \left(\frac{\beta(t_0)}{e}\right)\right)}{\sin(\alpha(t_0)) - \sin \left(\frac{\beta(t_0)}{e}\right)}$,

4. $t_2 = t_0 + \frac{1}{\kappa} \ln(b)$,

5. $\alpha^-(t_2) = \alpha(t_0) + \left(\frac{1}{e} + b\right) \beta(t_0) + a \left(\sin(\alpha(t_0)) - \sin \left(\frac{\beta(t_0)}{e}\right)\right) (1 - b - \ln(b))$,

6. $\beta^+(t_2) = \frac{\beta(t_0)}{b}$,

7. $t_3 = t_2 - \frac{1}{\kappa} \ln \left(\frac{2v}{\kappa \rho(t_0)} \cos \left(\frac{\alpha(t_0) + \beta^+(t_2)}{2}\right) \sin \left(\frac{\alpha^-(t_2) - \beta^+(t_2)}{2}\right) \right)$,
8. $0 < \alpha_0 < \frac{\pi}{2}$, and 
9. $\rho_0 < \rho_1 + v(t_3 - t_0)$.

**Proof** From the proof of Lemma 3.3.3.

**Note.** State $A_1$, which is only accessible from State $B_1$ in $G^-$, increases $\rho$, i.e. $\rho_0 < \rho_1$, and therefore does not contribute to $\Gamma$.

**Lemma 3.4.13** (Reverse State $C_1$). *If the system enters state $C_1$ in $G^-$ at time $t_0 + T$ with $\alpha_1, \beta_1, \text{and} \rho_1$, and exits the state at time $t_0$ with $\alpha_0, \beta_0, \text{and} \rho_0$, then*

1. $\alpha_0 = \frac{\pi}{2}$, and 
2. $\rho_0 < 14r_c$.

**Proof** When in State $C_1$, $\alpha$ shrinks. Let $T = t_1 - t_0$ be a constant time interval, then

$$\dot{\rho} = v(\cos(\alpha) - \cos(\beta)) > v(\cos(\alpha_0) - \cos(0))$$

$$\Downarrow$$

$$\rho_1 > \rho_0 + v(\cos(\alpha_0) - 1)T = \rho_0 - 2v\sin^2\left(\frac{\alpha_0}{2}\right)T > \rho_0 - v\tan\left(\frac{\alpha_0}{2}\right)T.$$ 

As discovered in Lemma 3.3.4,

$$\dot{\alpha} = \frac{v}{\rho} (\sin(\beta) - \sin(\alpha)) \leq -\frac{v}{\rho_0} \sin(\alpha)$$

$$\Downarrow$$

$$\tan\left(\frac{\alpha(t)}{2}\right) < \tan\left(\frac{\alpha_0}{2}\right) e^{-\frac{v}{\rho_0}(t-t_0)}$$

$$\Downarrow$$

$$\tan\left(\frac{\alpha_1}{2}\right) < \tan\left(\frac{\alpha_0}{2}\right) e^{-\frac{v}{\rho_0}T}.$$ 

Arbitrarily choosing $T = \frac{\alpha_0}{v} \ln(4)$, we get

$$\tan\left(\frac{\alpha_1}{2}\right) < \tan\left(\frac{\alpha_0}{2}\right) e^{-\frac{v}{\rho_0} \frac{\alpha_0}{v} \ln(4)} = \frac{1}{4} \tan\left(\frac{\alpha_0}{2}\right).$$

Note that since $\rho$ shrinks in State $C$, then $e^{-\frac{v}{\rho_i} \frac{\alpha_0}{v} \ln(4)} < \frac{1}{4}, \forall i$, and therefore,

$$\rho_2 > \rho_1 - v \tan\left(\frac{\alpha_1}{2}\right)T > \rho_0 - v \tan\left(\frac{\alpha_0}{2}\right)T - v \tan\left(\frac{\alpha_1}{2}\right)T$$

$$= \rho_0 - \rho_0 \ln(4) \left(\tan\left(\frac{\alpha_0}{2}\right) + \tan\left(\frac{\alpha_1}{2}\right)\right) > \rho_0 - \rho_0 \ln(2) \tan\left(\frac{\alpha_0}{2}\right) \left(1 + \frac{1}{4}\right)$$

$$\Downarrow$$
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\[
\rho_n > \rho_0 \left(1 - \ln(2) \tan \left(\frac{\alpha_0}{2}\right) \sum_{i=0}^{n-1} \frac{1}{4^i}\right)
\]

\[\downarrow\]

\[
\rho_\infty > \rho_0 \left(1 - \ln(2) \tan \left(\frac{\alpha_0}{2}\right) \sum_{i=0}^{\infty} \frac{1}{4^i}\right) = \rho_0 \left(1 - \frac{4}{3} \ln(2) \tan \left(\frac{\alpha_0}{2}\right)\right),
\]

and the maximal contribution of State \(C_1\) to \(\Gamma\) is if \(\alpha_0 = \frac{\pi}{2}\) and the system remained in State \(C_1\) until the end of time. Note that transitioning to \(D_1\) would not contribute to \(\Gamma\), as \(\rho\) increases in State \(D_1\), therefore

\[
\rho_\infty = r_c > \rho_0 \left(1 - \frac{4}{3} \ln(2) \tan \left(\frac{\pi}{4}\right)\right)
\]

\[\downarrow\]

\[
\rho_0 < \frac{r_c}{\left(1 - \frac{4}{3} \ln(2) \tan \left(\frac{\pi}{4}\right)\right)} < 14r_c
\]

Q.E.D.

\[\blacksquare\]

**Theorem 3.11.** A bounded subspace \(\Gamma(\kappa, v, r_c) \subset ([0, \infty), (-\pi, \pi], (-\pi, \pi))\) exists, such that if an agent \((2.1)\) governed by the bearing-only control law \((3.5)\) with \(\kappa > 2\frac{v}{r_c}\), in pursuit of a target moving in a straight line \((3.3)\) ultimately captures the target, then the agent’s initial configuration \((\rho_0, \alpha_0, \beta_0) \in \Gamma\).

**Proof** Lemmas 3.4.1 - 3.4.13 prove that for each state that the system passed through on the way to reach the capture state, the entry coordinates were limited as a function of the exit coordinates. Each of the states adds an area to \(\Gamma\). According to the previous lemmas, Figure 3.20 shows all possible paths in \(G^-\). Having a finite set of paths, where each of the nodes contributes a bounded addition to \(\Gamma\), concludes this proof. \[\blacksquare\]
Figure 3.20: All Possible Paths in the Reverse Flow Graph $G^-$. 
3.5 Simulation

(a) The agents turn to face the target.

(b) Some agents capture the target.

(c) Agents that fell behind the target asymptotically align their velocities with that of the target.

Figure 3.21: Simulation results showing that with $\kappa = \frac{2v}{r_c}$, all agents either capture the target or track it.

Using NetLogo\cite{wil99} to simulate our model (available at our laboratory’s website\footnote{https://mars.cs.technion.ac.il/simulations/}), we can illustrate our findings from the previous sections. Fig. 3.21 shows a simulation run with 20 agents with randomly generated initial conditions $(\rho(t_0), \alpha(t_0), \beta(t_0))$ and uniform parameters $(v, r_c, \kappa) = \left(1, 30, \frac{1}{15}\right)$ in pursuit of a single target. The target
is a circle with radius $r_c$. The simulation confirms our analysis, that those agents that do not capture the target fall behind it and gradually align their velocity with the target’s velocity. The figure shows one simulation run at three consecutive moments. Fig. 3.21a shows the pursuers near their initial positions, scattered randomly on the plane. Fig. 3.21b shows the first agents capturing the target, while Fig. 3.21c shows the pursuers settling into tracking the target.

To investigate which initial conditions lead to capturing the target rather than tracking it, we generated the simulation presented in Fig. 3.22. In the simulation we sent 400 agents to chase after the same linearly moving target with uniform parameters $(v, r_c, \kappa) = (1, 30, \frac{1}{15})$ and initial conditions $(\alpha(t_0), \beta(t_0), r(t_0))$, such that all agents share the same $\beta(t_0)$ and have varying $\alpha(t_0)$ and $r(t_0)$ according to their initial position. The darker regions mark the initial positions (determined by $\alpha(t_0)$ and $r(t_0)$) of agents that eventually captured the target, while lighter regions those of agents that ended up tracking the target instead. We noticed that $\beta(t_0)$ plays an important role in shaping the capture region, albeit to a lesser extent than $\alpha(t_0)$ and $r(t_0)$. For instance, in the simulation that resulted in Fig. 3.22a, all the pursuing agents were initialized with $\beta(t_0) = 0$, meaning the target was straight ahead of every agent at $t = t_0$. Notice that the capture region for this experiment is smaller, perhaps counter-intuitively, than the capture region of the experiment in Fig. 3.22c, where all agents were initialized with a heading opposite to where the target was. Arguably less surprising is the result shown in Fig. 3.22b, where the initial bias of $90^\circ$ caused the agents beginning their chase directly under the target to go in the opposite direction of the target, missing their chance to capture, while the agents starting directly above the target started their chase with their velocity parallel to that of the target, allowing them to adjust their alignment without falling far behind the target. The overall observed result in the $\beta(t_0) = \frac{\pi}{2}$ case is a bias of the entire capture region towards the upper part of the experiment arena.
Figure 3.22: Capture Regions. The markers are drawn in the initial locations $p_{at}(t_0) = r(t_0)e^{i(\alpha(t_0) - \pi)} = -p_{ta}(t_0)$ of each of the agents participating in the experiment. Dark markers represent initial conditions that resulted in capture of the target, while light markers represent initial conditions that resulted in tracking of the target instead. The target’s initial location is in the center of the arena.
Chapter 4

Homing of Unicycle Agents with Crude Sensing Capabilities

In this chapter we use our method, presented in Chapter 2, to generate a state machine with which we solve the homing problem of Unicycle-Agents with Crude Sensing over a Limited Sector of Visibility (UCSLSV). The homing problem is a variation of the pursuit problem, discussed in the previous chapter, where the target is stationary, and referred to as a beacon. The agent in this chapter does not acquire an exact reading of the bearing towards the beacon, but instead has only a crude sensor only capable of detecting whether the beacon is within a limited sector centered at the agent’s velocity direction, i.e. front.

4.1 Unicycle-Agents with Crude Sensing over a Limited Sector of Visibility

An agent with constant speed unicycle kinematics switches between two rotation rates: a mild rotation rate if the agent detects a stationary beacon in its limited visibility sector, and a severe rotation rate if it doesn’t.

Figure 4.1 illustrates the following description. Let a stationary beacon reside on the origin. An agent with a forward facing sensor, with a sensing sector with a central angle $\sigma$, $0 < \sigma < \pi$, can either sense the beacon, if $0 \leq \beta < \frac{\sigma}{2}$, or not if $\frac{\sigma}{2} \leq |\beta| \leq \pi$. The agent’s steering is controlled by the following, simple, equation,

$$\omega = \begin{cases} \frac{v}{r} & 0 \leq |\beta| < \frac{\sigma}{2} \\ \frac{v}{r} \quad \frac{\sigma}{2} \leq |\beta| \leq \pi & 0 < r < R. \end{cases} \quad (4.1)$$
This variation of the Unicycle Pursuit problem poses the question that is always of interest in pursuit problems: under what conditions is it guaranteed that the agent captures the target, or in this case, reaches the beacon. It turns out that most cases do not result in actually reaching the beacon, yet if $0 < \sigma < \pi$ and $0 < r < R < \infty$, then the agent falls into and remains within a compact space containing the beacon in finite time, as formalized in the following statement.

### 4.1.1 UCSLSV Problem Statement

An agent with kinematics (2.1) with constant speed $v$ switches its rotation rate according to its perception of a stationary beacon (4.1). Describe the agent’s trajectory and find $T$ and a compact subspace $D \subset \mathbb{R}^2$ containing the agent’s trajectory $\forall t > T$, such that

$$(1 - \cos \left( \frac{\sigma}{2} \right)) r \leq \rho(t) \leq \left(1 + \cos \left( \frac{\sigma}{2} \right) \right) r.$$ 

### 4.2 System States

The first step, prescribed by Algorithm 2.1, is to categorize the relationship between the agent and its target, the beacon in this instance, by unique conditions on $(\rho, \alpha, \beta)$, which vary form the those of the previous chapter due to the different control law, and the target being stationary.

For instance, the definition for $\alpha$ remains the same, but the expression changes to

$$\tan (\alpha) = \frac{y}{x};$$  \hspace{1cm} (4.2)
also,
\[ \dot{\alpha} = \frac{v}{\rho} \sin (\beta), \]  
(4.3)
\[ \dot{\rho} = -v \cos (\beta), \]  
(4.4)
and
\[ \dot{\beta} = \dot{\alpha} - \dot{\theta} = \frac{v}{\rho} \sin (\beta) - \omega \]
\[ \downarrow \]
\[ \dot{\beta} = \begin{cases} 
\frac{v}{\rho} \sin (\beta) - \frac{v}{R} & 0 \leq |\beta| < \frac{\sigma}{2} \\
\frac{v}{\rho} \sin (\beta) - \frac{v}{r} & \frac{\sigma}{2} \leq |\beta| \leq \pi.
\end{cases} \]  
(4.5)
To categorize the conditions on \((\rho, \alpha, \beta)\), we start with \(\dot{\beta}\) to see when \(\beta\) grows or shrinks.
Assuming \(0 \leq |\beta| < \frac{\sigma}{2}\), we test when \(\dot{\beta} = 0\),
\[ \dot{\beta} = \frac{v}{\rho} \sin (\beta) - \frac{v}{R} = 0 \]
\[ \downarrow \]
\[ 0 \leq \rho = R \sin (\beta) < R \sin \left( \frac{\sigma}{2} \right), \]
and we classify all configurations with \(0 \leq \rho < R \sin (\frac{\sigma}{2})\) and \(0 \leq |\beta| < \frac{\sigma}{2}\) as State A, while all configurations with \(R \sin (\frac{\sigma}{2}) \leq \rho\) and \(0 \leq |\beta| < \frac{\sigma}{2}\) are classified as State B.
Similarly for \(\frac{\sigma}{2} \leq |\beta| \leq \pi\),
\[ \dot{\beta} = \frac{v}{\rho} \sin (\beta) - \frac{v}{r} = 0 \]
\[ \downarrow \]
\[ 0 \leq \rho = r \sin (\beta) \leq r, \]
we classify all configurations with \(0 \leq \rho \leq r\) and \(\frac{\sigma}{2} \leq |\beta| \leq \pi\) as State a, while all configurations with \(r \leq \rho\) and \(\frac{\sigma}{2} \leq |\beta| \leq \pi\) are classified as State b.
Table 4.1 lists the system states.

4.3 State Transitions
The following lemmas detail the exit conditions of the states in Table 4.1.

**Lemma 4.3.1** (State B Exit Conditions). If
1. \(R \sin \left( \frac{\sigma}{2} \right) \leq \rho(t_0)\), and
2. \(-\frac{\sigma}{2} < \beta(t_0) < \frac{\sigma}{2}\);
\[ 0 \leq \rho < R \sin \left( \frac{\sigma}{2} \right) \text{ and } -\frac{\sigma}{2} < \beta < \frac{\sigma}{2} \]

\[ 0 \leq \rho < R \sin \left( \frac{\sigma}{2} \right) \text{ and } -\frac{\sigma}{2} < \beta < \frac{\sigma}{2} \]

\[ R \sin \left( \frac{\sigma}{2} \right) \leq \rho \text{ and } -\frac{\sigma}{2} < \beta < \frac{\sigma}{2} \]

\[ r \leq \rho \text{ and } \frac{\sigma}{2} \leq |\beta| \leq \pi \]

Table 4.1: System States of the Unicycle-Agents with Crude Sensing over a Limited Sector of Visibility Homing Problem.

then

1. \( t_1 = t_0 + \frac{B}{v} \sigma \),

and

1. \( \exists t_*, \ t_0 < t_* \leq t_1, \ |\beta(t_*)| = -\frac{\sigma}{2}, \ or \)

2. \( \exists t_*, \ t_0 < t_* \leq t_1, \ |\rho(t_*)| = R \sin \left( \frac{\sigma}{2} \right) \).

Proof while in State B, \( \beta \) shrinks,

\[ \rho > R \sin \left( \frac{\sigma}{2} \right) ; \beta < \frac{\sigma}{2} \]

\[ \dot{\beta} = \frac{v}{\rho} \left( \sin (\beta) - \frac{\rho}{R} \right) < \frac{v}{\rho} \left( \sin (\beta) - \sin \left( \frac{\sigma}{2} \right) \right) < 0, \]

and \( \rho \) shrinks as well,

\[ 0 < \cos \left( \frac{\sigma}{2} \right) < \cos (\beta) \leq 1, \]

\[ \rho(t_0) - v(t - t_0) \leq \rho(t) < \rho(t_0) - v \cos \left( \frac{\sigma}{2} \right) (t - t_0) < \rho(t_0). \]

Exiting State B is therefore possible only if \( \beta < -\frac{\sigma}{2} \), or \( \rho < R \sin \left( \frac{\sigma}{2} \right) \).

The maximal time spent in state B is the maximal amount of time the beacon can stay in the agent’s sector of visibility, i.e., the time it takes for the beacon to cross from
one side of the sector to the other while still in State $B$. Let $t_0$ and $t_1$ denote the entry time and exit time such that $T_B = t_1 - t_0$ is maximal,

$$\dot{\theta} = \dot{\alpha} - \dot{\beta} = \frac{v}{R}$$

$$\theta(t) = \theta(t_0) + \frac{v}{R}(t - t_0);$$

$$\theta(t_1) - \theta(t_0) = \sigma$$

$$\frac{v}{R}(t_1 - t_0) = \frac{v}{R}T_B = \sigma$$

$$T_B = \frac{R}{v} \sigma.$$}

If entering State $B$ with $\beta(t_0) = \frac{\sigma}{2}$ and leaving with $\beta(t_1) = -\frac{\sigma}{2}$ and $\rho(t_1) \geq R \sin\left(\frac{\sigma}{2}\right)$, then

$$\rho(t_0) - \rho(t_1) = 2R \sin\left(\frac{\sigma}{2}\right),$$

see Figure 4.2.

Figure 4.2: Transitions from states $B$ and $b$, while $\rho(t) > R \sin\left(\frac{\sigma}{2}\right)$.  
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Lemma 4.3.2 (State $b$ Exit Conditions). If

1. $r \leq \rho(t_0)$, and
2. $\frac{\sigma}{2} \leq |\beta(t_0)| \leq \pi;$

then

1. $t_1 = t_0 + \frac{r}{v} (2\pi - \sigma),$

and

1. $\exists t_s, t_0 < t_s \leq t_1, \; |\beta(t_s)| < \frac{\sigma}{2},$ or
2. $\exists t_s, t_0 < t_s \leq t_1, \; |\rho(t_s)| < r,$ or
3. $\exists t_2, t_0 < t_2 \leq t_1, \; |\beta(t_2)| = \frac{\pi}{2}$ and $\rho(t_2) = r$, and $\beta(t) = \frac{\pi}{2}$ and $\rho(t) = r \; \forall t \geq t_2.$

Proof while in State $b$, $\beta$ almost always shrinks,

\[
\rho \geq r; \; \frac{\sigma}{2} \leq |\beta| \leq \pi
\]

⇓

\[
\dot{\beta} = \frac{v}{\rho} \left( \sin (\beta) - \frac{\rho}{r} \right) \leq 0,
\]

Exiting State $b$ is therefore possible only if $\beta < \frac{\sigma}{2}$, or $\rho < r$. However, if at some time $t_2$, $\rho(t_2) = r$ and $\beta(t_2) = \frac{\pi}{2}$, then

\[
\dot{\beta} = \frac{v}{r} \left( \sin \left( \frac{\pi}{2} \right) - \frac{r}{r} \right) = 0,
\]

\[
\dot{\rho} = -v \cos \left( \frac{\pi}{2} \right) = 0,
\]

and the system never leaves State $b$, with $\rho \equiv r$ and $\beta \equiv \frac{\pi}{2}$ from $t_2$ on.

If State $b$ ever exits, then the maximal time spent in state $b$ is the maximal amount of time the beacon can stay outside the agent’s sector of visibility, i.e., the time it takes for the agent’s orientation, $\theta$, to complete a $\pi - \sigma$ turn. Let $t_0$ and $t_1$ denote the entry time and exit time such that $T_b = t_1 - t_0$ is maximal,

\[
\dot{\theta} = \dot{\alpha} - \dot{\beta} = \frac{v}{r}
\]

⇓

\[
\theta(t) = \theta(t_0) + \frac{v}{r} (t - t_0);
\]

\[
\theta(t_1) - \theta(t_0) = \pi - \sigma
\]

⇓
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\[ \frac{v}{r}(t_1 - t_0) = \frac{v}{r} T_b = \pi - \sigma \]

\[ \Downarrow \]

\[ T_b = \frac{r}{v}(\pi - \sigma). \]

If entering State \( b \) with \( \beta(t_0) = -\frac{\sigma}{2} \) and leaving with \( \beta(t_1) = \frac{\sigma}{2} \) and \( \rho(t_1) \geq r \), then

\[ \rho(t_1) - \rho(t_0) = 2r \sin \left( \frac{\sigma}{2} \right), \]

see Figure 4.2.

\( \Box \)

**Lemma 4.3.3** (State \( a \) Exit Conditions). **If**

1. \( 0 \leq \rho(t_0) < r \), and
2. \( \frac{\sigma}{2} \leq |\beta(t_0)| \leq \pi; \)

**then**

1. \( t_1 = t_0 + 2\frac{v}{r} \pi, \)

and either

1. \( \exists t_*, \ t_0 < t_* \leq t_1, \ |0 < \beta(t_*) < \frac{\sigma}{2}|, \) or
2. \( \exists t_*, \ t_0 < t_* \leq t_1, \ |r \leq \rho(t_*)|. \)

**Proof** In State \( a \), \( \rho \) can grow or shrink, depending on \( \beta \). In addition, \( \beta \) can either grow or shrink; it grows when

\[ \dot{\beta} = \frac{v}{\rho} \left( \sin (\beta) - \frac{\rho}{r} \right) > 0 \Rightarrow \rho < r \sin (\beta), \]

and shrinks when

\[ \frac{v}{\rho} \left( \sin (\beta) - \frac{\rho}{r} \right) < 0 \Rightarrow \rho > r \sin (\beta). \]

Yet if \( \beta = -\frac{\sigma}{2} \), then \( r \sin (\beta) = -r \sin \left( \frac{\sigma}{2} \right) < \rho, \forall \rho, \) and therefore the only transition due to \( \beta \) is if \( \beta = \frac{\sigma}{2} \) and \( \rho > r \sin \left( \frac{\sigma}{2} \right). \)

Note that there must be a transition out of the state before the agent has completed a full circle with \( \dot{\theta} = \frac{v}{r}, \)

\[ \theta(t_1) - \theta(t_0) = 2\pi = \frac{v}{r} (t_1 - t_0) \]

\[ \Downarrow \]

\[ t_1 = t_0 + 2\frac{v}{r} \pi, \]

since if \( \rho(t_0) < r \), and the agent completes a full circle, then there must be some point along the agent’s orbit in which \( \rho \geq r \), and the state exits.  

\( \Box \)
Lemma 4.3.4 (State A Exit Conditions). If

1. \(0 \leq \rho(t_0) < R \sin \left(\frac{\sigma}{2}\right)\), and
2. \(-\frac{\sigma}{2} < \beta(t_0) < \frac{\sigma}{2}\)

then

1. \(t_1 = t_0 + \frac{R}{v} \sigma\),

and

1. \(\exists t_*, \; t_0 < t_\leq t_1, \; |\beta(t_*) = -\frac{\sigma}{2} \; \text{and} \; \rho(t_*) \leq \rho(t_0)\), or
2. \(\exists t_*, \; t_0 < t_\leq t_1, \; |\beta(t_*) = \frac{\sigma}{2} \; \text{and} \; \rho(t_*) \leq \rho(t_0)\).

Proof From Equation 4.4,

\[
\dot{\rho} = -v \cos(\beta);
\]

while in State A,

\[
0 < \cos\left(\frac{\sigma}{2}\right) < \cos(\beta) \leq 1,
\]

and \(\rho\) shrinks,

\[
\rho(t_0) - v(t - t_0) \leq \rho(t) < \rho(t_0) - v \cos\left(\frac{\sigma}{2}\right) (t - t_0) < \rho(t_0).
\]

However, \(\beta\) can either grow or shrink; it grows when

\[
\dot{\beta} = \frac{v}{\rho} \left(\sin(\beta) - \frac{\rho}{R}\right) > 0 \Rightarrow \rho < R \sin(\beta),
\]

and shrinks when

\[
\frac{v}{\rho} \left(\sin(\beta) - \frac{\rho}{R}\right) < 0 \Rightarrow \rho > R \sin(\beta).
\]

Q.E.D. \(\blacksquare\)

Table 4.2 summarizes the lemmas above.

4.4 Paths and Cycles in \(G\)

Having followed Algorithm 2.1 to generate \(G\), we can now make the following observations based on the paths and cycles in \(G\), which ultimately lead us to the solution to the UCSLSV problem, in the form of Theorem 4.1.

Lemma 4.4.1 (Cycles with \(\beta = -\frac{\sigma}{2}\)). Between every consecutive instances when \(\beta(t_0) = \beta(t_1) = -\frac{\sigma}{2}\),

1. \(t_1 = t_0 + \frac{R}{v} (2\pi - \sigma) + \frac{R}{v} \sigma\),
<table>
<thead>
<tr>
<th>State</th>
<th>System Configuration</th>
<th>Exit Condition</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$0 \leq \rho &lt; R \sin \left(\frac{\pi}{2}\right)$ and $</td>
<td>\beta</td>
<td>&lt; \frac{\pi}{2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\beta = -\frac{\pi}{2}, \rho &lt; r$</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\beta = -\frac{\pi}{2}, \rho \geq r$</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\beta = \frac{\pi}{2}, \rho \geq r$</td>
<td>b</td>
</tr>
<tr>
<td>a</td>
<td>$0 \leq \rho &lt; r$ and $\frac{\pi}{2} \leq</td>
<td>\beta</td>
<td>\leq \pi$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\beta &lt; \frac{\pi}{2}, \rho &lt; R \sin \left(\frac{\pi}{2}\right)$</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\beta &lt; \frac{\pi}{2}, \rho \geq R \sin \left(\frac{\pi}{2}\right)$</td>
<td>B</td>
</tr>
<tr>
<td>b</td>
<td>$r \leq \rho$ and $\frac{\pi}{2} \leq</td>
<td>\beta</td>
<td>\leq \pi$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\beta &lt; \frac{\pi}{2}, \rho \geq R \sin \left(\frac{\pi}{2}\right)$</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\rho(t_0) = \rho(t_1)$ and $\beta(t_0) = \beta(t_1)$</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\rho &lt; r$</td>
<td>a</td>
</tr>
<tr>
<td>B</td>
<td>$R \sin \left(\frac{\pi}{2}\right) \leq \rho$ and $</td>
<td>\beta</td>
<td>&lt; \frac{\pi}{2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\beta = -\frac{\pi}{2}, \rho &lt; r$</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\rho = R \sin \left(\frac{\pi}{2}\right)$</td>
<td>A</td>
</tr>
</tbody>
</table>

| Table 4.2: Transition Table for the UCSLSV problem. |

2. $\rho(t_1) = \rho(t_0) - 2(R - \rho) \sin \left(\frac{\pi}{2}\right)$.

Figure 4.2 illustrates the following proof.

Proof At $t_0$, the system exits states $A$ or $B$ with $\beta = -\frac{\pi}{2}$, and the agent rotates around a fixed point at distance $r$ from it, until completing a $2\pi - \sigma$ arc, placing the agent at time $t_2 = t_0 + \frac{\pi}{v} (2\pi - \sigma)$ at a distance $\rho(t_2) = \rho(t_0) + 2r \sin \left(\frac{\pi}{2}\right)$ with $\beta(t_2) = \frac{\pi}{2}$. At $t_2$ the system transitions back to either $A$ or $B$, and the agent rotates around a new fixed point, at distance $R$ from it, until completing a $\sigma$ arc at $t_1 = t_2 + \frac{R}{v} \sigma$ with $\beta(t_1) = -\frac{\pi}{2}$ and $\rho(t_1) = \rho(t_2) - 2R \sin \left(\frac{\pi}{2}\right)$. $\blacksquare$

Lemma 4.4.2 (Short cycles with $\beta = \frac{\pi}{2}$). If the system transitions from States $A$ or $B$ to $a$ or $b$ at $t_0$ with $\beta(t_0) = \frac{\pi}{2}$ and $r \sin \left(\frac{\pi}{2}\right) \leq \rho(t_0) \leq R \sin \left(\frac{\pi}{2}\right)$, then

1. $t_1 = t_0 + \frac{\rho(t_0)}{v \cos \left(\frac{\pi}{2}\right)} - \frac{r}{v} \tan \left(\frac{\pi}{2}\right) \leq t_0 + \frac{R - r}{v} \tan \left(\frac{\pi}{2}\right)$,
2. $\rho(t_1) = r \sin \left(\frac{\pi}{2}\right)$,
3. $\beta(t_1) = \frac{\pi}{2}$,

and $\forall t \geq t_1$, $|\beta(t)| \geq \frac{\pi}{2}$.

Proof Since $\beta(t_0) = \frac{\pi}{2}$ and $r \sin \left(\frac{\pi}{2}\right) \leq \rho(t_0)$,

$$\dot{\beta}(t_0) = \frac{v}{\rho} \left(\sin \left(\frac{\pi}{2}\right) - \frac{\rho}{r}\right) \leq \frac{v}{r} (1 - 1) = 0$$

and States $a$ or $b$ transition immediately back to States $A$ or $B$, where $\rho(t_0) \leq R \sin \left(\frac{\pi}{2}\right)$ and

$$\dot{\beta}(t_0) = \frac{v}{\rho} \left(\sin \left(\frac{\pi}{2}\right) - \frac{\rho}{R}\right) \geq \frac{v}{R} (1 - 1) = 0$$
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\( \rho = R \sin \left( \frac{\sigma}{2} \right) \)

Figure 4.3: UCSLSV DFSM

and the system transitions back to either \( a \) or \( b \) and so forth and so on, keeping \( \beta = \frac{\sigma}{2} \), while

\[
\dot{\rho} = -v \cos(\beta) = -v \cos \left( \frac{\sigma}{2} \right)
\]

\[
\downarrow
\]

\[
\rho(t) = \rho(t_0) - v \cos \left( \frac{\sigma}{2} \right) (t - t_0),
\]

until \( \rho(t_1) = r \sin \left( \frac{\sigma}{2} \right) \),

\[
t_1 = t_0 + \frac{\rho(t_0) - r \sin \left( \frac{\sigma}{2} \right)}{v \cos \left( \frac{\sigma}{2} \right)} < t_0 + \frac{R - r \tan \left( \frac{\sigma}{2} \right)}{v},
\]

while keeping \( \beta(t_1) = \frac{\sigma}{2} \). From that point on, the system only transitions between states \( a \) and \( b \), see Figure 4.4.

Lemma 4.4.3 (Long cycles with \( \beta = \frac{\sigma}{2} \)). If the system transitions from States \( A \) or \( B \) to \( a \) or \( b \) at \( t_0 \) with \( \beta(t_0) = \frac{\sigma}{2} \) and \( 0 \leq \rho(t_0) < r \sin \left( \frac{\sigma}{2} \right) \), then

1. \( k = \left\lceil \frac{r}{R-r} \right\rceil \),

2. \( t_\Omega = t_0 + \left\lceil \frac{k \sigma}{v} \right\rceil (2\pi - \sigma) + \left\lfloor \frac{k \sigma}{v} \right\rfloor R \sigma + \frac{R - r \tan \left( \frac{\sigma}{2} \right)}{v} \),

3. \( \exists t_\ast, t_1 \leq t_\ast \leq t_\Omega, \ | \beta(t_\ast) = \frac{\sigma}{2}, \ and \ \rho(t_\ast) = r \sin \left( \frac{\sigma}{2} \right) \),
Figure 4.4: An agent located at \( p_a(t_0) \), traveling upon the \( r \) radius circle with its center at \( c_a \), never perceives the beacon (located at \( O \)) if it is on or inside a concentric circle with radius \( r \cos \left( \frac{\sigma}{2} \right) \).

\[
\text{and } \forall t \geq t_\Omega, \ |\beta(t)| \geq \frac{\sigma}{2}.
\]

**Proof** Since \( \beta(t_0) = \frac{\sigma}{2} \) and \( 0 \leq \rho(t_0) < r \sin \left( \frac{\sigma}{2} \right) \),

\[
\dot{\beta}(t_0) = \frac{v}{\rho(t_0)} \left( \sin \left( \frac{\sigma}{2} \right) - \frac{\rho(t_0)}{r} \right) > \frac{v}{r} (1 - 1) = 0,
\]

and at time \( t_1 < t_0 + \frac{v}{r} (2\pi - \sigma), \ \beta(t_1) = \frac{\sigma}{2}, \) and \( \rho(t_1) = 2r \sin \left( \frac{\sigma}{2} \right) - \rho(t_0), \) see Figure 4.5. Notice that since \( 0 \leq \rho(t_0) < r \sin \left( \frac{\sigma}{2} \right) \),

\[
r \sin \left( \frac{\sigma}{2} \right) < \rho(t_1) = 2r \sin \left( \frac{\sigma}{2} \right) - \rho(t_0) \leq 2r \sin \left( \frac{\sigma}{2} \right) < 2R \sin \left( \frac{\sigma}{2} \right).
\]

If also \( r \leq \frac{R}{2} \), then \( \rho(t_1) \leq R \sin \left( \frac{\sigma}{2} \right) \), and the conditions of Lemma 4.4.2 apply at \( t_1 \);
otherwise, $\frac{R}{2} < r < R$, and $t_2 \leq t_1 + \frac{R}{\sigma} \sigma$, $\beta(t_2) = \frac{\pi}{2}$, and
\[
\rho(t_2) = 2R \sin \left( \frac{\sigma}{2} \right) - \rho(t_1) = 2(R - r) \sin \left( \frac{\sigma}{2} \right) + \rho(t_0)
\]
\[
\downarrow
\]
\[
0 < \rho(t_2) < R \sin \left( \frac{\sigma}{2} \right).
\]
If, in addition, $\rho(t_2) \geq r \sin \left( \frac{\sigma}{2} \right)$, then the conditions of Lemma 4.4.2 apply at $t_2$. If, on the other hand, $\rho(t_2) < r \sin \left( \frac{\sigma}{2} \right)$, then
\[
2(R - r) \sin \left( \frac{\sigma}{2} \right) + \rho(t_0) < r \sin \left( \frac{\sigma}{2} \right)
\]
\[
\downarrow
\]
\[
0 \leq \rho(t_0) < (3r - 2R) \sin \left( \frac{\sigma}{2} \right)
\]
\[
\downarrow
\]
\[
\frac{2}{3} R \leq r < R,
\]
t_3 \leq t_2 + \frac{r}{\sigma} (2\pi - \sigma), $\beta(t_3) = \frac{\pi}{2}$, and
\[
r \sin \left( \frac{\sigma}{2} \right) < \rho(t_3) = 2r \sin \left( \frac{\sigma}{2} \right) - \rho(t_2) = (4r - 2R) \sin \left( \frac{\sigma}{2} \right) - \rho(t_0) < 2R \sin \left( \frac{\sigma}{2} \right).
\]
If $\rho(t_3) \leq R \sin \left( \frac{\sigma}{2} \right)$ then the conditions of Lemma 4.4.2 apply at $t_3$, otherwise,
\[
R \sin \left( \frac{\sigma}{2} \right) < (4r - 2R) \sin \left( \frac{\sigma}{2} \right) - \rho(t_0)
\]
\[
\downarrow
\]
\[
0 \leq \rho(t_0) < (4r - 3R) \sin \left( \frac{\sigma}{2} \right)
\]
\[
\downarrow
\]
\[
\frac{3}{4} R < r < R.
\]
Let $t_4 \leq t_3 + \frac{R}{4} \sigma$ be the moment when $\beta = \frac{\pi}{2}$ and
\[
\rho(t_4) = 2R \sin \left( \frac{\sigma}{2} \right) - \rho(t_3) = 4R - 4r \sin \left( \frac{\sigma}{2} \right) + \rho(t_0) < R \sin \left( \frac{\sigma}{2} \right).
\]
If $\rho(t_4) \geq r \sin \left( \frac{\sigma}{2} \right)$ then the conditions of Lemma 4.4.2 apply at $t_4$, otherwise,
\[
0 \leq \rho(t_0) < (5r - 4R) \sin \left( \frac{\sigma}{2} \right),
\]
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and so forth and so on, until

\[
r \leq \frac{k}{k+1} R
\]

\[
\Downarrow
\]

\[
\frac{r}{R - r} \leq k.
\]

Choosing the minimal \( k \), we arrive at

\[
k = \left\lceil \frac{r}{R - r} \right\rceil,
\]

and \( t_k < t_0 + \left\lceil \frac{k}{2} \right\rceil \frac{r}{v} (2\pi - \sigma) + \left\lceil \frac{k}{2} \right\rceil \frac{R}{v} \sigma. \]

\[\blacksquare\]

Figure 4.5: Entering State \( a \) with \( \beta = \frac{\sigma}{2} \) and \( \rho < r \sin \left( \frac{\sigma}{2} \right) \) transitions to State \( a \) with \( \rho > r \sin \left( \frac{\sigma}{2} \right) \), via State \( b \). An agent traveling from point \( B_1 \) senses the beacon, located at \( G \), only when reaching point \( B_2 \).

**Theorem 4.1 (UCSLSV).** An agent with kinematics (2.1) with constant speed \( v \) which switches its rotation rate according to its perception of a stationary beacon (4.1) located at a distance of \( \rho(t_0) \) from the agent, reaches a circular orbit with \( \omega = \frac{v}{r} \) such that the distance between the beacon and its center of rotation is not greater than \( r \cos \left( \frac{\sigma}{2} \right) \) in less than

\[
T = \left( 1 + \left[ \frac{\rho(t_0) + 2R}{2(R - r) \sin \left( \frac{\sigma}{2} \right)} \right] \frac{2\pi r + (R - r)\sigma}{v} \right) \left( \frac{\rho(t_0) + 2R}{2(R - r)} \right) \left( \frac{2\pi r + (R - r)\sigma}{v} \right) + \left[ \frac{\rho(t_0)}{R - r} \right] \frac{r}{v} (2\pi - \sigma) + \left[ \frac{\rho(t_0)}{R - r} \right] \frac{R}{v} \sigma + \left[ \frac{\rho(t_0)}{R - r} \right] \frac{R - r}{v} \tan \left( \frac{\sigma}{2} \right)
\]

time.
Proof If not starting with initial conditions such that the beacon is inside the \( r \) radius circle the agent is traveling on, as illustrated in Figure 4.4, then the agent will reach a configuration where \( \beta = \frac{\sigma}{2} \) in less than \( t_1 = t_0 + \frac{r}{v} (2\pi - \sigma) + \frac{R}{v} \sigma \). After that time the distance from the beacon must be less than \( \rho(t_1) = \rho(t_0) + 2R \), and the system will engage in cycles with \( \beta = -\frac{\sigma}{2} \), as described in Lemma 4.4.1, until getting close enough to the beacon at \( t_2 \),

\[
\rho(t_1) = \rho(t_0) + 2R \leq 2n (R - r) \sin \left( \frac{\sigma}{2} \right)
\]

\[
\downarrow
\]

\[
n = \left\lceil \frac{\rho(t_0) + 2R}{2 (R - r) \sin \left( \frac{\sigma}{2} \right)} \right\rceil ;
\]

\[
t_2 = t_1 + n \left( \frac{r}{v} (2\pi - \sigma) + \frac{R}{v} \sigma \right) = t_0 + (1 + n) \left( \frac{2\pi r + (R - r)\sigma}{v} \right) ;
\]

at which time the system begins, at the latest, to follow the behavior described in Lemma 4.4.3, until \( t_3 \).

\[
t_3 = t_2 + \left\lceil \frac{r}{R - r} \right\rceil \frac{r}{v} (2\pi - \sigma) + \left\lceil \frac{r}{R - r} \right\rceil \frac{R}{v} \sigma + \frac{R - r}{v} \tan \left( \frac{\sigma}{2} \right) ,
\]

and finally,

\[
T = t_3 - t_0 = t_2 - t_0 + \left\lceil \frac{r}{R - r} \right\rceil \frac{r}{v} (2\pi - \sigma) + \left\lceil \frac{r}{R - r} \right\rceil \frac{R}{v} \sigma + \frac{R - r}{v} \tan \left( \frac{\sigma}{2} \right)
\]

\[
= \left( 1 + \left\lceil \frac{\rho(t_0) + 2R}{2 (R - r) \sin \left( \frac{\sigma}{2} \right)} \right\rceil \right) \left( \frac{2\pi r + (R - r)\sigma}{v} \right) \\
+ \left\lceil \frac{r}{R - r} \right\rceil \frac{r}{v} (2\pi - \sigma) + \left\lceil \frac{r}{R - r} \right\rceil \frac{R}{v} \sigma + \frac{R - r}{v} \tan \left( \frac{\sigma}{2} \right)
\]

Q.E.D.
Chapter 5

AntAlate

AntAlate is a software framework for Unmanned Aerial Vehicle (UAV) autonomy, designed to streamline and facilitate the work of application developers, particularly in deployment of Multi-Agent Robotic Systems (MARS). We created AntAlate in order to bring our research in the field of multi-agent systems from theoretical results to both advanced simulations and to real-life demonstrations. Creating a framework capable of catering to MARS applications requires support for distributed, decentralized, control using local sensing, performed autonomously by groups of identical anonymous agents. Though mainly interested in the emergent behavior of the system as a whole, we focused on the single agent and created a framework suitable for a system of systems approach, while minimizing the hardware requirements of the single agent. Global observers or even a centralized control can be added on top of AntAlate, but the framework does not require a global actor to finalize an application. The same applies to a human in the loop, and fully autonomous UAV applications can be written in as straightforward a way as can semi-autonomous applications. In this paper we describe the AntAlate framework and demonstrate its utility and versatility.

5.1 Introduction

Unmanned mobile robotic platforms overcame barriers to reach an ever-growing user-base in recent years. From the military to the civilian domain, from graduate school laboratories to grade school classes, and from the highly specialized professional’s grasp to the enthusiastic hobbyist’s reach, applications of unmanned ground, surface, underwater and aerial vehicles have become widespread. The growing availability of low-power-high-performance mini-computers and micro-controllers, as well as the level of maturity and popularity reached by open-source software systems such as the Robot Operating System (ROS\(^1\)), ArduPilot\(^2\), and Dronekit\(^3\), have made this prevalence pos-

\(^1\)https://www.ros.org/
\(^2\)http://ardupilot.org/
\(^3\)https://dronekit.io/
sible. In their survey, Lim et al.\cite{LPLK12} explain and demonstrate how open-source UAV projects can empower the UAV application developer; the emergence of reliable software frameworks for UAV application development allows both professional and hobbyist developers to focus their efforts on the distinctive features of their own application while leaving the necessary yet onerous task of infrastructure development to the framework maintainers.

Demeyer et al.\cite{DMNS97} describe frameworks as "semi-finished programs"; the applications being finalized by application developers that use the framework. The more functionality the framework offers, the more constraints it imposes on the future application developers. The framework designer must therefore resolve the conflicting tension between cross-context reuse and ease of adoption and adaptation. To balance the tension, Demeyer et al. offer guidelines to enhance three open system requirements: \textit{Interoperability}, or the ability to run on various configurations; \textit{Distribution}, or the ability to reliably run over a set of physically distributed nodes; and \textit{Extensibility}, or the ability to finalize the application with added customization without having to change any of the framework’s internal modules. One of the primary dilemmas encountered by anyone trying to create a useful framework for multi-agent robotic systems (MARS) incorporating UAVs, is how much emphasis must be given to the particular UAV aspects of the framework; another dilemma is how to incorporate the swarm enabling multi-agent interaction mechanisms. Too much emphasis on UAV applications might leave the framework unfit for other platforms such as ground vehicles, while not giving the UAV platform enough consideration might leave the framework too high-level, requiring extensive tailoring from the ultimate application developer. Balancing the emphasis on swarm-enabling mechanisms is perhaps even more problematic, since any mechanism built into the framework limits the use of alternatives by future applications.

Chamanbaz et al.\cite{CMZ17}, for instance, recently created the \textit{Marabunta}\textsuperscript{4} framework built for enabling swarming capabilities to general purpose robotic systems, and demonstrated their framework’s capabilities in classic swarming scenarios for ground and surface vehicles. Preferring interoperability over distribution and extensibility to some extent, much of the implementation is left to the final application developer, and the framework’s synchronous calls to abstract functions from a single-threaded main loop per robot might become unfit for a UAV given a resource-demanding behavior. On the other hand, Preiss et al.\cite{PHSA17} described \textit{Crazyswarm}\textsuperscript{5}, a framework for indoor swarm applications using the \textit{Crazyflie}\textsuperscript{6} platform, and the highly popular ROS middleware, used in conjunction with a global object tracker such as \textit{VICON}\textsuperscript{7} for external feedback. While Crazyswarm applications perform most of their in-flight computation on-board the Crazyflie platform, a base station is required in order to calculate and

---

\textsuperscript{4}https://github.com/david-mateo/marabunta  
\textsuperscript{5}https://github.com/USC-ACTLab/crazyswarm  
\textsuperscript{6}https://www.bitcraze.io/crazyflie-2-1  
\textsuperscript{7}https://www.vicon.com
broadcast pose estimates and is therefore an integral part of the Crazyswarm system architecture. Crazyswarm is therefore an example of a specialized framework willing to sacrifice generality for performance, as demonstrated in an impressive video featuring a swarm of 49 Crazyflies\(^8\). Arguably finding a middle ground between generality and specialization, Sanchez-Lopez et al.\([\text{SLMB}^+17]\) presented Aerostack\(^9\) - a framework designed as a set of components organized in a multi-layered model. Ultimate application developers can create their own application by selecting a set of components from the Aerostack component library and modifying or adding additional components as needed, as long as the developers adhere to the Aerostack conventions, thus satisfying the extensibility framework requirement. The interoperability and distribution requirements are achieved inherently by using ROS as underlying middleware for the single agent’s inter-process communication. Aerostack’s swarming capabilities are enabled by the framework’s social layer interface contracts, yet the mechanics of inter-agent communication is left for the application developer to finalize. A few examples of swarming solutions embedded into frameworks can be seen in the Voltron (Mottola et al. 2014\([\text{MMWG14}]\)), Buzz (Pinciroli and Beltrame, 2016\([\text{PB16}]\)), and CyPhyHouse\(^{10}\)’s Koord (Ghosh et al. 2020\([\text{GJH}^+20]\)) programming languages. Though varying in implementation details, the development framework provided by each of these languages allows the ultimate application developer to write an application from a swarm (or a sub-group of a swarm’s agents or super-group of sub-groups...) perspective with relative ease; this is done by including an underlying mechanism that propagates coordinating information between agents. Yet in applications where inter-agent communication is not required or even possible, these strengths become irrelevant, and with an increased number of agents the task of maintaining a distributed shared memory becomes a problem rather than a remedy.

For the past 20 years, our research team at the Technion MARS laboratory\(^{11}\) has been focusing on developing algorithms that address a variety of global tasks with swarms of simple mobile agents. Our paradigm defines agents as anonymous (i.e. not specifically addressable by an identifier), oblivious (have little or no memory), identical hardware platforms, that rely on locally acquired information provided by simple sensors such as local pheromone level detectors [WLB96] [WLB99] [EB12a], proximity sensors [GEB08] [EB12b], or limited vision [BB17] [DB17] for their motion control decisions. Our work during these years led us to develop several types of local interaction-based motion rules for autonomous mobile agents in swarms deployed in various types of environments that achieve global tasks such as patrolling an area, gathering into a cohesive but flexible "cloud” of agents, coverage of regions for intruder detection, equitable distribution of workload, and path planning. See for example the works of our

\(^8\)https://www.youtube.com/watch?v=D0CrjoYDt9w  
\(^9\)https://github.com/Vision4UA/V/Aerostack  
\(^{10}\)https://cyphyhouse.github.io/index.html  
\(^{11}\)https://mars.cs.technion.ac.il/
team members [WB97], [YWB03], [FSAB06], [GEB08], [OYWB08], [EB14], [EB16], [BB17], [DB17], [APB18], [MB18], [AB19], [BDMB21], and [FB21]. We also addressed the issue of achieving guidance and steering of cohesive mobile agent swarms using some global "broadcast control" ideas, as presented in works by Segall and Bruckstein [SB16], Dovrat and Bruckstein [DB17], and Barel et al. [BMB18]; where the broadcast signal is often assumed to be acquired by only a random set of the swarm’s agents. These ideas create a wealth of possibilities to deploy swarms of autonomous agents that can self-organize into cohesive, adaptive, and flexible-shaped constellations. These swarms can then be guided by a single user that communicates with the entire swarm via global broadcast signals based on observing the swarm’s location, but without having precise information on any particular agent of the swarm. It is easy to imagine the wealth of applications such a system can address, from site surveillance to disaster relief to space exploration. Yet the fundamental capabilities and limitations of swarms of such agents are rather difficult to analyze theoretically, so novel mathematical approaches are often needed to prove task accomplishment and termination, to evaluate the time span necessary to do the work, and to assess the effects of random or byzantine failures of agents. As examples of our team’s efforts we refer the reader to papers by Bruckstein et al. [BCE91], [Bru93], [AB11], [OB12], [EB12b], [SB16], [BMB16], and [BDMB21].

We created AntAlate\textsuperscript{12} to deploy swarms of agents that perform our algorithms in the real world. Considering its usefulness beyond implementing our algorithms, we hereby offer the framework to the multi-agent robotics R&D community, to facilitate the implementation of systems demonstrating various types of interesting swarming behaviors. AntAlate expresses our preference of UAV platforms, particularly copters, over others, since copters can emulate the behavior of wheeled and fixed-winged platforms to a greater extent than vice versa. AntAlate enforces an orderly execution of behaviors by means of a mission control (MC) module which interfaces with the high-level control (HLC) of the UAV and an operator module. Though we recommend a human at a control station as the operator, a centralized (or distributed) control server, or an on-board node for fully autonomous applications will also do. We included an operator station HTTP client (OSC) in the framework for all but the fully autonomous operator agents to use, and an operator station server for inter-agent and human interface as a complementary project\textsuperscript{13}. By design, the swarming mechanism in AntAlate is amorphous, and can either emerge in a bottom-up fashion from the single agent’s behavior-set; be determined top-down by an operator; or any mixture of these approaches.

The remainder of this paper provides an in-depth description of AntAlate in Section 5.2, followed by a comparison of workflows when implementing the same algorithm to create ROS-based and AntAlate-based applications in Section 5.3, before concluding in Section 5.4.

\textsuperscript{12}https://gitlab.com/nemala/alate
\textsuperscript{13}https://gitlab.com/nemala/operator-station


5.2 Method

A good framework provides the final application developers a convenient trade-off between the freedom to write their own application and the constraints imposed by having useful functionality they will find unnecessary to modify. Though any part of the code in an open-source project can be edited, the parts which the framework authors deem immutable can be considered as the framework’s core - developers are not required to alter these sections in order to write their own application. Hence, the framework core is generally where the benefits of using the framework present themselves. The framework’s extendable parts should be well defined by framework contracts and mechanisms such as abstract classes that allow future developers to write modules that fit into the framework without significant overhead. The degrees of freedom the framework presents to the application developers can be thought of as a design space, where the framework contracts represent the axes, and different applications with different configurations can be represented by points in this space.

5.2.1 AntAlate Core

The core functionality of AntAlate is to coordinate between an operator, a set of payloads, sensors and algorithms running onboard the UAV, and the UAV’s autopilot. Figure 5.1 shows a diagram of AntAlate’s core components. Each component is a NeMALA dispatcher\(^\text{14}\) node, communicating with other nodes by publishing messages to topics other interested nodes subscribe to. NeMALA\(^\text{15}\) is a set of supporting projects for AntAlate, with core components for dispatching, publishing, and handling messages, and tools\(^\text{16}\) to log and manage NeMALA dispatcher nodes and proxies. The dispatcher nodes are implemented in C++, utilizing Boost\(^\text{17}\) and ZeroMQ\(^\text{18}\), allowing nodes to communicate locally via inter-process communication, or TCP/IP if distributed over different computers. The ultimate application developers have control over the distribution of nodes, and can configure the method of communication between nodes by setting up NeMALA proxies catering their own project’s architecture and requirements, adding to the framework’s overall interoperability. AntAlate’s core components are the Mission Control (MC, 5.2.1), High-Level Control (HLC, 5.2.1), Behavioral Module Arbiter (BMA, 5.2.1), and Operator Station Client (OSC, 5.2.1). Any future application requires only components of these four types, and some applications could do with less. Each of these components’ executables expect a NeMALA proxy name and a configuration file path as arguments when run from the command line (except the BMA, which is special in its requirement of its own node name instead of a proxy name). The configuration file contains the node number used for each node, as well as the proxy endpoints.

\(^{14}\)https://gitlab.com/nemala/core

\(^{15}\)https://gitlab.com/nemala

\(^{16}\)https://gitlab.com/nemala/tools

\(^{17}\)https://www.boost.org/

\(^{18}\)https://zeromq.org/
Interoperability and distribution are therefore easily achieved by using one or many proxies described in one or many configuration files, without the need to alter code, recompile the application, or even edit configuration text-files, but only by calling the core executables with different arguments instead. The configuration file is also where behaviors, autopilots, and operator servers are specified, giving the ultimate application developers control over the AntAlate design space.

Figure 5.1: AntAlate core components and their interfaces.

MC - Mission Control

The mission control component provides logic to coordinate all other AntAlate components by maintaining a state machine, illustrated in figure 5.2, and publishing its state. The state machine’s inputs are operator commands and the HLC component’s state (see section 5.2.1); its output is the current mission state, which is provided as feedback to the operator, is used to initiate HLC processes, and perhaps most importantly from the framework point of view, governs the activation of sensors, payloads and algorithms by the Behavior Module Arbiter (BMA) component (see section 5.2.1).

Upon initialization, the mission control synchronizes with the HLC component’s state machine and transitions itself to standby. An operator command to takeoff transitions the state machine to the autonomous states of taking off, performing a mission, returning to the launch site, and landing. A manual override initiated by a human pilot changes the HLC’s state to manual, causing a transition in the mission control state as well. The mission control can then return to standby only after the HLC returns to its ready state, meaning the UAV’s motors are disabled. If at any point the HLC reports that it is in its error state due to the autopilot shutting down, the mission state machine transitions to an unrecoverable error state.
**HLC - High-Level Control**

The HLC component is an abstraction of the UAV platform. The HLC subscribes to the MC state topic and a velocity command topic, and publishes its state, telemetry and error data. The HLC state is decided by a state machine, illustrated in figure 5.3, which coordinates the UAV autopilot abstraction with the MC state (see section 5.2.1).

When both autopilot and MC are up, the HLC enters its ready state. The HLC responds to a MC transition to its taking off state by making an attempt to arm the UAV’s motors while transitioning to the takeoff state. Failure to arm the motors brings the HLC state back to ready; success brings about a transition to gaining altitude, where the autopilot attempts to gain enough altitude to be considered airborne before running out of time and being forced to land by a transition to the landing state. While airborne, an MC transition to its landing or return to launch states causes the HLC to follow suit. A manual override is possible in any of the autonomous states. After landing and disarming the motors, the HLC returns to ready mode from either manual or autonomous states. If at any point the HLC loses communication with its autopilot, the state machine transitions to the unrecoverable state LLC down to inform the MC and Operator that the vehicle is about to crash. Low battery transitions the state machine to a low battery state.

![Mission Control State Machine](image)

Figure 5.2: Mission Control State Machine.
The Behavior Module Arbiter activates behavior-sets according to a state topic it subscribes to. Multiple BMAs can be cascaded such that the root BMA subscribes to the MC state, and publishes its own arbitrary state for other BMAs to subscribe to. The BMA gives AntAlate an added degree of freedom in the distribution of behaviors over separate nodes, as well as being key to AntAlate’s extensibility by activating plugin behaviors (see section 5.2.2). The configuration file given as an argument to the BMA executable tells the node which behavior set to run, and which proxies to subscribe to.
OSC - Operator Station Client

AntAlate requires an operator node to publish commands such as takeoff or land to the operator command topic. For example, a minimal operator node could be a BMA which publishes a takeoff command to the operator command topic every time the MC enters its standby state, as can be seen in Figure 5.4. Yet, in order to facilitate inter-agent, human-agent or human-swarm communication, we added an Operator Station Client that serves as an anonymous client to a server via HTTP, as can be seen in Figure 5.1. The OSC accepts tokens from the server, so anonymous protocols can stay anonymous, but any protocol requiring agents to be labeled is also supported. The OSC subscribes to the MC and HLC topics and forwards the messages to the server. The server replies with an operator command or a direction command if one was recently given, and the OSC publishes the commands received to their appropriate topics. In addition, outgoing operator payload and incoming feedback topics are left for the final application developers to use as they see fit. The server IP address and port are specified in the application’s configuration file, which the OSC reads at runtime while setting up the node.

Figure 5.4: AntAlate minimal deployment.

5.2.2 AntAlate Design Space

Swarming protocols generally differ not only in the way their agents behave, but also in the way their agents sense the environment and communicate among themselves or with an external operator. UAV systems usually differ in type of flying platform and the autopilot providing low-level control over the flying platform. The AntAlate design space therefore is composed of three major axes: Behavior (5.2.2), Autopilot (5.2.2), and Communication (5.2.2), with Sensing split in implementation between these major axes.
Behaviors

We created AntAlate in order to easily implement and test new swarming behaviors on UAVs; during the design process, though, we found that there are other uses for the behavior mechanism other than swarming protocols, such as single-UAV autonomy, payload management, and sensing. Ultimately, the behavior mechanism can be used as a building block to create almost any type of UAV application.

Figure 5.5 shows the reusable design in the form of a class diagram; a BMA node is a NeMALA dispatcher that has a McStateMessageHandler which handles incoming McStateMessage type messages that arrive via a topic the BMA registers to. These messages encapsulate an instance of an enumeration type that represents a mission-state. The handler has an Arbiter which maps mission states with concrete behavior classes, and activates or deactivates its behaviors accordingly whenever a message containing a recognized state is received.

![Diagram of AntAlate's Behavior Module Arbiter class diagram. The behavior abstract class is a framework contract.](image)
Using a plugin mechanism to populate arbiters with behaviors, the BMA generically controls the activation of behaviors while leaving the behavior specifics to future programmers. Behavior interaction is made easy by adding topics to publish and subscribe to, and BMAs can be cascaded by having behaviors publish mission-state messages to designated topics other than that of the original MC. To create a new behavior, one must create a shared library containing a class derived from the behavior abstract class and a concrete factory class to which the BMA delegates the construction and configuration of the behavior, along with its integration into the BMA node.

To add a behavior to an application, all that is required is that the application’s configuration file includes an entry for that behavior, including which mission states activate and deactivate the behavior, the plugin library name, and to which topics the behavior subscribes and publishes to. No need to recompile the framework to change the configuration, even when adding new behaviors.

**Autopilots**

Autopilots, in this discussion’s scope, are the hardware/software components that serve as an intermediate between the the actual UAV platform and AntAlate logic, including behaviors, operators and the mission control. The HLC and its autopilot class diagram are shown in Figure 5.6. AntAlate’s modular design allows the extension through inheritance of the autopilot interface class to fit to a specific UAV API. The HLC’s concrete autopilot class implements a Python-C++ bridge to facilitate the integration of python based APIs such as Dronekit and Tello. By using a bridge we can extend the concrete autopilot class without recompiling the AntAlate code-base; additional autopilot APIs can be covered by the same concrete autopilot class by adding Python implementations and updating a factory python script. Ultimate application developers can then choose which autopilot API to use by altering the application’s configuration file.

**Communication**

The OSC (Section 5.2.1) provides some degree of freedom to the design space by means of the operator payload and feedback topics, yet imposes a specific HTTP request and expects the server’s reply to be formatted in a specific way. We deliberately excluded a server from the framework to emphasize that the server we produced only represents one example out of infinite possibilities. We encourage future application developers to use the OSC without alteration, and to write their own server, tailored for their application’s behaviors, users, and use cases.

---

19 [https://dronekit.io/](https://dronekit.io/)

20 [https://github.com/dji-sdk/Tello-Python](https://github.com/dji-sdk/Tello-Python)

21 [https://gitlab.com/nemala/operator-station](https://gitlab.com/nemala/operator-station)
Though we find it useful, the OSC is not the only extra-agent channel of communication allowed in AntAlate, and is indeed not even the only form of operator that falls into the constraints of the framework. Other operators can be implemented using the behavior mechanism, and other communication methods can be added as behaviors as well. In this context, inter-agent communication can be regarded as an AntAlate behavior, with a BMA node using any type of hardware/software communication stack, protocol, etc. NeMALA proxies, topics and messages can be used as well as general building blocks for future applications.

5.3 Results

We used AntAlate to implement a swarming algorithm we previously described and implemented using ROS\textsuperscript{22} and TurtleBot\textsuperscript{23} platforms [DB17]. In this section, we will present our workflow using AntAlate and compare it with our ROS workflow, which may be familiar to most readers. We usually start our workflow with NetLogo\textsuperscript{24} [Wil99] simulations to help refine our algorithms and to quickly make observations to base our theoretical hypotheses on. Figure 5.7 shows a NetLogo simulation of our algorithm\textsuperscript{25} where a swarm of five agents are manipulated by the user taking over

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig5.6.png}
\caption{AntAlate’s High Level Control class diagram. The iAutoPilot interface is a framework contract, the concrete autopilot is a Python-C++ bridge.}
\end{figure}

\textsuperscript{22}https://www.ros.org/
\textsuperscript{23}https://www.turtlebot.com/turtlebot2/
\textsuperscript{24}http://ccl.northwestern.edu/netlogo/
\textsuperscript{25}http://ccl.northwestern.edu/netlogo/models/community/dovrat2017
(drag-and-dropping) one of them.

Figure 5.7: Our algorithm implemented with NetLogo. Five agents are initially dispersed at random on the plane (A). The agents gather to a rotating regular pentagon (B). Dragging one of the agents to the bottom left corner of the arena, the rest of the agents follow and ultimately form a rotating square about the "dragged leader" (C). "Releasing" the leader, it returns to the swarm, and again a rotating pentagon forms, at the new location (D).

Once satisfied with the results, we can choose a suitable mobile platform and design our application. Our swarming algorithm is fairly simple: every agent either detects other agents in its field of view and turns gently to one direction, or does not detect other agents and turns sharply to the same direction. In other words, the algorithm’s input is a boolean valued true if other agents are detected or false otherwise, while the algorithm’s output is a real value representing angular velocity, which switches between two predefined values according to the input.

The TurtleBot2 platform is perfectly suited for handling this algorithm, and the next step is to see which interfaces fit our algorithm’s needs. Figure 5.8 shows the ROS graph of our application\textsuperscript{26}. To detect other agents, we created a counter node which counts the number of magenta colored poles in an image frame and publishes the result. Figure 5.9, taken from this short video\textsuperscript{27}, shows our robots fitted with clearly visible colored rods, following a hand-held rod which acts as a leader, similar to the simulated behavior shown in Figure 5.7. Capitalizing on the TurtleBot2 capabilities, we added a detector node which reports if the agent has bumped into something or if its laser scanner has detected an obstacle nearby. The controller node translates the detected rod count to "false if zero, true otherwise", and executes our algorithm along with an overriding obstacle avoidance procedure if necessary. The controller then publishes a message with the correct forward velocity and turning rate to the relevant topic the robot’s velocity command multiplexer subscribes to.

Our process using AntAlate was similar, and we included the swarm algorithm, as well as a video capture behavior, as a template application in the AntAlate code repository. Figure 5.10 shows the template application’s deployment diagram, where each of the two behaviors gets its own BMA node. The swarm algorithm’s BMA

\textsuperscript{26}https://gitlab.com/dave.dovrat/turtle_bale
\textsuperscript{27}https://www.youtube.com/watch?v=OA4ri3X4izw
subscribes to the direction command, telemetry, and operator payload topics from which it derives the direction the operator wants the swarm to move towards, the azimuth the agent is moving towards, and the existence of peer agents in a sector in front of the agent, respectively. The algorithm BMA’s output is a velocity command which the HLC subscribes to, and which incorporates the operator’s direction command with the swarm algorithm’s output. The video capture behavior uses the command line

Figure 5.8: Our Turtlebot application’s ROS graph. The application topics and nodes written by us are highlighted, while the rest of the graph was made available to us by the ROS community.
tool ffmpeg\textsuperscript{28}, which requires separate installation on the target machine, to capture video from a device specified in the application’s configuration file; it neither subscribes nor publishes to any topic. Both BMAs subscribe to the MC state topic in order to activate their behaviors when appropriate.

AntAlate’s modular and configurable design makes it fit for deployment using containers; we created docker\textsuperscript{29} images for each AntAlate component type (MC, HLC, OSC, BMA), for linux/arm and linux/amd64 architectures, as well as two BMA images with pre-built behaviors, one for the swarm algorithm and one for the video capture behavior. We made these images publicly available on Docker Hub\textsuperscript{30}. With these docker images we deployed the same code to three different configurations: A simulation that

\begin{itemize}
  \item Figure 5.9: Our algorithm implemented with TurtleBots and ROS. The agents gather to a formation resembling a rotating square (A). The agents follow a human leader (B). When the leader goes away, the agents eventually return to their previous formation at a new location (C).
\end{itemize}

\begin{itemize}
  \item Figure 5.10: AntAlate template application deployment.
\end{itemize}

\textsuperscript{28}https://ffmpeg.org/
\textsuperscript{29}https://www.docker.com/
\textsuperscript{30}https://hub.docker.com/u/nemala
uses an external SITL ArduCopter\textsuperscript{31} simulator as an autopilot and communicates with it via tcp; a 470mm UAV frame with a pixhawk\textsuperscript{32} autopilot and a Raspberry Pi\textsuperscript{33} onboard that runs AntAlate and communicates with the pixhawk through a mavlink\textsuperscript{34} serial connection; and a Tello\textsuperscript{35} with a companion Raspberry Pi that communicates with the autopilot via wifi using the Tello API. Figures 5.11, 5.12, and 5.13 are taken from a short video\textsuperscript{36} featuring these configurations. From a design-space point of view, the first two configurations use the same Dronekit\textsuperscript{37} autopilot, though on a different computer architecture, and the last two use the same computer architecture but with two different autopilots. The simulation, having no video devices, doesn’t run a video capture BMA. We chose to run the template application’s behaviors on separate nodes, but one BMA node would have sufficed.

Figure 5.11: AntAlate template application demonstrated using ArduCopter’s Software in The Loop (SITL) simulator. Screen capture from the AntAlate Server Graphical User Interface (GUI).

The template application’s algorithm requires the detection of other agents as an input, yet the simulated agents have no camera or sensing device capable of detecting other agents, so we compensated for the missing ability by using a tailored server along with the OSC. The OSC’s HTTP post request includes the HLC state which in turn includes the agent’s location and orientation. When a new agent posts its

\textsuperscript{31}https://ardupilot.org/dev/docs/sitl-simulator-software-in-the-loop.html
\textsuperscript{32}https://pixhawk.org/
\textsuperscript{33}https://www.raspberrypi.org/
\textsuperscript{34}https://mavlink.io/
\textsuperscript{35}https://www.ryzerobotics.com/tello
\textsuperscript{36}https://youtu.be/i9kctIlLkTg
\textsuperscript{37}https://dronekit.io/
state for the first time, our server\textsuperscript{38} assigns an index to it for further updates. The server keeps a data base, and each time an agent updates the server with its state, the

\textsuperscript{38}https://gitlab.com/nemala/operator-station

Figure 5.12: AntAlate template application demonstrated with 470mm quadcopters. Frames captured by the video capture behavior are presented in the upper corners.

Figure 5.13: AntAlate template application demonstrated with Tello platforms. The upper part of the figure shows frames from the video capture behavior of four of the agents.
server records the state and solves the inverse geodesic problem using *geographiclib*\(^{39}\) to answer whether another agent is in the sector in front of the updating agent in the HTTP reply’s payload field. The detection range and field of view are server parameters. The OSC parses the HTTP reply to publish to the AntAlate operator command and direction command topics if necessary, and forwards the payload to the AntAlate operator payload topic. The BMA running the swarm algorithm subscribes to the payload topic and receives the server-calculated response as its required detection input. Had there been a peer detecting sensor, a BMA encapsulating that sensor would have published to some peer-detection topic, the swarming algorithm would have subscribed to that topic instead of the operator payload topic, and the server’s database would have been unessential to the application. Which topic the component subscribes to is detailed in the configuration file given as input to AntAlate components.

Though the resulting applications are very different, the first being a ground robot that can avoid and handle bumping into obstacles, and the second an aerial robot that accepts broadcast signals, the workflow was almost identical: come up with an algorithm, build a process that uses available interfaces to encapsulate the algorithm, refine the resulting process to take advantage of available assets and compensate for missing assets, simulate, test, and deploy.

Looking at the amount of bytes in manually written files as an indicator of human effort, both workflows are comparable. The ROS application weighs 13,191 bytes not including the counter and collision detection nodes, and 23,638 bytes including them. the AntAlate application’s behavior plugin code and configuration files weigh 18,118 bytes. This example showcases the power of a good framework - a few hundred lines of custom application code utilize thousands of lines of framework code. With AntAlate, we use the same nodes over and over; we code a new behavior once and configure it, as well as combine it with other behaviors, to form new applications without going over the entire design process for each added behavior. The application design is mostly implemented in the framework up until the point of concrete behaviors, which are left for the custom application developers to program and deploy according to their application’s requirements and constraints.

5.4 Discussion

This paper introduces and describes AntAlate, a software framework we created for the future development of UAV MARS applications. AntAlate is a manifestation of our multi-agent systems paradigm; we chose a system of systems approach and focused on the single agent, while avoiding constraints on the swarming mechanism, expressing our preference for local over global sensing and communication, anonymity and obliviousness over distributed and shared memory, decentralized autonomy over centralized

\(^{39}\text{https://geographiclib.sourceforge.io/html/python/index.html}\)
control. We incorporated an operator entity as a means of inter-agent and agent-human communication in an effort to keep the framework useful for MARS applications outside the scope of our paradigm notwithstanding.

We identified the UAV-MARS design-space and enforced framework contracts that promote maintainable future extensions. We employed proxies with configurable endpoints to enable the physical distribution of AntAlate nodes, and created a modular, interoperable, architecture which allows future developers to code once and deploy the same code on many different platforms and simulators, as we demonstrated with an example application.

Future framework enhancements include general types of operators that bridge between underlying frameworks and communication modals, in addition to the existing HTTP client. An example of such an operator could be a ROS node operator that exposes and forwards the AntAlate topics to ROS topics and vice versa, allowing the AntAlate agent to integrate into ROS applications. In addition, the development of some useful behaviors, such as peer recognition, obstacle avoidance, and simultaneous localization and mapping, could prove useful for developers interested in using these behaviors as building blocks in their own application without having to re-implement the wheel. Integrating a wider range of autopilots into the framework is another development priority, with the Crazyflie API\textsuperscript{40} at the top of the autopilot backlog.

We hope the multi-agent robotics community will find AntAlate useful, and that AntAlate becomes the framework of choice for easy implementation of many interesting swarming behaviors, as well as an instrument for future collaborations and discussions.

\textsuperscript{40}https://github.com/bitcraze/crazyflie-lib-python
Chapter 6

Discussion and Conclusion

This thesis discusses two frameworks; we solved the PCBOUP and UCSLSV problems, and flew a swarm of UAVs running applications of the multi-agent version of UCSLSV, but this thesis is more about how we solved these problems than about the actual solutions.

The fact that the automaton generating algorithm from Chapter 2 is the underlying process that abstracted away the otherwise unsolved, perhaps even unsolvable, nonlinear differential equations that describe the agent’s trajectories and behavior in both PCBOUP and UCSLSV, is evidence to the main contribution of this work being the underlying algorithm rather than the solutions generated with it.

The same goes for the AntAlate application demonstrated in Section 5.3. Writing AntAlate required a great amount of effort, an effort we could have directed into creating perhaps dozens of stand-alone UAV applications. Yet now that AntAlate exists, the reduced overhead allows for the same amount of effort, previously required to create dozens of stand-alone UAV applications, to create hundreds of AntAlate applications. Will the investment pay off? That depends on the amount of applications that will be written with AntAlate in the future, on the collaborations that will be established due to using AntAlate as a medium, and to the general adoption of AntAlate by the robotics community.

As for the automata theory method for the analysis of unicycle pursuit problems, the investment in infrastructure has already payed off; the PCBOUP problem came up while we were trying to solve the multi-agent UCSLSV problem, and wanted to use PCBOUP as a stepping stone towards the multi-agent goal, only to find that this specific variation of the pursuit problem was yet unsolved. Now, having not only solved PCBOUP, but also creating Algorithm 2.1 in the process, we have a clear road-map towards solving the multi-agent UCSLSV, as well as tracking and capture of differently moving targets with agents using different control strategies and utilizing various sensing capabilities.
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תקציר

בעית מרדף עסוק ב bềיהווש המשחית והו שין סוכן שמפעילה מדיניות מסויימת לפונה משטח מטרית. ל القادم התרחישים הם נוספים של תרחישים בהם יש נוסך שמפעיל מדיניות מסויימת על מנת להשיג מטרת. לدينة לנון המטרות, הוא מופעלים פורמים בתוך הנוסך שいらים קהל כל תחורה בתום המיתוגים ולא בול משتوقيים יאבל书法家 והם מהו גלואה הеры ומטרות, או ברו, האות המידה של הסוכן לשכון אך מתמטר שיא חזותית, או מיידה של והתא, תוכ עיתון, וגם ביטויים אחרים.

בительнם הנפוצות

בחירתו של הנוסך המ܆ מה שעון, כשדה החוזה יש לו הנוסך או בין המרדים לארטפר, היה לי פ. ברובו (Pierre Bouguer) השוחט ביבשת שומר על.Customer והמטמטים לפיקס בין השתייה בין השתייה. האופטיקאי השל יושב על השאלת, מפנתו היר דירוגי מוקד, וה침יתות ולה עמדה.ACING יא שרגה, גם בכרזים המווסאים לי קומע, יש נסיך של החוב פ. ברובו, והדרים שיא מהונדס. בהיותו עסוק בשישה אונטומט amatorה בגרות התושבים, או חסיד עם ניסיון למטמטים או יונコレ.(א停工נק) את היה הונדל.

בין הסוכן לурс הבטיחים.

הפשטה ז致癌ית בכלلاء האת התנועה המובלת חתיכות של מדשל דרומית. לנ ונע עין ה>Contact, אלא נשאר מר למד את ניסיון על ת المشكلות, או מספים של החוב פ. ברובו, של הממשין בלשה של הכותב, וינון ימיםatat התנועה והמתנה, ששמשנה למסגרת, המתפתח הנוסך ש מפני הדרים, המmaktוב של חתיכות המתנה לשכון והמתנה, וכיוון ימות התנועה והמתנה, ששמשנה למסגרת, המתפתח הנוסך ש מפני הדרים, המmaktוב של חתיכות המתנה לשכון והמתנה, וכיוון ימות התנועה והמתנה, ששמשנה למסגרת, המתפתח הנוסך ש מפני הדרים, המmaktוב של חתיכות המתנה לשכון והמתנה, וכיוון ימות התנועה והמתנה, ששמשנה למסגרת, המתפתח הנוסך ש מפני הדרים, המmaktוב של חתיכות המתנה לשכון והמתנה, וכיוון ימות התנועה והמתנה, ששמשנה למסגרת, המתפתח הנוסכ.
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