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Abstract

The complexity of Boolean functions on the Boolean cube can be measured in several ways, such as circuit complexity and decision tree complexity. Classical results show that many of these measures are polynomially related, such as decision tree complexity, certificate complexity, degree and sensitivity.

Recently, the study of Boolean functions has been extended to functions on domains other than the Boolean cube, such as the slice, high-dimensional expanders and the Grassmann scheme. A natural question is whether the study of different complexity measures can be generalized to some of these domains.

In this work, we begin with surveying recent work that generalizes the definitions of some of the classical complexity measures to domains other than the Boolean cube, including the symmetric group, which is our main focus. We then describe results regarding the relations between the different measures, generalizing the classical results and showing that polynomial relations exist between the considered measures for many other domains.

We then focus on functions with low sensitivity, with the goal of constructing efficient circuits for them. First, we generalize a result regarding the existence of small circuits for functions with low sensitivity on the Boolean cube, constructing a circuit of size \( n^{O(s(f))} \), where \( s(f) \) is the sensitivity of \( f \). Next, we generalize a result regarding the existence of low-depth circuits for functions with low sensitivity on the Boolean cube, and construct such circuits for functions over domains satisfying certain properties, including the symmetric group. Our construction results in an unbounded fan-in circuit of depth \( O(s(f) \log n) \) in the case of the symmetric group.

The last part of our work concerns intersecting families of permutations. A family of permutations is \( t \)-intersecting if any two permutations in the family agree on at least \( t \) elements. It is known that for a large enough \( n \), the maximal size of a \( t \)-intersecting family of permutations is \( (n-t)! \), and a family of that size is a \( t \)-star, that is, a family of the form \( \{ \pi \in S_n \mid \pi(i_1) = j_1, \ldots, \pi(i_t) = j_t \} \) for some distinct \( i_1, \ldots, i_t \in [n] \) and some distinct \( j_1, \ldots, j_t \in [n] \). We generalize this result to the case of \( t \)-setwise-intersection, where any two permutations in the family agree on the image of a set of \( t \) elements. We give an alternative proof to a known result stating that for a large enough \( n \), the maximal size of a \( t \)-setwise-intersecting family of permutations is \( t! (n-t)! \), and a family of that size is a \( t \)-setwise-star, that is, a family of the form \( \{ \pi \in S_n \mid \pi(S) = T \} \) for some distinct \( S, T \in \binom{[n]}{t} \). Our proof is much simpler than the known proof (which proves a stronger statement) and works for smaller values of \( n \).
Chapter 1

Introduction

The Boolean cube of dimension $n$ is the domain $\{0, 1\}^n$. A Boolean function is a function $f: \{0, 1\}^n \rightarrow \{0, 1\}$. Such a function can be the function computed by a Boolean circuit, represent a decision problem, represent a property of objects such as graphs or subsets, or many other examples.

In complexity theory, the main question is how complex some object is, and it is natural to consider Boolean functions and how hard it is to compute them. Since the complexity of a function can be measured in several ways, and there are different models of computation, these questions are formalized in different ways, and several complexity measures appear in the literature. We ultimately want to know about circuit complexity, which is interesting for numerous reasons, one of the main ones being the connection to the classical “P vs. NP” problem: if SAT is not computable by a polynomial sized circuit, then P $\neq$ NP.

Research in circuit complexity is yet to yield much, but there exists interest in other complexity measures, on which we can say more. One of the classical measures is decision tree complexity, or query complexity, which considers the depth of decision trees computing a function. Its non-deterministic version is certificate complexity. Decision trees have applications in machine learning among other fields, and are also related to other computational models, such as communication complexity. Other measures include degree and sensitivity.

Since there are different standard complexity measures, the following question arises: What is the “real” way to measure the complexity of a function? It is therefore natural to look for relations between the different measures, as well as gaps between them. The question about which measure is the “correct” measure becomes simplified by existing work that shows that many of the standard complexity measures, such as decision tree complexity, certificate complexity and degree, are polynomially related. It has been conjectured for a while that sensitivity is also polynomially related to the others, but the relation was only known in one direction, until recently, when Huang [Hua19] has shown that sensitivity is indeed polynomially related to the other measures.

Recently, the study of Boolean functions has been extended to functions on domains other than the Boolean cube. Such domains include the slice (the subset of the Boolean cube consisting of all vectors with fixed Hamming weight), which is used to analyze the Erdős-Rényi $G(n, m)$ model in random graphs, and high-dimensional expanders. O’Donnell and
Wimmer [OW09] used Boolean functions on the slice to construct optimal nets for monotone functions. Barak et al. [BGH+11] used Boolean functions on the Reed–Muller code to construct and analyze the influential “short code”. Khot, Minzer and Safra [KMS17] used Grassmann graphs for a reduction from the 3-Lin problem to the 2-to-2 Games problem, thus proving Khot’s 2-to-2 conjecture [Kho02], a cousin of the celebrated unique games conjecture.

Can we expand the study of different complexity measures to other domains? In [DFL+21], the definitions of some of the classical complexity measures have been generalized to Boolean functions over domains including the symmetric group $S_n$ (the set of permutations on \{1, ..., n\}), the perfect matching scheme (the set of perfect matchings in $K_{2n}$), the slice and the multislice (a multicoloured version of the slice, which generalizes the symmetric group as well). It is then shown that all complexity measures other than sensitivity remain polynomially equivalent for functions over those domains, by generalizing the classical arguments, and sensitivity is added to the mix using representation theory.

Efficient computation of functions with low sensitivity

Sensitivity is a complexity measure for Boolean functions, measuring how much the function is “sensitive” to small changes in the input, and defined as the maximal degree in the graph $(\{0, 1\}^n, E)$ where $(x, y)$ is an edge if $d(x, y) = 1$ and $f(x) \neq f(y)$.

For decades, the sensitivity conjecture for functions over the Boolean cube remained open, until it was proved by Huang [Hua19]. The sensitivity conjecture states that low sensitivity functions also have low query complexity. Prior to Huang’s work, researchers tried to prove weaker statements in which query complexity is replaced by various measures of circuit complexity. Gopalan et al. [GNS+16] have used the fact that low sensitivity of a function allows local correction to prove the “ball property” for functions over the Boolean cube, showing that functions with low sensitivity can be recovered from their values on a ball of small radius (with respect to the Hamming distance): The value of $f$ at any point outside the ball can be obtained as a majority of some of its neighbors that are closer to the ball, and so $f$ can be computed recursively. The ball property was then used to construct small circuits for functions with low sensitivity. In addition, they constructed low depth circuits for functions with low sensitivity, where the idea is to recursively introduce “one-sided noise”, that is, zero some of the ones of the input, at each step computing the value of $f$ with high enough probability, until we reach a point of small enough Hamming distance, whose value we already know.

Since the solution to the sensitivity conjecture has been introduced, the problem of bounding circuit depth in terms of sensitivity could be solved using the relation between sensitivity and decision tree complexity, and transforming decision trees into circuits. However, the direct construction by Gopalan et al. [GNS+16] gives better bounds than the construction that uses decision trees, and so this construction remains interesting.

In [DFL+21], the ball property result was generalized to domains other than the Boolean cube, including the symmetric group. We apply this result to generalize the construction.
of small size circuits and low depth circuits for functions of low sensitivity. The symmetric
group analog of the operation of moving from a point on the Boolean cube to its neighbor
is applying some transposition to the input, and the analog of zeroing some of the ones to
create “one-sided noise” is “removing” elements from the cycle representation of the input.

Below are versions of two of our main results, restricted to the symmetric group.

**Definition (sensitivity).** The sensitivity \( s(f, x) \) of a function \( f : S_n \rightarrow \{0, 1\} \) at a point \( x \in S_n \) is the maximum number \( s \) of disjoint transpositions \( \tau_1, \ldots, \tau_s \) such that \( f(\tau x) \neq f(x) \) for each \( \tau \). The sensitivity of \( f \) is \( \max_{x \in S_n} s(f, x) \).

**Theorem 1.** Let \( f : S_n \rightarrow \{0, 1\} \) be a function with sensitivity \( s \). Then \( f \) is computable by a De Morgan circuit of size \( n^{O(s)} \).

**Theorem 2.** Let \( f : S_n \rightarrow \{0, 1\} \) be a function with sensitivity \( s \). Then \( f \) is computable by an unbounded fan-in De Morgan circuit of depth \( O(s \log n) \).

We also prove similar results for functions on the perfect matching scheme.

**Intersecting families of permutations**

In this part of the thesis, we apply the relation between function degree and certificate
complexity to the study of intersecting families of permutations.

The study of intersecting families began with Erdős, Ko and Rado [EKR61], who studied
intersecting families over the domain \( [n]_k \). In this context, an intersecting family is a
subset \( \mathcal{F} \subseteq [n]_k \) such that every \( x, y \in \mathcal{F} \) intersect. Subsequent work extended their
results in two different directions, the basic question being how large can an intersecting
family be, and what do families of the maximum size look like. One of these directions is
considering \( t \)-intersecting families – a \( t \)-intersecting family is a subset \( \mathcal{F} \subseteq [n]_k \) such that
every \( x, y \in \mathcal{F} \) satisfy \( |x \cap y| \geq t \). The Ahlswede-Khachatrian theorem [AK97] generalizes
the Erdős-Ko-Rado theorem for \( t \)-intersecting families. The other direction is considering
other domains. Frankl and Wilson [FW86] extended the theorem to vector spaces, using
a spectral technique known as the weighted Hoffman bound. This technique was also used
by Wilson [Wil84] to prove a special case of the Ahlswede-Khachatrian theorem, and by
Fridgut [Fri08], who extended the study of \( t \)-intersecting families to the case where the sets
in the family are not restricted to be of a fixed size, and derived stability versions of this
result as well as previous ones.

These two directions were combined in the work of Ellis, Fridgut and Pilpel [EFP11], who
studied \( t \)-intersecting families over the symmetric group. A \( t \)-intersecting family over the
symmetric group is a subset \( \mathcal{F} \subseteq S_n \) such that every \( x, y \in \mathcal{F} \) agree on at least \( t \) elements.
In [EFP11] it was shown that for every \( t \), for large enough \( n \) (depending on \( t \)), the maximum
size of a \( t \)-intersecting family is \( (n-t)! \). Note that this size is achieved by a \( t \)-star, that
is, a family of the form \( \{ \pi \in S_n \mid \pi(i_1) = j_1, \ldots, \pi(i_t) = j_t \} \) for some distinct \( i_1, \ldots, i_t \in [n] \)
and some distinct \( j_1, \ldots, j_t \in [n] \). For \( t = 1 \), the size of the maximal intersecting families
can be shown using a generalization of Katona’s circle method. Using the spectral method,
[EFP11] showed that the characteristic function of such a family has degree 1, and applied this using the Birkhoff-von Neumann theorem to characterize those families as 1-stars. In general, they showed that the characteristic function of a maximum sized \( t \)-intersecting family has degree \( t \). Additionally, they claimed to have characterized all such families as \( t \)-stars using a generalization of Birkhoff-von Neumann, but their argument was incorrect for \( t > 1 \), as pointed out in [Fil17]. The result still holds, as follows from an argument of Ellis [Ell11], who proved a much stronger result using a complex proof. An alternative, combinatorical argument was given in [DFL⁺21], using the relation between degree and certificate complexity. That proof is simpler than the one given by [Ell11] and gives a better bound for the value of \( n \) for which the result holds.

We generalize this work to \( t \)-setwise-intersecting families. A set \( F \subseteq S_n \) is \( t \)-setwise-intersecting if every \( x, y \in F \) agree on the image of some set in \( \binom{[n]}{t} \). Ellis [Ell12] showed that for every \( t \), the maximal size of those families is \( t! (n - t)! \) for large enough \( n \); showed that the characteristic function of such a family has degree \( t \); and characterized them as \( t \)-setwise-stars – families of the form \( \{ \pi \in S_n \mid \pi(S) = T \} \) for some \( S, T \in \binom{[n]}{t} \). We give a simpler, combinatorical proof for the size of the maximal families and their characterization, with a better bound on \( n \), using the relation between degree and certificate complexity.
Chapter 2

Background

2.1 The Boolean cube and Boolean functions

The Boolean cube of dimension \( n \in \mathbb{N} \) is the domain \( \{0, 1\}^n \). Given \( x \in \{0, 1\} \), we denote the coordinates by \( x_1, \ldots, x_n \), and for each input \( x \) in the domain, each \( x_i \) is assigned a value in \( \{0, 1\} \). The domain consists of all such possible assignments. A Boolean function on the cube is a function \( f: \{0, 1\}^n \rightarrow \{0, 1\} \), assigning every point on the cube a Boolean value.

The study of Boolean functions meets complexity theory with the question of how complex a Boolean function is. A complexity measure of a Boolean function on the cube is a function assigning each Boolean function a value indicating how complex it is. The most classical model of computation is Boolean circuits, and thus the main interest is surrounding circuit complexity. However, other complexity measures are studied as well, and in this work we focus on some of those.

2.1.1 Complexity measures

The complexity measures we now define are standard and have been studied for years. For reference regarding the following definitions and facts, see the survey of Buhrman and deWolff [Bd02].

Degree and approximate degree

A polynomial over the Boolean cube is a function \( P: \{0, 1\}^n \rightarrow \mathbb{R} \) of the form

\[
P(x) = \sum_{S \subseteq [n]} c_S \prod_{i \in S} x_i
\]

where \( c_S \in \mathbb{R} \). The degree of a polynomial \( P \) is the maximum size of a set \( S \) such that \( c_S \neq 0 \).

A Boolean function \( f: \{0, 1\}^n \rightarrow \{0, 1\} \) can be uniquely represented by a polynomial \( P \) such that \( f(x) = P(x) \) for all \( x \in \{0, 1\}^n \). The degree of \( f \), denoted \( \deg f \), is the degree of \( P \).
The $\epsilon$-approximate degree of a Boolean function $f \colon \{0,1\}^n \to \{0,1\}$, denoted $\deg_\epsilon f$, is the minimum degree of a polynomial $P$ such that $|f(x) - P(x)| \leq \epsilon$ for all $x \in \{0,1\}^n$. The approximate degree of a function $f$, denoted $\deg_{\frac{1}{3}} f$, is $\deg_{\frac{1}{3}} f$. It is easy to see that $\deg f \leq \deg f$ for all $f$, and it is known that $\deg_\epsilon f = \Theta (\deg f)$ for all $\epsilon \in \left(0, \frac{1}{2}\right)$.

Certificate complexity

Let $f \colon \{0,1\}^n \to \{0,1\}$ be a Boolean function. A certificate for a point $x \in \{0,1\}^n$ is a set $C \subseteq [n]$ such that $f(y) = f(x)$ whenever $y_i = x_i$ for all $i \in C$. The certificate complexity of $f$ at $x$, denoted $C(f,x)$, is the minimum size of a certificate for $x$. The certificate complexity of $f$, denoted $C(f)$, is $\max_x C(f,x)$.

Decision tree complexity

A decision tree is a tree whose internal nodes are labeled by elements of $[n]$ and whose edges and leaves are labeled by elements of $\{0,1\}$. An internal node labeled with $i \in [n]$ is identified with the query “$x_i = ?$”. The decision tree computes the function that gives every $x \in \{0,1\}^n$ the label of the leaf identified with $x$ in the natural way.

The decision tree complexity of a function $f \colon \{0,1\}^n \to \{0,1\}$, denoted $D(f)$, is the minimum depth (measured by edges) of a decision tree computing $f$.

The $\epsilon$-error randomized decision tree complexity of $f$, denoted $R_\epsilon(f)$, is the minimum $R$ such that there is a probability distribution $D$ on decision trees of depth at most $R$ such that $\Pr[T(x) = f(x)] \geq 1 - \epsilon$ for all $x \in \{0,1\}^n$. We define $R(f) = R_{\frac{1}{4}}(f)$. It is easy to see that $R(f) \leq D(f)$ for all $f$, and it is known that $R_\epsilon(f) = \Theta (R(f))$ for all $\epsilon \in \left(0, \frac{1}{2}\right)$.

Sensitivity and block sensitivity

The sensitivity of a function $f \colon \{0,1\}^n \to \{0,1\}$ at a point $x \in \{0,1\}^n$, denoted $s(f,x)$, is the number of points $y$ at Hamming distance 1 from $x$ such that $f(y) \neq f(x)$. In other words, $s(f,x) = |\{i \in [n] \mid f(x \oplus i) \neq f(x)\}|$, where $x \oplus i$ is the result of flipping the $i$'th bit. The sensitivity of $f$, denoted $s(f)$, is $\max_x s(f,x)$.

The block sensitivity of a function $f$ at a point $x$, denoted $bs(f,x)$, is the maximum number $s$ of disjoint subsets $B_1, ..., B_s \subseteq [n]$ such that $f(x \oplus B_i) \neq f(x)$ for all $i$, where $x \oplus B_i$ is the result of flipping all the bits whose indices belong to $B_i$. The block sensitivity of $f$ is $bs(f) = \max_x bs(f,x)$.

2.1.2 Relations between the measures

It has been known for a while that all the above measures except sensitivity are polynomially related.

Recently, Huang [Hua19] showed that sensitivity is polynomially related to the others.
Table 2.1: Best known separations between complexity measures

<table>
<thead>
<tr>
<th></th>
<th>D</th>
<th>R</th>
<th>C</th>
<th>s</th>
<th>bs</th>
<th>deg</th>
<th>(\overline{\text{deg}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>2,3</td>
<td>2,2</td>
<td>3,6</td>
<td>2,3</td>
<td>2,3</td>
<td>4,4</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>1,1</td>
<td>2,2</td>
<td>3,6</td>
<td>2,3</td>
<td>2,3</td>
<td>4,4</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>1,1</td>
<td>1,2</td>
<td>2,2</td>
<td>5,2</td>
<td>2,3</td>
<td>1,63,3</td>
<td>2,4</td>
</tr>
<tr>
<td>s</td>
<td>1,1</td>
<td>1,1</td>
<td>1,1</td>
<td>1,1</td>
<td>1,1</td>
<td>1,63,2</td>
<td>2,2</td>
</tr>
<tr>
<td>bs</td>
<td>1,1</td>
<td>1,1</td>
<td>1,1</td>
<td>2,2</td>
<td>2,2</td>
<td>2,2</td>
<td></td>
</tr>
<tr>
<td>deg</td>
<td>1,1</td>
<td>1,1</td>
<td>1,1</td>
<td>2,2</td>
<td>2,2</td>
<td>1,1</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1 is taken from [ABK+21] and [BGJK21], and shows the separations between the complexity measures; for two complexity measures \(\alpha\) and \(\beta\), an entry \(a, b\) in row \(\alpha\) and column \(\beta\) means that there exists a function \(g\) with \(\alpha (g) \geq \beta (g)^{a-o(1)}\), and for all functions \(f\), \(\alpha (f) \leq \beta (f)^{b+o(1)}\).

2.2 Generalization to other domains

In [DFL+21], the study of different complexity measures of Boolean functions and the relations between them was extended to functions over domains other than the Boolean cube. The definitions of the complexity measures listed above were generalized to other domains, and it was shown that they are polynomially related for domains that satisfy certain properties.

2.2.1 Examples of domains

First let us define some of the domains we consider.

**Definition (Symmetric group).** The symmetric group \(S_n\) is the set of all permutations on \([n]\).

**Definition (Perfect matching scheme).** The perfect matching scheme is the set of all perfect matchings on the graph \(K_{2n}\).

**Definition (Slice).** The slice, \(\binom{[n]}{k}\), is the set of all vectors in \([0,1]^n\) of Hamming weight \(k\).

**Definition (Multislice).** Let \(\lambda_1, \ldots, \lambda_m\) be a sequence of positive integers summing to \(n\). The multislice \(M(\lambda)\) is the subset of \([1, \ldots, m]^n\) consisting of all vectors having exactly \(\lambda_i\) coordinates labeled \(i\). The multislice generalizes both the slice and the symmetric group.

2.2.2 Domains as collections of sets

Let us now define the framework in which we work. Here we view each point in a domain as a set of elements over some universe.

**Definition (Domain).** Fix a universe \(\mathcal{U}\) and \(n \in \mathbb{N}\). A domain is a collection of subsets of \(\mathcal{U}\) of size \(n\).
A Boolean vector \( x \in \{0, 1\}^n \) can be identified with the set \( \{(i, x_i) \mid i \in [n]\} \subseteq [n] \times \{0, 1\} \). The Boolean cube can thus be thought of as the product set

\[
\prod_{i=1}^{n} \{(i, 0), (i, 1)\}
\]

over the universe \( \mathcal{U} = [n] \times \{0, 1\} \).

A permutation \( \pi \in S_n \) can be identified with the set \( \{(i, \pi(i)) \mid i \in [n]\} \subseteq [n]^2 \). Consider the complete bipartite graph \( K_{n,n} \) and name the vertices \( L = \{1, ..., n\} \), \( R = \{1', ..., n'\} \). A permutation is therefore a perfect matching in the graph, matching every left vertex \( i \) to the right vertex \( \pi(i)' \) (see Figure 2.1). Under this definition, \( S_n \) is simply the set of all perfect matchings in \( K_{n,n} \), and is a domain over the set \( \mathcal{U} \) of all edges in the graph.

### 2.2.3 Complexity measures for general domains

We now generalize the definitions of the different complexity measures.

Let \( \mathcal{X} \) be a domain.

**Degree and approximate degree**

A *polynomial* is a function \( P: \mathcal{X} \to \mathbb{R} \) of the form

\[
P(x) = \sum_{S \subseteq \mathcal{U}} c_S [x \supseteq S]
\]

where \( c_S \in \mathbb{R} \) and \([x \supseteq S]\) is the Boolean function which equals 1 if \( x \supseteq S \). The definition of \( \text{deg}_f \) is identical to the definition over the Boolean cube, and we define \( \text{deg} f = \tilde{\text{deg}}_0 f \).
Certificate complexity

Let \( f : \mathcal{X} \to \{0, 1\} \) be a Boolean function. A certificate for a point \( x \in \mathcal{X} \) is a set \( c \subseteq x \) such that \( f(y) = f(x) \) whenever \( y \supseteq c \). The rest of the definition is identical to the definition over the Boolean cube.

Decision tree complexity

In order to handle decision trees over arbitrary domains, we first need to define what a query is.

Definition (query). A query \( Q \) is a subset of \( U \) which intersects each set in \( \mathcal{X} \) in exactly one point. Each domain is associated with a set \( Q \) of allowed queries (this set doesn’t necessarily contain all possible subsets intersecting \( x \) at exactly one point). To avoid trivialities, we assume that \( Q \) satisfies the following property: Every element of \( U \) is an element of some query in \( Q \). This ensures that any function can be represented as a decision tree.

Boolean cube 2.2.3. Here, the allowed queries are of the form \{\((i, 0), (i, 1)\)\} for some \( i \in [n] \), which corresponds to the question “\( x_i = ? \).”

Symmetric group 2.2.4. Here, the allowed queries are of the form \{\((i, j) \mid j \in [n]\)\} for some \( i \in [n] \), which corresponds to the question “\( \pi(i) = ? \),” or \{\((i, j) \mid i \in [n]\)\} for some \( j \in [n] \), which corresponds to the question “\( \pi^{-1}(j) = ? \).”

Slice 2.2.5. Here, the allowed queries are of the form \{\((i, 0), (i, 1)\)\} for some \( i \in [n] \), similarly to the Boolean cube.

A decision tree is a tree whose internal nodes are labeled by elements of \( Q \), whose edges are labeled by elements of \( U \) (the children of a node labeled \( Q \) are labeled by the elements of \( Q \)), and whose leaves are labeled by elements of \( \{0, 1\} \). A decision tree computes a function in the natural way: Given an input \( x \), start at the root. At each query \( Q \), follow the edge corresponding to the unique element of \( U \) in \( x \cap Q \). When a leaf is reached, return its label.

The rest of the definition is identical to the definition over the Boolean cube.

Sensitivity and block sensitivity

Recall that over the cube, the block sensitivity of a function \( f : \{0, 1\}^n \to \{0, 1\} \) at a point \( x \in \{0, 1\}^n \), is the maximum number of disjoint subsets \( B_1, \ldots, B_s \subseteq [n] \) such that \( f(x \oplus B_i) \neq f(x) \) for all \( i \), where \( x \oplus B_i \) is the result of flipping all the bits whose indices belong to \( B_i \). Viewing \( x = x_1, \ldots, x_n \) as the set \{\((j, x_j) \mid j \in [n]\)\}, flipping all the bits whose indices are in \( B_i \) corresponds to removing the elements in \{\((j, x_j) \mid j \in B_i\)\} from \( x \) and adding the elements in \{\((j, 1 - x_j) \mid j \in B_i\)\} instead. Requiring that the blocks \( B_i \) be disjoint corresponds to requiring that the sets \{\((j, x_j) \mid j \in B_i\)\} be disjoint. Therefore, we generalize this definition in the following way:
The block sensitivity of a function \( f : \mathcal{X} \to \{0, 1\} \) at a point \( x \in \mathcal{X} \), denoted \( bs(f, x) \), is the maximum number of points \( y_1, \ldots, y_s \in \mathcal{X} \) such that \( f(y_i) \neq f(x) \) for all \( i \), and the sets \( x \setminus y_i \) are disjoints.

The block sensitivity of \( f \) is \( bs(f) = \max_x bs(f, x) \).

Over the cube, sensitivity is defined similarly to block sensitivity with the constraint that the blocks are all of size 1, or in other words, that the blocks are as small as possible without being empty. In order to generalize the definition of sensitivity to other domains, we need to generalize the notion of a block being “as small as possible”.

**Definition.** For a domain \( \mathcal{X} \), the chunk size \( c \) is the minimal value of \( |x \setminus y| \) for \( x, y \in \mathcal{X} \).

For example, in the Boolean cube, for two points \( x, y \in \{0, 1\}^n \), \( |x \setminus y| \) is the Hamming distance between \( x \) and \( y \). The minimal distance between two different points is 1, and so \( c = 1 \).

In the symmetric group, the minimal number of changes required to move from one permutation to the other is 2 (corresponding to applying a transposition). Therefore, \( c = 2 \).

The sensitivity of a function \( f : \mathcal{X} \to \{0, 1\} \) is therefore defined similarly to block sensitivity with the constraint that the block size is \( c \).

### 2.2.4 Composability

A part of the proof that all the complexity measures are related uses a reduction to the case of the Boolean cube. Given \( x \in \mathcal{X} \) and \( y_1, \ldots, y_s \in \mathcal{X} \) such that \( x \setminus y_i \) are disjoint, a subset of the domain can be viewed as the cube \( \{0, 1\}^s \), where the vector \( z_1, \ldots, z_s \in \{0, 1\}^s \) is identified with the input

\[
\left( x \setminus \bigcup_{i=1}^{s} x \setminus y_i \right) \cup \left( \bigcup_{i \in [s] : z_i = 0} x \setminus y_i \right) \cup \left( \bigcup_{i \in [s] : z_i = 1} y_i \setminus x \right) \in \mathcal{X}
\]

In other words, whenever \( z_i = 1 \), we “replace” the block \( x \setminus y_i \) with its counterpart in \( y_i \), and otherwise we don’t.

For this to work, we need to ensure that the resulting input indeed belongs to \( \mathcal{X} \). This property of the domain is called composability.

**Definition (composability).** A domain \( \mathcal{X} \) is composable if whenever \( x, y_1, \ldots, y_s \in \mathcal{X} \) are such that \( y_i \neq x \) for all \( i \) and the sets \( x \setminus y_i \) are disjoint, then

\[
\left( x \setminus \bigcup_{i=1}^{s} (x \setminus y_i) \right) \cup \left( \bigcup_{i=1}^{s} (y_i \setminus x) \right) \in \mathcal{X}
\]

It is fairly easy to show that the Boolean cube is composable: Given an input \( x \) and a set of disjoint sets of coordinates, we can choose any subset of it and flip all the bits belonging to the corresponding coordinates, and the resulting vector is still an input in the domain.
It is less easy to show, but the symmetric group, the perfect matching scheme and the slice are composable too. [DFL+21, Lemma 2.3] gives the following simple criterion for composability:

**Lemma 3.** If $X$, viewed as as a subset of $\{0,1\}^U$, is the intersection of $\{0,1\}^U$ and an affine subspace, then $X$ is composable.

Let us demonstrate the use of the above lemma on the the symmetric group. The symmetric group is the set of solutions to the following linear system:

- For all $i, j \in [n]$: $x_{i,j} \in \{0,1\}$.
- For all $i \in [n]$: $\Sigma_{j=1}^n x_{i,j} = 1$.
- For all $j \in [n]$: $\Sigma_{i=1}^n x_{i,j} = 1$.

And thus satisfies the condition for Lemma 3.

### 2.2.5 Four parameters

We introduce the following four parameters of domains:

**Maximum degree**

The *degree* of an element $a \in U$ is the number of queries mentioning it. The *maximum degree* of $X$, denoted $\Delta$, is the maximum degree of an element in $U$.

In the Boolean cube, every element $(i, b)$ is mentioned only by the query ”$x_i$ =?” and so $\Delta = 1$.

In the symmetric group, every element $(i, j)$ is mentioned by two queries, ”$\pi(i)$ =?” and ”$\pi^{-1}(j)$ =?”, and so $\Delta = 2$.

**Conflict bound**

A subset $c \subseteq U$ is a *partial input* if it is a subset of some input $x \in X$. Two partial inputs $c_1, c_2$ conflict if no input $x \in X$ contains both. The *conflict bound*, denoted $M$, is the maximal value such that if $c_1, c_2$ are two partial inputs of size at most $M$ and they are conflicting, then there is a query which “seperates” them, that is, a query $Q$ such that $Q \cap c_1 \neq Q \cap c_2$.

In the Boolean cube and the symmetric group, $M = n$, where $n$ is the size of each input in the domain (as a set). However, there are domains where $M < n$. Consider, for example, the slice $\binom{[2]}{1}$ of the vectors in $\{0,1\}^2$ of Hamming weight 1. The partial inputs $c_1 = \{(1,1)\}$ (that is, $c_1$ can be extended to the vector $(1 0)$ only) and $c_2 = \{(2,1)\}$ (that is, $c_1$ can be extended to the vector $(0 1)$ only) are conflicting, but no query separates them.
Sensitivity ratio and block sensitivity ratio

Given two inputs $x, y \in \mathcal{X}$, this parameter determines how many disjoint ways we can find to “bring $y$ closer to $x$” in terms of the distance between $x$ and $y$. The block sensitivity ratio, denoted $\beta$, is the largest parameter such that for every distinct $x, y \in \mathcal{X}$ there exist distinct $z_1, \ldots, z_s \in \mathcal{X}$, with $s \geq \beta |x\setminus y|$, such that:

- $x \setminus z_i \subsetneq x \setminus y$.
- The sets $y \setminus z_i$ are disjoint.

The sensitivity ratio, denoted $\beta_c$, is defined similarly, with the constraint that $|y \setminus z_i| = c$.

It is not hard to see that for the Boolean cube, $\beta = \beta_c = 1$.

For the symmetric group, $\beta = \beta_c = \frac{4}{3}$. The upper bound is witnessed by the following example: Take $x$ to be the identity, and $y = (1 2 3)$. Then $|x \setminus y| = 3$ but the only way to “get closer” from $y$ to $x$ is to apply a transposition or $y^{-1}$, and any two of those changes are not disjoint. For the lower bound, assume $x$ is the identity for simplicity, let $y$ be any permutation, and consider some cycle in $y$, without loss of generality $(1 2 \ldots l)$. We form $z_1$ by picking some $i$ in the cycle and “shortcutting” over it, that is, replacing the cycle with $(1 \ldots i - 1 i i + 1 \ldots l)$. We can then repeat this action for any $j \notin \{i - 1, i, i + 1\}$ and so on, and get at least $\frac{l}{3}$ disjoint changes. Repeating this for every cycle gives $z_1, \ldots, z_s$ for $s \geq \frac{|x \setminus y|}{3}$.

2.2.6 Relations between the measures

In [DFL⁺21, Theorem 3.1] it is shown that for composable domains, the complexity measures are all polynomially related:

**Theorem 4.** Let $(\mathcal{X}, \mathcal{U}, n)$ be a composable domain with parameters $\Delta, M, \beta$.

Every function $f : \mathcal{X} \to \{0, 1\}$ satisfies:

$$\sqrt{\frac{bs(f)}{6}} \leq \deg(f) \leq \deg(f) \leq D(f)$$

$$bs(f) \leq C(f) \leq D(f)$$

$$bs(f) \leq 3R(f) \leq 3D(f)$$

$$D(f) \leq \beta^{-2} \max \left(\Delta, \frac{n}{M}\right) bs(f)^4$$

In particular, if $\Delta = O(1)$, $M = \Omega(n)$ and $\beta = \Omega(1)$ then all complexity measures except sensitivity are polynomially related.

In addition:
1. For the symmetric group, $s(f) \geq \sqrt{\frac{\deg(f)}{2}}$

2. For the perfect matching scheme, $s(f) \geq \sqrt{\deg(f)}$

3. For the multislice, $s(f) \geq \sqrt{\frac{\deg(f)}{2}}$

In particular, for the above domains, all the complexity measures are polynomially related.
Chapter 3

Efficient computation of functions with low sensitivity

3.1 Ball property

Gopalan et al. [GNS+16] proved the following “ball property” for functions over the Boolean cube, stating that functions with low sensitivity can be recovered from their values on a ball of small radius (with respect to the Hamming distance).

**Theorem 5.** Let \( f : \{0, 1\}^n \to \{0, 1\} \) be a function with sensitivity \( s = s(f) \), then \( f \) can be recovered from its evaluation on a ball of radius \( 2s + 1 \) around an arbitrary point.

In [DFL+21], the ball property is generalized to all composable domains. First we need to generalize the notion of distance: For any domain, the distance \( d(x, y) \) between two inputs is \( |y \setminus x| \) (note that since every input is a set of size \( n \), this definition is symmetrical).

Recall that the chunk size \( c \) is the minimal value of \( |x \setminus y| \) for \( x, y \in \mathcal{X} \).

**Theorem 6.** Let \((\mathcal{X}, \mathcal{U}, n)\) be a composable domain with chunk size \( c \) and sensitivity ratio \( \beta_c \). If \( f : \mathcal{X} \to \{0, 1\} \) has sensitivity \( s = s(f) \), then \( f \) can be recovered from its evaluation on a ball of radius \( r = \beta_c^{-1}(2s + 1) \) around an arbitrary point.

**Proof** Suppose that we are given the values of \( f \) at all points at distance at most \( r \) from \( x \in \mathcal{X} \). Let \( y \) be an arbitrary point at distance \( d \geq r \) from \( x \). It’s enough to show that \( f(y) \) can be recovered from the values of \( f \) at points at distance less than \( d \) from \( x \).

By definition of \( \beta_c \), there exist distinct \( z_1, \ldots, z_t \in \mathcal{X} \) with \( t \geq \beta_c d(x, y) \geq 2s + 1 \) such that \( d(x, z_i) \leq d \), the sets \( y \setminus z_i \) are disjoint, and \( |y \setminus z_i| = c \). Suppose that \( f(y) \) is not the majority of \( f(z_1), \ldots, f(z_{2s+1}) \), meaning that at least \( s + 1 \) of \( f(z_1), \ldots, f(z_{2s+1}) \) are different from \( f(y) \). By definition of sensitivity, that contradicts the fact that \( s(f, y) \leq s \). And so, \( f(y) \) is the majority of \( f(z_1), \ldots, f(z_{2s+1}) \), thus completing the proof. ■
3.2 Small Circuits

In this section we apply the ball property to construct small circuits for low sensitivity functions on composable domains. For the rest of the section, we refer to De Morgan circuits and the size of a circuit is measured by number of gates.

**Theorem 7.** Let $\mathcal{X}$ be a composable domain with $|\mathcal{U}| = n^{O(1)}$. Let $f: \mathcal{X} \rightarrow \{0,1\}$ be a function with sensitivity $s$. Suppose that a membership oracle (a Boolean function taking a subset of $\mathcal{U}$ as input and specifying whether it is a member of $\mathcal{X}$ or not) can be computed by a circuit of size $T$. Then $f$ can be computed by a circuit of size $n^{O(\beta_{e}^{-1}s \cdot c)}T$, where $\beta_e$ is the sensitivity ratio and $c$ is the chunk size.

For the rest of the section, we refer to domains with $|\mathcal{U}| = n^{O(1)}$.

One of the main ideas of the construction is computing $f$ on a point $x$ using majority over $2s + 1$ disjoint neighbors of $x$ (inputs whose distance from $x$ is $c$), as done in the ball property.

As a first step, we need to be able to compute the set of neighbors of a given point:

**Lemma 8.** We say that $x, y \in \mathcal{X}$ are neighbors if $|x \setminus y| = c$. Given $x$ as input, the set of all neighbors of $x$ can be computed by a circuit of size $n^{O(c)}T$.

**Proof** Consider the following algorithm:

- For every $A \in \binom{\mathcal{X}}{c}$ and $B \in \binom{\mathcal{U} \setminus x}{c}$:
  - Let $z = (x \setminus A) \cup B$.
  - Use the membership oracle to determine whether $z \in \mathcal{X}$. If so, output $z$.

For every $x$, there are $n^{O(c)}$ pairs of sets $A, B$. Therefore, the size of the circuit is $n^{O(c)}T$.  

To use the idea above, we must ultimately hard-code the values of $f$ on some set. To use this for the computation of $f$ for an arbitrary point $x$, we need a way to “get from one point to the other”. This is roughly done in the next lemma:

**Lemma 9.** Let $G$ be the graph on $\mathcal{X}$ where $(x, y)$ is an edge whenever $x, y$ are neighbors. Given $x \neq y \in \mathcal{X}$ as input, a path in $G$ of length at most $n$ from $x$ to $y$ can be computed by a circuit of size $n^{O(c)}T$.

**Proof** Consider the following algorithm:

1. $x_0 \leftarrow x$
2. For $i = 0, \ldots, n - 1$:
   - Using Lemma 8, for every neighbor $z$ of $x_i$:
     - If $y \setminus z \subseteq y \setminus x$, then $x_{i+1} \leftarrow z$
     - If $x_{i+1} = y$, output $x_0, \ldots, x_{i+1}$
For $\beta > 0$, at each step there exists $z \in \mathcal{X}$ that satisfies the condition, since by the definition of $\beta$ there are at least $\beta^{-1} |y\setminus x|$ such points $z$.

The condition $y\setminus z \subseteq y\setminus x$ implies that $|x_i\setminus y|$ decreases by at least 1 with each step, and therefore $y$ is always reached after at most $n$ steps.

In our construction, the neighbors the majority is taken over will all be “closer” than $x$ to some point $y$. We know how to efficiently find a “fix” that gets us closer from a starting point $x$ to an endpoint $y$, and furthermore, get all the different fixes that achieve that. But in order to use the sensitivity property on a point $x$, the neighbors $z_1, \ldots, z_{2^s+1}$ used for the majority must be disjoint, in that the sets $x\setminus z_i$ are disjoint. The definition of $\beta$ provides that there is a set of at least $\beta r$ such fixes, where $r = |x\setminus y|$, that are disjoint. The next lemma shows that, losing a factor of $\epsilon$, such a set can be computed greedily, by repeatedly applying the search for a single fix, with the constraint that it be disjoint from the previous ones:

**Lemma 10.** Let $x, y \in \mathcal{X}$ and let $r = |x\setminus y|$. Then a set $z_1, \ldots, z_{\beta r^{-1}} \in \mathcal{X}$ such that $y\setminus z_i \subseteq y\setminus x$, the sets $x\setminus z_i$ are disjoint, and $|x\setminus z_i| = \epsilon$ for each $i$, can be computed by a circuit of size $n^{O(\epsilon)T}$.

**Proof** Consider the following algorithm:

1. $D_0 \leftarrow \emptyset$
2. For $i = 1, \ldots, \beta r^{-1}$:
   - Using Lemma 8, for every neighbor $z$ of $x$:
     - If $(z\setminus x) \cap \bigcup_{j=0}^{i-1} D_j = \emptyset$ and $y\setminus z \subseteq y\setminus x$, then $z_i \leftarrow z$ and $D_i = z\setminus x$
3. Output $z_1, \ldots, z_{\beta r^{-1}}$

A $z$ satisfying the conditions always exists: There are $z_1', \ldots, z_{\beta r'} \in \mathcal{X}$ such that $y\setminus z_k' \subseteq y\setminus x$, the sets $x\setminus z_k'$ are disjoint and $|x\setminus z_k'| = \epsilon$. For $i \leq \beta r^{-1}$, we have $|\bigcup_{j=0}^{i-1} D_j| = (i-1)\epsilon < \beta r$, and therefore the union hits at most $\beta r - 1$ of the $z_k'$, meaning one of the $z_k'$ satisfies the requirement.

The construction of the circuit in Theorem 7 is done as follows: Given a point $x$, we find a path from $x$ to an arbitrary point $y$, where each point is of distance $\epsilon$ from the previous one. We “go from $y$ to $x$” and at each step, compute the values of $f$ on a ball around the point we’re in, of a radius $r = \beta^{-1} (2s + 1) \epsilon$, using the values on the ball of the same radius around the previous point. The way we do that is the following: We use the values of $f$ on a ball of radius $r$ to compute its values on a ball around the same center of radius $r + \epsilon$, and by the triangle inequality, it contains the ball around the next point.

**Lemma 11.** Given $x \in \mathcal{X}$ and the values of $f$ on $B(x,r)$ (the Hamming ball of radius $r$ around the point $x$), the values of $f$ on $B(x,r + \epsilon)$ can be computed by a circuit of size $n^{O(\epsilon)T}$. 
Proof The set of all the points in \( B(x, r + c) \) can be obtained in the following way: Start with a list of the points in \( B(x, r) \). Find the set of all neighbors of each point using Lemma 8, and add each one that isn’t already there to the list. Repeat \( c \) times. At step \( i \), the operation requires a circuit of size \( n^{O(r+c)} T \leq n^{O(r+c)} T = n^{O(r)} T \). Then, for \( i = 1, \ldots, c \), we can compute the values of \( f \) on \( B(x, r + i) \), using the majority of its values on \( \beta r c^{-1} = 2s+1 \) points in \( B(x, r + i - 1) \) obtained by the algorithm in Lemma 10.

We now hold all the tools required for the proof of Theorem 7.

Proof of Theorem 7 Consider the following algorithm, taking \( x \in \mathcal{X} \) as input:

1. Fix an arbitrary point \( x_0 \) and hard-code the values of \( f \) on \( B(x, r) \) for \( r = \beta^{-1} (2s + 1) c \).
2. Compute a path \( x_0, x_1, \ldots, x_d = x \) for \( d \leq n \) using Lemma 9.
3. For \( 0 \leq i \leq d - 1 \), compute the values of \( f \) on \( B(x_i, r + c) \) using its values on \( B(x_i, r) \) and Lemma 11.
4. Output \( f(x) \)

For \( 1 \leq i \leq d \), it holds that \( d(x_{i-1}, x_i) = c \), and therefore \( B(x_i, r) \subseteq B(x_{i-1}, r + c) \). Each iteration takes \( n^{O(r)} \) time, there are at most \( n \) of them, and so we end up with the required circuit size.

3.3 Low depth circuits

We introduce the construction of low-depth unbounded fan-in circuits for Boolean functions with low sensitivity on domains with certain properties, including the symmetric group and the perfect matching scheme. One approach to the task of bounding circuit depth in terms of sensitivity would be to go through decision trees: a decision tree can be transformed into a circuit in the natural way, giving a circuit of depth \( O(D(f)) \). From Theorem 4 it follows that, for the symmetric group for example, \( D(f) = O(\text{bs}(f)^4) = O(\deg(f))^8 = O\left( s(f)^{16} \right) \), and so we get a circuit of depth \( O\left( s(f)^{16} \right) \). In comparison, the construction in the following theorem gives an \( O\left( s(f) \log n \right) \)-depth circuit.

3.3.1 Shortcuttability

The idea is to compute \( f(x) \) recursively using \( f \)'s values on points “closer” to a fixed set \( c \in \mathcal{X} \), like in the preceding section. In the case of the symmetric group, for example, one might consider the distance of a permutation \( x \) from \( \text{id} \). A way to get closer from \( x \) to \( \text{id} \) is to “shortcut” over some non-fixed point \( i \) of \( x \); that is, to apply the transposition \( (i \ x(i)) \) to \( x \). This motivates us to define the following:

Definition. A domain \( \mathcal{X} \) is called shortcuttable if there exist \( c \in \mathcal{X} \) and an operator \( \bowtie : \mathcal{X} \times c \to \mathcal{X} \) (which we call “shortcut” and write \( x \bowtie i \) for \( x \in \mathcal{X}, i \in c \)) such that:
1. For every \( x \in \mathcal{X} \) and \( i, j \in c \), \( x \curvearrowright i \curvearrowright j = x \curvearrowright j \curvearrowright i \). Note that this allows us to define \( x \curvearrowright S \) for \( S \subseteq c \) in the natural way.

2. Shortcutting over a set of elements that are not in \( x \) to begin with, results in a close “enough” set to \( c \): If \( S \subseteq c \setminus x \), then \( d(x \curvearrowright S, c) \leq d(x, c) - |S| \) (recall that the distance \( d(x, y) \) is defined to be \(|y \setminus x|\)).

3. For \( S \subseteq c \) and \( i \in S \), \( x \curvearrowright i \) is “closer” (or equally close) to \( x \curvearrowright S \) than \( x \): \( (x \curvearrowright S) \setminus (x \curvearrowright i) \subseteq (x \curvearrowright S) \setminus x \), and equality occurs iff \( i \in x \). Note that for \( S = c \), we get that shortcutting over \( i \) brings \( x \) closer to \( c \), since \( x \curvearrowright c = c \), as follows from property 2. If \( i \notin x \), we call \( x \curvearrowright i \) a proper shortcut.

4. The change in \( x \) due to a proper shortcut is “minimal”: For \( x \in \mathcal{X}, i \in c \setminus x \), \( d(x \curvearrowright i, x) = c \).

Next, we define a parameter similar to \( \beta_i \), but related to the shortcut operator. When we perform a number of proper shortcuts on a set \( x \), we want to ensure that enough of the changes are disjoint (in a sense compatible with the definition of sensitivity).

**Definition.** We define the shortcut sensitivity ratio \( \gamma \) to be the largest parameter such that for every \( x \in \mathcal{X} \) and \( S \subseteq c \setminus x \), there exist distinct \( i_1, \ldots, i_m \in S \), with \( m \geq \gamma |S| \), such that the sets \( x \setminus (x \curvearrowright i_j) \) are disjoint.

We are now ready to present the theorem:

**Theorem 12.** Let \( \mathcal{X} \) be a shortcuttable domain with reference to \( c \in \mathcal{X} \) and let \( f: \mathcal{X} \rightarrow \{0, 1\} \) be a function with sensitivity \( s \). Assume that there exists an unbounded fan-in logarithmic-depth circuit that takes as input \( x \in \mathcal{X} \) and \( S \subseteq c \) (in the form of flags specifying for each \( i \in c \) whether \( i \in S \)), and computes \( x \curvearrowright S \). Then \( f \) is computable by an unbounded fan-in circuit of depth \( O(s \log n) \).

### 3.3.2 Domain Examples

We now give examples for a few shortcuttable domains.

**Boolean cube and product domains**

Consider the Boolean cube, and let \( c = 0^n \). The shortcut operation corresponds to writing “0” in some coordinate: for \( i \in [n] \), \( x \curvearrowright (i, 0) = (x \setminus (i, 1)) \cup (i, 0) \). It’s easy to check that all the properties hold:

1. Shortcutting over any two coordinates, at any order, corresponds to zeroing both coordinates.

2. In this case, equality holds: Shortcutting over any number \( s \) of coordinates that are not already 0 reduces the Hamming weight by exactly \( s \).
3. Here, \((x \ominus S) \setminus x = \{ j \in [n] \mid (j, 0) \in S \land (j, 1) \in x \}\), and given \(i = (i', 0) \in S\) for some \(i' \in [n]\), \((x \ominus S) \setminus (x \ominus i) = \{ j \in [n] \mid (j, 0) \in S \setminus \{i\} \land (j, 1) \in x \}\). Obviously \((x \ominus S) \setminus (x \ominus i) \subseteq (x \ominus S) \setminus x\), and equality occurs iff there does not exist \(j \in [n]\) such that \((j, 0) = i\) and \((j, 1) \in x\), that is, if \(x_i = 0\), or in other words, \(i \in x\).

4. The change in \(x\) due to a proper shortcut is flipping one coordinate. The distance of the resulting input from \(x\) is 1, which equals \(c\).

Given \(x \in \mathcal{X}\) and \(S \subseteq [n]\), it’s easy to construct a constant depth unbounded fan-in circuit that computes \(x \ominus \{(i, 0) \mid i \in S\}\): It suffices to write “0” in all the specified coordinates.

The above can be easily modified to work for any product domain.

**Perfect matching scheme**

Let \(\mathcal{X}\) be the perfect matching scheme on \(2n\) points. Denote the elements of \([2n]\) by \(a_1, ..., a_n, b_1, ..., b_n\), and let \(c\) be the matching that maps each \(a_i\) to \(b_i\). For a matching \(x\), denote by \(x(a)\) the element matched to \(a\) by \(x\).

For \(x \in \mathcal{X}\), shortcutting over \((a_i, b_i)\) is the action of matching \(a_i, b_i\) to each other and \(x(a_i), x(b_i)\) to each other.

The shortcutting satisfies property 1: Shortcutting over a set \(S\), at any order, can be viewed in the following way: Let \(G_{x,S}\) be the graph containing \(x\)’s edges and the edges \((a_i, b_i)\) for each \(i \in S\). This graph is a collection of cycles and paths (with 2-cycles whenever \(x(a_i) = b_i\) for \(i \in S\)). Then, for every cycle, every edge in the cycle that is not of the form \((a_i, b_i)\) is removed. For every path, every edge in the path that is not of the form \((a_i, b_i)\) is removed, and the two ends of the path are connected. See Figure 3.1 for example. As for property 3, if \(i \in x\) then \(x \ominus i = x\) and so equality holds. Suppose \(i \notin x\). We have that \((x \ominus S) \setminus x\) consists of \(S \setminus x\) and all the edges connecting the ends of paths in \(G_{x,S}\). If \(i\) is a part of a path or a \(k\)-cycle for \(k > 4\) in \(G_{x,S}\), then \((x \ominus S) \setminus (x \ominus i)\) consists of \(S \setminus (x \cup \{i\})\) and the edges connecting the ends of paths in \(G_{x,S}\). Otherwise, \(i\) is a part of a 4-cycle in \(G_{x,S}\), and \((x \ominus S) \setminus (x \ominus i)\) contains the same as before except the edge opposite to \(i\) in the 4-cycle (as it is in \(x \ominus i\) as well). In both cases, \((x \ominus S) \setminus (x \ominus i) \subseteq (x \ominus S) \setminus x\).

As for property 4, \(c = 2\) for the perfect matching scheme, and indeed, \(d(x \ominus i, x) = 2\) for \(i\) such that \(x(a_i) \neq b_i\). As for property 2, see the following claim:

**Claim 3.3.1.** Let \(x \in \mathcal{X}\) and \(S \subseteq [n]\) such that \(x(a_i) \neq b_i\) for every \(i \in [n]\). Then \(d(x \ominus S, c) \leq d(x, c) - |S|\).

**Proof.** Note that \(d(x, c) = |i \in [n]| x(a_i) \neq b_i|\). A \(k\)-path in \(G_{x,S}\) corresponds to shortcutting over \(\frac{k}{2} - 1\) indices, and decreases the distance from \(c\) either by \(\frac{k}{2} - 1\), if the ends of the path are not of the form \((a_i, b_i)\), or by \(\frac{k}{2}\), if they are. This is since every inner vertex of the path, w.l.o.g. of the form \(a_i\), is not matched to \(b_i\) by \(x\) but gets matched to \(b_i\) after the shortcut, and the same goes to the path ends in the second case, while a match \((a_i, b_i)\) in \(x\) never gets unmatched by a shortcut. Similarly, a \(k\)-cycle in \(G_{x,S}\) corresponds to shortcutting over \(\frac{k}{2}\) indices, and decreases the distance from \(c\) by \(\frac{k}{2}\). Summing over all the
Figure 3.1: Example of a shortcut in the perfect matching scheme. The matching includes 
\((a_1, a_2), (a_3, b_1), (a_4, b_2), (a_5, b_5)\) and \((a_6, b_6)\). The shortcut is done over 1, 3 and 5.

paths and cycles, we get that overall the shortcutting over \(S\) decreases the distance from \(c\) by at least \(|S|\).

Finally, the circuit specified in the theorem can be constructed as shown in the following claim:

Claim 3.3.2. There exists a logarithmic-depth formula that takes as input a matching \(x\) and flags \(X(i)\) specifying for each \(i \in [n]\) whether \((a_i, b_i)\) is being shortcut over, and outputs the resulting matching \(y\).

Proof Let \(S = \{i \in [n] \mid X(i)\) holds\}. For \(i, j, l \in [n]\) and \(c, d \in \{a, b\}\), we construct a formula \(\text{Reach}_l(c_i, d_j)\) that holds if there is a path of length \(l\) between the vertices \(c_i, d_j\) in \(G_{x,S}\), in the following way:

\[\text{Reach}_0(c_i, d_j) := "c_i = d_j".\]

\[\text{Reach}_1(c_i, d_j) := "x(c_i) = d_j" \lor \("i = j" \land \text{X}(i)".\]

Those can obviously be computed in constant depth.

For \(l > 1\): \(\text{Reach}_l(c_i, d_j) = \bigvee_{k \in [n], c \in \{a, b\}} \left(\text{Reach}_{\lfloor \frac{l}{2} \rfloor}(c_i, c_k) \land \text{Reach}_{\lceil \frac{l}{2} \rceil}(c_k, d_j)\right)\)

Now, let \(\text{Reach}(c_i, d_j) = \bigvee_{l \in [n]} \text{Reach}_l(c_i, d_j)\). Computing \(\text{Reach}(c_i, d_j)\) recursively results in a formula for \(\text{Reach}(c_i, d_j)\) of logarithmic depth.

To complete the formula, we have \(y(c_i) = d_j\) iff one of the following holds:

- \(i = j\) and \(x(c_i) = d_j\).
- \(i = j, c \neq d, x(c_i) \neq d_j,\) and \(\text{Reach}(c_i, d_j)\) holds.
- \(i \neq j, x(c_i) = d_j\) and neither of \(i, j\) is being shortcut over.
- \(i \neq j, x(c_i) \neq d_j\), neither of \(i, j\) is being shortcut over, and \(\text{Reach}(c_i, d_j)\) holds.
The above is described by the formula:

\[(\"i = j\" \land \"x (c_i) = d_i\")\]
\[\lor (\"i = j\" \land \"c_i \neq d_j\" \land \"x (c_i) \neq d_j\" \land Reach (c_i, d_j))\]
\[\lor (\"i \neq j\" \land \"x (c_i) = d_j\" \land \neg X (i) \land \neg X (j))\]
\[\lor (\"i \neq j\" \land \"x (c_i) \neq d_j\" \land \neg X (i) \land \neg X (j) \land Reach (c_i, d_j))\]

Symmetric group

Let \(e = id\). Here, we consider the cycle decomposition of a permutation, and shortcutting means “removing” some element from its cycle, if said element is a non-fixed point, and otherwise doing nothing. Formally, given \(i \in [n], x \rightleftharpoons (i, i) = (i \ x (i)) \ x\). Note that if \(x (i) = i, x \rightleftharpoons i\) simply equals \(x\). For example, consider the permutation \((1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ (8 \ 9 \ 10 \ 11)).\) A shortcut over 1, 3, 4, 5, 6, 7, 10 will result in the permutation \((8 \ 9 \ 11)\). Note that even though we did not shortcut over 2, 2 was also removed from its cycle. This is an example of a case where the inequality in property 2 is proper.

The symmetric group can be viewed as a special case of the perfect matching scheme: Given \(x \in S_n\), we identify \(x\) with the matching \(M_x\) over \(K_{2n}\) where \(M_x (a_i) = b_j\) if \(x (i) = j\). In this setting, a shortcut over an index \(i\) in \(S_n\) is simply the matching shortcut over \(i\) in the perfect matching scheme: Assume \(x (i) = j\) and \(x (k) = i\). In the perfect matching scheme we have \(M_x (a_i) = b_j, M_x (a_k) = b_j\). The shortcutting over \(i\) in \(S_n\) results in \(x (i) = i\) and \(x (k) = j\), which translates to \(M_x (a_i) = b_j\) and \(M_x (a_k) = b_j\), which is indeed the result of the shortcutting over \(i\) in the perfect matching scheme. Thus, we conclude that \(S_n\) is shortcuttable.

Our next task is to construct a circuit that takes as input \(x \in S_n\) and flags \(X (i)\) and outputs the corresponding permutation \(y\). We described a circuit that takes as input a matching \(M_x\) and flags \(X (i)\) and outputs the resulting matching \(M_y\). Note that the input \(x\) can easily transformed to an input \(M_x\) to the existing circuit, in the following way: For \"\(M_x (a_i) = b_j\"\) we take \"\(x (i) = j\", and \"\(M_x (c_i) = c_j\"\) is 0 for every \(i, j\) and \(c \in \{a, b\}\). It’s left to describe the formula for \"\(y (i) = j\", taking \(M_y\) as input, which is simply \"\(M_y (a_i) = b_j\"\).
The algorithm is translated into a circuit where every step of the recursion is of constant depth (as it’s a constant fan-in majority gate), and so is the lookup table. The recursion depth is shown to be logarithmic, and so we get a logarithmic-depth, probabilistic circuit, that computes $f$ with constant error.

The probability of success is then boosted by taking majority over a polynomial number of repetitions, and an expectation argument is used to show that there exists a suitable circuit with zero error. Since majority can be implemented with depth logarithmic in the fan-in, the boosting only adds a logarithmic-depth compound to the circuit.

### 3.3.4 Noise stability

The following results regard the probability that $f(x) \neq f(y)$ for a set $y$ that is obtained from $x$ by shortcutting over a set of elements of a size $t$. We first consider $t = 1$ and use the sensitivity property, then use a union bound to bound the probability for larger $t$ in terms of $s$, $t$ and the size of the set $|D|$ from which the elements are allowed to be chosen.

Finally, for $t \sim \frac{d}{s}$ we get a constant error.

**Lemma 13.** Let $x \in X$ and let $D \subseteq c$. Let $i$ be chosen uniformly out of $D$. Then $\Pr[f(x) \neq f(x \ominus i)] \leq \frac{\gamma^{-1}s t}{|D|-1}$, where $\gamma$ is the shortcut sensitivity ratio.

**Proof** Let $S = \{i_1, \ldots, i_k\}$ be the set of elements of $D$ such that $f(x) \neq f(x \ominus i)$. Obviously, for every such $i$, $x \neq x \ominus i$. By definition of $\gamma$, there exist $i_{j_1}, \ldots, i_{j_k}$ such that $(x \ominus i_{j_1}) \setminus x, \ldots, (x \ominus i_{j_k}) \setminus x$ are disjoint, and due to property 3 we have $\gamma k \leq s$, or, $k \leq \gamma^{-1}s$. There are $|D|$ elements to choose from, and so the probability of hitting one of $i_1, \ldots, i_k$ is at most $\frac{\gamma^{-1}s t}{|D|-1}$. □

**Corollary 14.** Let $i_1, \ldots, i_t$ be chosen uniformly and independently out of $D$. Then $\Pr[f(x) \neq f(x \ominus \{i_1, \ldots, i_t\})] \leq \frac{\gamma^{-1}s t}{|D|-t}$.

**Proof** We can view the process of choosing $i_1, \ldots, i_t$ and applying the shortcuts in the following way: Initialize $y_0 = x$. At step $1 \leq j \leq t$:

- Choose $i_j \in D \setminus \{i_1, \ldots, i_{j-1}\}$ uniformly.
- Let $y_j = y_{j-1} \ominus i_j$.

For each $j$, $\Pr[D \setminus \{i_1, \ldots, i_{j-1}\}] \geq |D| - t$. At each step, then, the probability that $f$ changes is at most $\frac{\gamma^{-1}s}{|D|-t}$. The lemma follows by a union bound. □

**Corollary 15.** If $t \leq \frac{|D|}{10 \gamma^{-1}s + 1}$ then $\Pr[f(x) \neq f(y)] \leq \frac{1}{10}$.

**Proof** $\frac{\gamma^{-1}s t}{|D|-t} \leq \frac{\gamma^{-1}s |D|}{10 \gamma^{-1}s + 1} = \frac{\gamma^{-1}s}{10 \gamma^{-1}s + 1} - 1 = \frac{1}{10}$. □

### 3.3.5 Majority Tree

The above property is used to output $f(x)$ using the majority of $f$’s values on sets obtained from $x$ as above, for $t = \left\lfloor \frac{|D|}{10 \gamma^{-1}s + 1} \right\rfloor$, recursively, where the set $D$ can roughly be thought
of as $c\setminus x$. We describe the algorithm as a tree and perform the analysis in terms of the root’s properties rather than recursively, for better compatibility with the transformation to circuits. We start by considering the elements of $c\setminus x$. With every branching of the tree, we shortcut over some of them, and at every point keep track of the set of all elements that were shortcut over so far.

Let $x \in X$ and let $D = c\setminus x$. Let $T$ be a tree with the following properties:

1. Every vertex $v$ is associated with a set $D_v \subseteq |D|$. For the root $v_0$, $D_{v_0} = \emptyset$. The mapping $v \mapsto D_v$ will be denoted $D_T$.

2. Every inner vertex $v$ has $\alpha$ children, where $\alpha$ is a constant to be defined later, and for each child $u$ of $v$, $D_u \supseteq D_v$.

We associate every vertex $v$ with a set $x_v \in X$ in the following way: Write $D = \{i_1, \ldots, i_{|D|}\}$ and $D_v = \{j_1, \ldots, j_{|D_v|}\}$. Then $x_v = x \cap \{i_{j_1}, \ldots, i_{j_{|D_v|}}\}$. Note that $x_{v_0} = x$.

3. If $u$ is a child of $v$, then $|D_u \setminus D_v| = \lceil\frac{|D| - |D_v|}{10\gamma^{-1}s + 1}\rceil$.

4. Every leaf is of the same depth, which is the minimum depth required so that for every leaf $v$, $|D| - |D_v| \leq 100\gamma^{-1}s$. Note that this depth does not depend on $x$, but only on $|D|$.

The choice of size in property 4 is so that the set meets the requirement of Corollary 15, and due to the property 2, determines the tree’s depth. The next claim shows that the resulting depth is low enough to meet our needs regarding the circuit’s depth.

**Claim 3.3.3.** $T$’s depth is $O(s \log n)$.

**Proof** Let $v_0, \ldots, v_l$ be some path from the root to a leaf $v$ such that $|D| - |D_{v_{l-1}}| > 100\gamma^{-1}s$.

Such a path exists due to the minimality condition on the depth. For $0 \leq j < l$,

$$|D| - |D_{v_{j+1}}| = |D| - |D_v| - |D_{v_{j+1}} \setminus D_v| = |D| - |D_v| - \left|\frac{|D| - |D_v|}{10\gamma^{-1}s + 1}\right| < |D| - |D_v| - \frac{|D| - |D_v|}{10\gamma^{-1}s + 1} + 1.$$  

For $|D| - |D_v| > 100\gamma^{-1}s$, we have $\frac{1}{10\gamma^{-1}s + 1} \left(|D| - |D_v|\right) > 3$ and so $1 < \frac{1}{2(10\gamma^{-1}s + 1)} \left(|D| - |D_v|\right)$, meaning

$$|D| - |D_v| - \frac{|D| - |D_v|}{10\gamma^{-1}s + 1} + 1 < |D| - |D_v| - \frac{|D| - |D_v|}{2(10\gamma^{-1}s + 1)} < |D| - |D_v| - \frac{|D| - |D_v|}{10\gamma^{-1}s}.$$  

Thus, $|D| - |D_v| < \left(1 - \frac{1}{100\gamma^{-1}s}\right)^j n$, and so $\frac{1}{n} < \left(1 - \frac{1}{100\gamma^{-1}s}\right)^{l-1}$, or, $l-1 < \frac{\log n}{\log \left(1 - \frac{1}{100\gamma^{-1}s}\right)} < 100\gamma^{-1}s \log n$, where the last inequality is due to the fact that $\log (1 - \epsilon) < -\epsilon$ for every $\epsilon > 0.$
To complete the compatibility with Corollary 15, we introduce the following distribution on \( D_T \): Recall that \( D_{v_0} = \emptyset \), where \( v_0 \) is the root. Recursively, if \( u \) is a child of \( v \), \( D_u \setminus D_v \) is distributed uniformly (under the size constraint) over \([|D|]/D_v\).

We now associate a Boolean value \( A(v) \) to each vertex \( v \), recursively, in the following way: If \( v \) is a leaf, \( A(v) = f(x_v) \). For an inner vertex, \( A(v) \) is the majority of \( A(u) \) over all the children \( u \) of \( v \). Next, we analyze the probability that \( A(v) = f(x_v) \) for each \( v \). Write \( f(v) \) in short for \( f(x_v) \). Note that \( f(v_0) = f(x) \), where \( v_0 \) is the root.

The constant probability of the inequality \( f(u) \neq f(v) \) for each child \( u \) of \( v \) provided by Corollary 15, combined with the constant number of children, results in an overall constant error in the computation of \( f(v) \), as shown in the next claim:

**Claim 3.3.4.** There exists a constant \( \alpha \) such that for every \( v \), \( \Pr[A(v) \neq f(v)] < \frac{1}{20} \).

**Proof** By induction on the distance from the furthest leaf:

If \( v \) is a leaf, \( A(v) = f(v) \) always.

Let \( u_1, \ldots, u_e \) be \( v \)'s children. For each \( u_i \), \( \Pr[A(u_i) \neq f(u_i)] < \frac{1}{20} \) by the induction hypothesis. The set \( D_{u_i}\setminus D_v \) is chosen as in Corollary 14 for \( t = \left\lfloor \frac{|D| - |D_v|}{30 \gamma^{-1}} \right\rfloor \), and so \( \Pr[f(u_i) \neq f(v)] < \frac{1}{10} \) by Corollary 15. Overall, \( \Pr[A(u_i) \neq f(v)] < \frac{1}{5} \).

Now, we can choose \( \alpha \) such that \( \Pr[A(v) \neq f(v)] = \Pr[\text{maj}_{i \in [u]} (A(u_i) \neq f(v))] < \frac{1}{20} \). ■

The next claim characterizes the set of sets associated with the leaves in terms of distance from \( c \):

**Claim 3.3.5.** For every leaf \( v \), \( x_v \in B(id, 100\gamma^{-1}s) \).

**Proof** Follows from the fact that for every \( v \), \( d(x_v, c) \leq |D| - |D_v| \) due to property 2. ■

### 3.3.6 Conversion to a deterministic algorithm

Let \( T^{(1)}, \ldots, T^{(k)} \) be trees each distributed as above, and let \( v_0^{(i)} \) be the root of \( T^{(i)} \). Let \( A_0(x) = \text{maj}_{i \in [k]} A(v_0^{(i)}) \). Let \( \mathcal{X} = \{ i \in [k] \mid A(v_0^{(i)}) \neq f(v_0^{(i)}) \} \). By Chernoff bound,

\[
\Pr[A_0(x) \neq f(x)] = \Pr[\mathcal{X} > \frac{k}{2}] < \left( \frac{e^9}{10^{10}} \right)^\frac{k}{2} < 2^{-\frac{k}{2}}.
\]

Taking \( k = 20n^2 \), we get that majority over a polynomial number of trees gives an error of at most \( 2^{-n^2} \) for every permutation \( x \) of distance \( \Delta = |D| \) from \( id \). In other words, the expected number of inputs on which the circuit errs is less than 1. Therefore there is a choice of randomness for which the circuit never errs.

Note that the construction is not non-uniform.
3.3.7 Conversion to a circuit

The properties of the structure we described are tailored to a fixed size of $c\setminus x$. We thus construct a different circuit for each $\Delta = |c\setminus x|$, and the final circuit will compute $\Delta$ and redirect to the correct circuit.

Fix $\Delta$. Consider a circuit that takes a permutation $x$ with $|c\setminus x| = \Delta$, and is composed of a logarithmic-depth tree of majority gates of depth $d = O(s \log n)$, each majority gate computing the majority of $\alpha$ inputs (and is thus of constant depth), except for the last one having $20n^2$ inputs (which makes the majority gate of logarithmic depth). Each leaf $v$ corresponds to a fixed set $D_v \subseteq [\Delta]$, which the circuit translates into a set of elements to be shortcut over when starting with the input $x$, in the following way: Fix some order on $c$. For $i \in c$, $j \in [\Delta]$, define $P(i, j)$ to hold when $i \notin x$ and $|\{k \in c\setminus x \mid k \leq i\}| = j$. $P(i, j)$ can be computed for every $i, j$ in logarithmic depth by counting. Now, for $i \in c$, define $X(i)$ to hold if $i$ is being shortcut over. Note that $X(i) = \bigvee_{j \in [\Delta]} ("j \in D_v" \land P(i, j))$, and so $X(i)$ can be computed for every $i$.

3.3.8 The Resulting Circuit

Proof of Theorem 12 The task is achieved by a circuit consisting of the following compounds:

- A logarithmic-depth circuit that computes $\Delta = |c\setminus x|$.

- For each $\Delta \leq n$:
  - The circuit that, for each leaf $v$, transforms the set $D_v \subseteq [\Delta]$ into flags $X(i)$ specifying whether $i$ is being shortcut over.
  - A circuit that, for each leaf $v$, takes the flags $X(i)$ and computes the resulting set. This can be done by assumption.
  - A lookup table containing $f$’s values on $B(id, 100\gamma^{-1}s)$: On input $y$, the output is $\bigvee_{\pi \in B(id, 100\gamma^{-1}s); f(\pi)=1} \bigwedge_{i \in \pi} "i \in y \iff i \in \pi"$.
  - The majority gates.
Chapter 4

Intersecting families of permutations

4.1 Background

A \( t \)-intersecting family over a domain \( \mathcal{X} \) for \( t \geq 1 \) is a subset \( \mathcal{F} \subseteq \mathcal{X} \) such that any two sets \( S_1, S_2 \in \mathcal{F} \) satisfy \( |S_1 \cap S_2| \geq t \).

For example, over the Boolean cube, \( \mathcal{F} \) is \( t \)-intersecting if any two vectors \( x, y \in \mathcal{F} \) agree on at least \( t \) coordinates. Over the symmetric group, \( \mathcal{F} \) is \( t \)-intersecting if any two permutations \( x, y \in \mathcal{F} \) agree on the images of at least \( t \) elements of \([n]\). First, we need the following definition:

Definition. A \( t \)-star in a domain \( \mathcal{X} \) over a universe \( \mathcal{U} \) is a subset of \( \mathcal{X} \) of the form \( \{T \in \mathcal{X} \mid S \subseteq T\} \) for some \( S \in \binom{\mathcal{U}}{t} \). We define \( N_t \) to be the maximum size of a \( t \)-star. Note that a \( t \)-star is \( t \)-intersecting and so the maximum size of a \( t \)-intersecting family is at least \( N_t \).

There has been an interest in \( t \)-intersecting families over different domains, the basic task being finding the maximum size of a \( t \)-intersecting family, and characterize the maximal families. Research began with [EKR61], who studied 1-intersecting families over the domain \( \binom{[n]}{k} \). They found that the maximum size of such a family is \( \binom{n-1}{k-1} \) and characterized those families as 1-stars.

Our focus will be on \( t \)-intersecting families over the symmetric group. Those were studies by Ellis, Fridgut and Pilpel [EFP11], using a spectral technique (the case \( t = 1 \) was studied before, by Deza and Frankl [FD77], Cameron and Ku [CK03], and Larose and Malvenuto [LM04]). For a domain \( \mathcal{X} \), the idea behind the spectral approach to intersecting families is to construct an \( \mathcal{X} \times \mathcal{X} \) matrix, satisfying certain properties.

Definition. A real \( \mathcal{X} \times \mathcal{X} \) matrix \( A \) is \( t \)-good if the following properties hold:
1. $A$ is symmetric.

2. $A$ is supported on pairs of non-$t$-intersecting elements, that is, if $|x \cap y| \geq t$ then $A(x,y) = 0$.

3. $A1 = 1$, where 1 is the constant 1 vector.

4. If $\deg f \leq t$ and $\mathbb{E}[f] = 0$ then $Af = -\omega f$, where $\omega = \frac{N_t}{N_{t-1}}$.

5. If $Af = \lambda f$ and $\deg f > t$ then $|\lambda| < \omega$.

A simple argument shows that the existence of a $t$-good matrix for $\mathcal{X}$ implies that a $t$-intersecting family is of size at most $N_t$, and furthermore, the characteristic function of a $t$-intersecting family of size $N_t$ has degree at most $t$.

Ellis, Fridgut and Pilpel [EFP11] constructed a $t$-good matrix for $\mathcal{X} = S_n$ for large enough $n$ (as a function of $t$), and thus showed that for every $t$, for large enough $n$, the maximum size of a $t$-intersecting family is $N_t = (n - t)!$, which is achieved by a $t$-star, that is, a family of the form $\{\pi \in S_n \mid \pi(i_1) = j_1, \ldots, \pi(i_t) = j_t\}$ for some distinct $i_1, \ldots, i_t \in [n]$ and some distinct $j_1, \ldots, j_t \in [n]$. Additionally, this result proved that the characteristic function of a maximal $t$-intersecting family is of degree $t$. In the same work it was also shown that such a family must be a $t$-star for large enough $n$, however, there was a mistake in their argument for $t > 1$, which was pointed out in [Fil17]. The result still holds, as follows from an argument of Ellis [Ell11], who actually showed something much stronger: if a $t$-intersecting family is not a subset of a $t$-star, then its size is at most $\left(1 - \frac{1}{t} + o(1)\right)(n - t)!$.

An alternative, combinatorial argument was given in [DFL+21]. The argument applies to multiple domains but we consider the case of the symmetric group.

First, let us generalize the notion of $t$-intersection into its bipartite version (this is not actually needed for our result, it allows us to show a stronger statement): two subsets $\mathcal{F}_1, \mathcal{F}_2$ over a domain are cross-$t$-intersecting if any $S_1 \in \mathcal{F}_1, S_2 \in \mathcal{F}_2$ have at least $t$ elements in common, or in the case of the symmetric group, agree on the images of at least $t$ elements.

We also need to introduce the notion of an intersection bound. For a domain $\mathcal{X}$ and $t \geq 1$, the intersection bound $I_t$ is the maximal value such that for any $x \in \mathcal{X}$ and any partial input $C$ of size at most $I_t$, if $x$ $t$-intersects all total inputs extending $C$ then $|x \cap C| \geq t$.

The following theorem is taken from [DFL+21, Theorem 7.1]:

**Theorem 16.** If $\mathcal{F}_1, \mathcal{F}_2 \subseteq S_n$ are cross-$t$-intersecting and the characteristic function $f_1 : S_n \to \{0,1\}$ of $\mathcal{F}_1$ satisfies $C(f_1) \leq I_t$, then either $\mathcal{F}_1$ is contained in a $t$-star, or

$$|\mathcal{F}_2| \leq \binom{C(f_1)}{t} C(f_1)(n - t - 1)!$$

From the fact that for a large enough $n$, if $|\mathcal{F}| = (n - t)!$ then $\deg f \leq t$, where $f$ is the characteristic function of $\mathcal{F}$, and from [Theorem 4], it follows that for such $\mathcal{F}$, $C(f)$ is
bounded for a fixed $t$. Taking $\mathcal{F}_1 = \mathcal{F}_2 = \mathcal{F}$ we get that for a large enough $n$, either $\mathcal{F}$ is a $t$-star or its size is smaller than $(n-t)!$.

Theorem 16 (and similarly, its setwise version, Theorem 17) contains a stronger statement than needed for our application of it; we only need its version for $t$-intersecting families with $\mathcal{F}_1 = \mathcal{F}_2 = \mathcal{F}$, rather than the stated cross-$t$-intersection version. The theorem was originally phrased this way for historical reasons, and we being the original, more general version, as the proof is just as simple, and for better clarity of the structure of the argument.

4.2 Setwise intersection

4.2.1 Definitions and main result

Another direction is to consider setwise-intersection instead of intersection. A subset $\mathcal{F} \subseteq S_n$ is $t$-setwise-intersecting if for every $x, y \in \mathcal{F}$, there exists $S \in \binom{[n]}{t}$ such that $x(S) = y(S)$. We define cross-$t$-setwise-intersection similarly.

We next modify Theorem 16 for the setwise-intersection case. Here we would like to show that for every $t$, for a large enough $n$, the maximum sized $t$-intersecting families are the setwise equivalent of $t$-stars, which we call $t$-setwise-stars: families of the form $\{ \pi \in S_n \mid \pi(S) = T \}$ for some $S,T \in \binom{[n]}{t}$. Note that the size of a $t$-setwise-star is $t!(n-t)!$.

Let us define the setwise-intersection bound: Let $I^*_t$ be the maximal value such that if $C$ is a partial input of size at most $I^*_t$ and $x \in \mathcal{X}$ $t$-setwise-intersects every input that contains $C$, then $x$ $t$-setwise-intersects $C$.

**Theorem 17.** If $\mathcal{F}_1, \mathcal{F}_2$ are cross-$t$-setwise-intersecting and the characteristic function $f_1 : S_n \to \{0,1\}$ satisfies $C(f_1) \leq I^*_t$, then either $\mathcal{F}_1$ is contained in a $t$-setwise-star, or

$$|\mathcal{F}_2| \leq \max_{0 \leq m < t} \left( \begin{array}{c} t \\ m \end{array} \right) \left( C(f_1) - t \right) (t-m)! (n-(2t-m))!$$

**Proof** If $\mathcal{F}_2$ is empty, the result is trivial. Assume $\mathcal{F}_2$ is non-empty.

Suppose $\mathcal{F}_1$ is not contained in any $t$-setwise-star. Let $C$ be a 1-certificate of $f_1$, that is, a partial input such that every input $x$ containing $C$ satisfies $f_1(x) = 1$. For every $S,T \in \binom{[n]}{t}$ such that $C(S) = T$ there exists $y_{ST} \in \mathcal{F}_1$ such that $y_{ST}(S) \neq T$.

Let $p \in \mathcal{F}_2$. Since $p$ $t$-setwise-intersects every input in $\mathcal{F}_1$, and thus every input extending $C$, and $|C| \leq C(f_1) \leq I^*_t$, $p$ $t$-setwise-intersects $C$. That is, there exist $S,T \in \binom{[n]}{t}$ such that $C(S) = p(S) = T$, and thus there exists $y_{ST} \in \mathcal{F}_1$ such that $y_{ST}(S) \neq T$. Then $p$ also $t$-setwise-intersects $y_{ST}$, that is, there exist $U,W \in \binom{[n]}{t}$ such that $p(U) = y_{ST}(U) = W$.

In conclusion, $p$ satisfies $p(S) = T$ and $p(U \setminus S) = W \setminus T$.

Let $m = |U \cap S|$. Since $y_{ST}(S) \neq T$, we have $U \neq S$, and so $m < t$. Note that since $p(U) = W$ and $p(S) = T$, we have $m = |W \cap T|$. There are $\binom{|C|}{t}$ choices for $S$ and $\binom{t}{m}\binom{|C|-t}{t-m}$ choices for $U$. Given $S,U$, the number of suitable inputs $p$ is $(n-(2t-m))!/t!(t-m)!$. ■
4.2.2 Intersection bound for the symmetric group

For this section it will be convenient to again view permutations in $S_n$ as perfect matchings over $K_{2n}$: we denote the elements of $[2n]$ by $a_1,\ldots,a_n,b_1,\ldots,b_n$, and given $x \in S_n$, we identify $x$ with the matching $M_x$ over $K_{2n}$ where $M_x(a_i) = b_j$ if $x(i) = j$.

Lemma 18. An input $x$ and a partial input $C$ are $t$-setwise-intersecting if and only if $x \cup C$ (as a subgraph of $K_{2n}$) contains a set of cycles whose sizes sum to $2t$.

Proof Suppose that $x, C$ are $t$-setwise-intersecting and let $S, T$ be the witnesses. Then $(x|_{S,T}) \cup (C|_{S,T})$ (as a subgraph of $x \cup C$) is a union of cycles, since every vertex is of degree 2, and is of size $2t$, and therefore satisfies the requirement.

Suppose that $x \cup C$ contains such a set $A$. Let $S = A \cap \{a_1,\ldots,a_n\}$ and $T = A \cap \{b_1,\ldots,b_n\}$. For every cycle in $(x \cup C)|_A$, half of the vertices are in $S$ and half are in $T$, and therefore $|S| = |T| = t$. $(x \cup C)|_A$ contains $2t$ edges, each goes from $S$ to $T$, and since $x|_A, C|_A$ are perfect matchings, it must be that $x(S) = T$ and $C(S) = T$, and thus $x, C$ are $t$-setwise intersecting.

Claim 4.2.1. For $t < \frac{n}{2}$ we have $I_t^s = n - t - 1$.

Proof We first show that $I_t^s < n-t$. Let $C = \{(a_i, b_j) \mid i \in [n-t]\}$. Let $x = \{(a_1, b_2), (a_2, b_3), \ldots, (a_{n-t}, b_1)\}$. Then $x, C$ are not $t$-setwise-intersecting. However, $x \{n-t+1,\ldots,n\} = \{n-t+1,\ldots,n\}$, and the same holds for every input $y$ that extends $C$, and so $x, y$ are $t$-setwise-intersecting for every such $y$.

We now show that $I_t^s \geq n-t-1$. Suppose $|C| = k \leq n-t-1$ and $x, C$ are not $t$-setwise-intersecting. By Lemma 18, it’s enough to show that $C$ can be extended to $y$ such that no new cycles of length at most $2t$ are added to $x \cup y$. For simplicity, assume $C = \{(a_i, b_i) \mid i \in [k]\}$. Every vertex in $\{a_i \mid i \in [k]\} \cup \{b_i \mid i \in [k]\}$ is of degree 2 in $C \cup x$, and every vertex in $\{a_i \mid i \in [n] \setminus [k]\} \cup \{b_i \mid i \in [n] \setminus [k]\}$ is of degree 1, and so $C \cup x$ is a union of cycles and paths such that the ends of the paths are exactly $\{a_i \mid i \in [n] \setminus [k]\} \cup \{b_i \mid i \in [n] \setminus [k]\}$. Assume for simplicity that the pairs are $\{(a_i, b_i) \mid i \in [n] \setminus [k]\}$, and connect $(a_{k+1}, b_{k+2}), \ldots, (a_n, b_{k+1})$. We thus extended $C$ to an input $y$ by adding a cycle of length at least $2(n-k) > 2t$, as required.

4.2.3 Conclusion

Ellis [Ell12] shows that for every $t$, for a large enough $n$, if $F$ is $t$-setwise-intersecting then $|F| \leq t! (n-t)!$. In addition, if $F$ is $t$-setwise-intersecting and of size $t! (n-t)!$, then $F$ is of degree at most $t$, where $F$ is the characteristic function of $F$.

Fixing $t$ and taking $F_1 = F_2 = F$ in Theorem 17, we get that for a large enough $n$, either $F$ is contained in a $t$-star or it is smaller than $\max_{0 \leq m < t} \binom{t}{m}(\binom{C(n-1)-t}{t-m})(n-(2t-m))t! (t-m)!$, which From [Theorem 4] is $O_t (n-t-1)!$ and thus is smaller than $(n-t)!t!$ for a large enough $n$. In conclusion, for a large enough $n$, the maximal $t$-setwise intersecting families are exactly the $t$-setwise-stars.
Chapter 5

Open questions

Low-depth circuits for composable domains  Our construction of low-depth circuits applies to functions over domains that satisfy the property we called “shortcuttability”, and we showed that the symmetric group and the perfect matching scheme are shortcuttable. Can the construction be generalized to all composable domains? Conversely, can we show that for some interesting domain, the construction cannot work, for example, by showing the existence of a family of functions with low sensitivity that cannot be computed by low-depth circuits?

Setwise-intersection over composable domains  Defining $t$-setwise intersection for families of permutations is pretty natural. Can we generalize this definition to all composable domains, and if so, obtain similar results? The answer for general composable domains is unclear. However, we believe that future attempts to generalize the theory to the perfect matching scheme would be successful. It’s easy to define $t$-setwise intersection for the perfect matching scheme similarly to the definition over the symmetric group. The more difficult part of such work would be to repeat the spectral argument – this method was never tried in the context of the perfect matching scheme.

“Intermediate” types of intersection  The notions of $t$-intersection and $t$-setwise intersection can be identified with the partitions $(1 \ldots 1)$ and $(t)$ of $t$. What about other partitions? For example, families of permutations that $t$-intersect in the sense that every two permutations agree on the images of two (non-empty) subsets of $[n]$ whose sizes sum to $t$. Can we generalize the theory to all these kinds of intersections?

Improving the bound on $n$  The results regarding the maximal size of a $t$-intersecting family and the characterization of the maximal families as $t$-stars, hold for a large enough $n$ for any fixed $t$. The currently known bound on $n$ as a function of $t$ is exponential. Can this be improved to polynomial $n$?
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פונקציות אל-מעגלים ועומק נמוך. הרעיון בדרכו ניסיון "על הקטל" על אלה, חלום, לתמוך
ולחקל את הרצועה המבוססת בובות גבורה מדונה, ולחזק את התוכני הקרוסיבית עד
משמעיות לנוכוות המוסק עוגן גמה מספיקה, שער לפיוןנית עלייה כבד.

הוכחת השערת מהפרת היא לשון ניסיון للمילה עוגן גמה מספיקה, לעבר מאבק
המכדה עוגן גמה מספיקה, את התוכני עוגן גמה מספיקה, ואת עוגן
אספרא להפוך עוגן גמה מספיקה, כדי עוגן גמה מספיקה, הלוח הרה
ה打ちים, הלוכר עד עוגן גמה מספיקה.
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תקציר
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