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Abstract

In this thesis, we study the effect of global links with limited bandwidth on distributed communication. We research this question in two distributed models. One model is the well-known Congested Clique model, and another model is the recently introduced Hybrid network model.

The Congested Clique model is a distributed model where \( n \) machines execute the protocol in synchronous communication rounds. On each round, each pair of machines can exchange a single \( O(\log n) \)-bit long message in each direction. In other words, each pair of machines is connected by a global communication link with a bandwidth of \( O(\log n) \) bits. The complexity measure in this model is the number of rounds until the last machine terminates. The natural goal is to speed up algorithms by using as much of the model’s \( O(n^2) \)-message bandwidth as possible.

In this thesis, we address a complementary question of running in parallel as many distributed jobs as possible. Formally, we solve the distributed scheduling problem. In this problem, the system receives jobs, i.e., protocols with the corresponding inputs, which are provided in a distributed manner. The system is required to produce the output for each job in a distributed fashion, i.e., each machine outputs part of the output corresponding to its input.

Our contributions are deterministic and randomized algorithms for the distributed scheduling problem. The runtime of those algorithms under certain assumptions is close to the natural lower bounds for this problem.

In addition to the Congested Clique model, we study the Hybrid network model. It lays down the theoretical foundations for networks that combine two possible modes of communication: high-bandwidth communication with neighbors in the graph via local links and low-bandwidth all-to-all communication via global links. In this model, we address fundamental problems of distance computation. We achieve fast algorithms for distance-related problems due to density-aware communication protocols that utilize global links.

Our contributions include exact weighted shortest path from \( n^{1/3} \) sources, approximations for eccentricities and diameter, and distance approximations from multiple sources.
Chapter 1

Introduction

In this thesis, we study synchronous distributed models which allow all-to-all communication. For such models, we say that the underlying communication graph is a clique. This, for example, models overlay networks, like the Internet, where point-to-point communication is guaranteed by underlying protocols. We study all-to-all communication using the well-known CONGESTED CLIQUE model [LPP05] and the recently introduced HYBRID model [AHK+20].

Motivated by the ever-growing number of frameworks for parallel computation, we address the complexity of executing multiple jobs in such settings. Such frameworks, e.g., MapReduce [KSV10], typically need to execute a long queue of jobs. A fundamental goal of such systems is to schedule many jobs in parallel, for utilizing as much of the computational power of the system as possible. Ideally, this is done by the system in a black-box manner, without the need to modify the jobs and, more importantly, without the need to know their properties and specifically their communication patterns beforehand. The CONGESTED CLIQUE model is strongly related to the important MapReduce model [HP15], and here we address the distributed scheduling problem in the CONGESTED CLIQUE model.

In this model, there are $n$ nodes. Each node is allowed to send and receive a single message of $O(\log n)$ bits to and from each node in one round.

While there are still many problems whose round complexity in the CONGESTED CLIQUE model is open question, many problems are known to have constant round complexity in the CONGESTED CLIQUE model [Now19, GNT20, CFG+19, CDP20], and some of them even deterministically [Now19, CDP20]. We ask the question which is complementary to the round complexity of a single task, which is what is the amortized complexity of problems in this model and how fast can we run multiple independent jobs in the CONGESTED CLIQUE model.

To this end, we develop a framework, which executes in a black-box manner distributed jobs in the CONGESTED CLIQUE model. We analyse the round complexity of the algorithm in terms of natural lower bounds for the scheduling problem. The interesting metrics include the minimum number of rounds required to send all the
messages produced by the system assuming full utilization of the \( n^2 \) bandwidth, or the number of rounds till the slowest job terminates.

As our algorithms aim to fully utilise the bandwidth of the Congested Clique model, we emphasize the importance of the message complexity of the scheduled protocols. Our main observation is that reassigning nodes between machines allows to better exploit the bandwidth of the Congested Clique model and thus allows to develop fast scheduling algorithms. More details are elaborated upon in the Section 1.1.

An additional model we study is the Hybrid model [AHK+20]. Recently, active research started in this field [AHK+20, KS20, FHS20]. This model is motivated by hybrid data centers (hybrid DCNs) [WAK+10, CWC11, HLL+13, HHLX15], and Class-Based Hybrid software-defined networks (SDNs) [VVB14]. From a theoretical prospective, such a network is modeled as a graph with \( n \) nodes (with identifiers taken from \([n]\)) and \( m \) edges. Communication occurs in synchronous rounds. On each round over each graph edge, \( \lambda \) messages can pass. Additionally, each node can send \( \gamma \) messages to an arbitrary node by its identifier. Each message is \( O(\log n) \)-bits long. One can view this model as a union of a local network with congestion on edges and a global clique network with limited capacity over the nodes.

The previous works [AHK+20, KS20] mostly assume \( \lambda = \infty \) and \( \gamma = O(\log n) \), which makes the Hybrid model a combination of the Local model and the Node-Capacitated Clique model [AGG+19]. It is worth mentioning, that most algorithms in these models are randomized and the \( \gamma = O(\log n) \) choice is on the one hand small, and on the other hand large enough to apply popular concentration bounds. We stick with this definition.

In the Hybrid model, we study fundamental problems of distance computation. It was observed in [KS20] that while global or local communication networks only do not allow sublinear solutions for distance related problems, their combination does.

We improve upon results for the multiple source shortest path problem of previous work [AHK+20, KS20]. Our main algorithmic contributions are communication primitives designed for the Hybrid network model. They are based on the observation that denser regions of the graph can receive more information via the global edges. More details are provided in Section 1.2.

### 1.1 Scheduling in the Congested Clique model

In their seminal work, Leighton, Maggs, and Rao [LMR94] studied the special case where each of the to-be-scheduled jobs is a routing protocol that routes a packet through a network along a given path. The goal in their work is to schedule \( t \) jobs such that the length of the schedule, i.e., the overall runtime until all \( t \) packets have reached their destination, is minimized. They showed that there exists an optimal packet-routing schedule of length \( O(\text{congestion} + \text{dilation}) \), where \( \text{congestion} \) is the maximum number of packets that need to be routed over a single edge of the network and \( \text{dilation} \) is the
maximum length of a path that a packet needs to travel. Clearly, both parameters are lower bounds on the length of any schedule, implying that the above schedule is asymptotically optimal. Further, Leighton, Maggs, and Rao [LMR94] showed that assigning a random delay to each packet gives a schedule of length $O(\text{congestion} + \text{dilation} \cdot \log (t \cdot \text{dilation}))$.

In his beautiful work, Ghaffari [Gha15] raised the question of running multiple jobs in the distributed \text{Congest} model on $n$ nodes. Applying the random delays method [LMR94], he showed a randomized algorithm which after $O(\text{dilation} \cdot \log^2 n)$ rounds of pre-computation, runs a given set of jobs in $O(\text{congestion} + \text{dilation} \cdot \log n)$ rounds. Here, in a similar spirit to [LMR94], \text{congestion} is the maximum number of messages that need to be sent over a single edge and \text{dilation} is the maximum round complexity of all jobs. Further, Ghaffari [Gha15] showed that this is nearly optimal, by constructing an instance which requires $\Omega(\text{congestion} + \text{dilation} \cdot \log n / \log \log n)$ rounds to schedule. We notice that the work of [Gha15], as well as the results we present in this thesis, work in distributed settings and do not require a priory knowledge of the communication patterns of the scheduled jobs.

Some complex problems are known to be reducible to multiple instances of potentially more simple problems. For example, the long-standing $O(\log \log n)$ upper bound for the MST problem [LPPP05] was broken by reducing MST to multiple instances of the graph connectivity problem [HPP+15]. The state-of-the-art exact APSP algorithm [Gal16] uses a reduction of the distance product to multiple instances of matrix multiplication. The beautiful work of [GN20] solves the minimum cut problem by running multiple instances of MST in parallel and the state-of-the-art algorithm for minimum cut [GNT20] runs multiple instances of the graph connectivity algorithm.

Naturally, no scheduling algorithm can beat the \text{dilation} of the set of jobs, which is the maximum runtime of a job in the set, had this job been executed standalone. Similarly, another natural lower bound is given by the \text{GlobalCongestion}, which is the total number of messages that all nodes in all jobs send over all rounds, normalized by the $n^2$ per-round-bandwidth of the \text{Congested Clique} model (for simplicity, this considers the possibility that a machine sends a message to itself). The main goal is thus to get as close as possible to these parameters.

As a toy example, consider a set of jobs in which each completes within a single round. Intuitively, if the total number of messages that need to be sent by all nodes in all jobs is at most $n^2$, then one could hope to squeeze all of these jobs into a single round of the \text{Congested Clique} model, as $n^2$ is the available bandwidth per round. The main hurdle in a straightforward argument as above, lies in the fact that a machine cannot send more than $n$ messages in a round. Thus, although we are promised that in total there no more than $n^2$ messages, it might be that a machine is required to send/receive $\omega(n)$ messages because the heaviest-loaded nodes of multiple jobs might be located on the same machine.

This implies that a naïve scheduling, in which each machine simulates the nodes
that are located at it, is more expensive than our single-round goal scheduling, as some
messages must wait for later rounds. In the general case, these issues become more
severe, as the jobs may originally require more than a single round, and it could be
that each round displays an imbalance in a different set of nodes and machines.

1.1.1 Deterministic Scheduling

The key ingredient in the deterministic algorithm is to \textit{rebalance} the nodes among
the machines, for the sake of a more efficient simulation that deals with the possible
imbalance, which also may vary from round to round.

A crucial factor in the complexity of rebalancing the nodes among the machines
is the amount of information that needs to be passed from one machine to another
in order for the latter to take over the simulation of a node. To this end, we define
an \textit{M-memory efficient} job as a job where for each node, its state can be encoded in
\( M \log n \) bits, and that the number of messages it needs to receive in this round can be
inferred from its state. In Section 3.2, we obtain the following deterministic algorithm
for scheduling \( t \) jobs that are \( M \)-memory efficient.

\textbf{Theorem 1.1} (Deterministic Scheduling). \textit{There is a deterministic algorithm that sched-
ules \( t = \text{poly} n \) jobs that are \( M \)-memory efficient in \( O(\text{GlobalCongestion} + [M \cdot t/n] \cdot \text{dilation}) \) rounds.}

At a very high level, in the algorithm for Theorem 1.1, the machines rebalance
nodes in each round by sending the states of nodes. The main technical effort is that
the reassignment needs to be computed by the machines \textit{on-the-fly}, and we show how
to do so in a fast way.

Notice that for the case that \( M \cdot t = O(n) \), the round complexity we get from
Theorem 1.1 is \( O(\text{GlobalCongestion} + \text{dilation}) \), which is \textit{optimal}. Another crucial point
is that our algorithm does not require the knowledge of either the \textit{GlobalCongestion} or
the \textit{dilation} of the set of jobs.

1.1.2 Randomized Scheduling

If we are given a set of jobs that are not memory efficient for a reasonable value of \( M \),
it may be too expensive to rebalance the nodes among the machines in every simulated
round. However, if the input of each node is not too large, we can randomly shuffle the
nodes at the beginning of the simulation, and if the output is also not too large then
we can efficiently unshuffle, and reach the original assignment.

To capture this, we say that a job is \textit{I/O efficient} if its input and output can
be encoded within \( O(n \log n) \) bits. Notice that most graph-related problems are I/O
efficient, e.g., MST [LPPP05, HPP+15, GP16, Kor16, JN18, Now19], MIS [Gha17,
GGK+18, CPS20], Minimum Cut [GN18, GNT20], as well as many algebraic problems
[CKK+19, Gal16]. An example of a graph problem that is not I/O efficient is \( k \)-\textit{clique}
listing, in which all nodes together have to explicitly output all \( k \)-cliques in the input graph \([\text{DLP}12, \text{IG}17, \text{PRS}18, \text{CGL}20, \text{CPZ}19]\) which can be as many as \( \Omega(n^k) \), thus necessitating large outputs. While the \( k \)-clique listing problem is not output efficient, it is input efficient, and as it does not require a specific node to output a specific clique, one could also run several instances of the problem by omitting the output unshuffling step of our scheduling algorithm.

We obtain the following randomized algorithm for scheduling \( t \) jobs that are I/O efficient.

**Theorem 1.2** (Random Shuffle Scheduling). There is a randomized algorithm in the Congested Clique model that schedules \( t = \text{poly} n \) jobs that are I/O efficient in \( O(t + \text{GlobalCongestion} + \text{dilation} \cdot \log n) \) rounds, w.h.p.

As the deterministic scheduling algorithm (Theorem 1.1), the scheduling algorithm of Theorem 1.2 requires neither the knowledge of GlobalCongestion nor the knowledge of dilation.

Both of our scheduling algorithms for Theorem 1.1 and Theorem 1.2 have the machines possibly simulate the execution of nodes that are not originally assigned to them. We stress that any black-box scheduling algorithm in which each machine only simulates the nodes that are originally assigned to it must inherently suffer from another type of congestion as a lower bound on its round complexity, namely, the maximum number of messages that all nodes assigned to a single machine have to send or receive, normalized by the bandwidth \( n \) that each machine has per round. We call this the LocalCongestion of a set of jobs. We obtain the following random-delay-based algorithm for scheduling any \( t \) jobs, without reassigning nodes. This algorithm is based on the technique developed by Leighton et al. [LMR94] and inspired by its application in the Congest model by Ghaffari [Gha15].

**Theorem 1.3** (Random Delay Scheduling). There is a randomized algorithm in the Congested Clique model, which schedules \( t \) jobs \( O(\text{LocalCongestion} + \text{dilation} \cdot \log n + t/n) \) rounds, w.h.p., given an upper bound on the value of LocalCongestion, and in \( O(\text{LocalCongestion} + \log \text{LocalCongestion} \cdot (\text{dilation} \cdot \log n + t/n)) \) rounds, w.h.p., if such a bound is not known.

Originally, the algorithm requires the knowledge of LocalCongestion, but we eliminate it by a standard doubling technique.

The random-delay algorithm which gives Theorem 1.3 is suboptimal for a set of jobs which have a single machine with heavily-loaded nodes assigned to it, since in this case it does not exploit the entire bandwidth of the Congested Clique model. For example, for a problem with inputs of at most \( O(n \log n) \) bits per node, a protocol in which a fixed leader learns the entire input takes \( O(n) \) rounds, where on each round each node sends one message to the leader, who receives \( n \) messages. For \( n \) such jobs, the GlobalCongestion is \( n \), while the LocalCongestion is \( n^2 \). In such a setting, our
random-shuffling algorithm from Theorem 1.2 outperforms the random-delay algorithm from Theorem 1.3. One may suggest to replace the fixed leader by a randomly or more carefully chosen leader. However, this trick might be more complicated in the general case: suppose now that $n^{0.9}$ nodes need to learn $n^{1.1}$ messages each. For such a set of jobs, it holds that $\text{LocalCongestion} = n^{0.1}$, while $\text{GlobalCongestion} = 1$. Thus, it is more efficient to run Theorem 1.2 in this case. Another crucial example in which random-shuffling outperforms random-delays is the maximal independent set protocol that we describe below. Note that our algorithms address these cases in a black-box manner without assuming knowledge of the communication pattern.

1.1.3 Applications

In Section 3.4, we present two applications in order to exemplify our scheduling algorithms.

A maximal independent set (MIS) of a graph $G = (V, E)$ is a set $M \subseteq V$ such that no two nodes in $M$ are adjacent and no node of $V$ can be added to $M$ without violating this condition. The state-of-the-art randomized CONGESTED CLIQUE protocol for solving the MIS problem completes in $O(\log \log \Delta)$ rounds, w.h.p., where $\Delta$ is the maximum degree of the graph [GGK+18]. We analyze the message complexity of this protocol, and show that it does not utilize the entire bandwidth. Thus, we can schedule multiple MIS jobs efficiently using our random shuffling scheduling algorithm from Theorem 1.2, and we obtain the following theorem.

**Theorem 1.4** (Multiple MIS instances). There is a randomized algorithm in the CONGESTED CLIQUE model which solves $t = \text{poly } n$ instances of MIS in $O(t + \log \log \Delta \log n)$ rounds, w.h.p.

Another application that exemplifies our scheduling algorithms is a variant of the pointer jumping problem, which is a widespread algorithmic technique [Hir76]. In the $P$-pointer jumping problem, each node has a permutation on $P$ elements. A fixed node has a value pointer $p$ and should learn the result of applying these permutations one after another on $p$. Pointer jumping can be solved by an $O(\log n)$-round protocol in the CONGESTED CLIQUE model by learning the composition of all permutations (see Section 3.4.2). We observe that this protocol does not utilize the entire bandwidth and leverage this for obtaining an algorithm that executes multiple instances of this protocol efficiently.

**Theorem 1.5** (Pointer Jumping). For $P \leq n$, there are algorithms in the CONGESTED CLIQUE model that solve $t = \text{poly } n$ instances of the $P$-pointer jumping problem deterministically in $O(\lceil P \cdot t/n \rceil \cdot \log n)$, and randomized in $O(t + \log^2 n)$ rounds, w.h.p.

We obtain the deterministic result using our scheduling algorithm in Theorem 1.1 and the randomized result using our random-shuffling scheduling algorithm in Theorem 1.2. The proposed simple $O(\log n)$ round pointer jumping protocol also serves as
an example where scheduling jobs via the random-shuffling approach of Theorem 1.2 is significantly better than the random-delay based approach of Theorem 1.3. For more details we refer to Section 3.4.2.

1.2 Distance computation in the Hybrid model

An especially useful concept for distance computations in the Hybrid model is the notion of a skeleton graph [UY91, RZ11, LPP19, AHK+20, KS20]. The nodes of this graph are obtained by marking each node of the original graph independently uniformly with probability $n^{x-1}$ for $0 < x < 1$. They are called skeleton nodes. Two skeleton nodes are connected with an edge if they are close to each other in the original graph (at a hop-distance of $\tilde{O}(n^{1-x})$). A skeleton graph is known to have many useful properties for distance computations. The most important one is that each long enough path has at least one skeleton node.

1.2.1 Simulating powerful models

In a previous work [KS20], Kuhn and Schneider noticed that in the Hybrid model, skeleton nodes have not only useful distance computation properties, but also important communication properties. Specifically, they introduced the notion of helper nodes. For some skeleton node, helper nodes are a set of $\tilde{O}(n^{1-x})$ nodes in $\tilde{O}(n^{1-x})$ neighborhood of the node, each of which helps $\tilde{O}(1)$ skeleton nodes. This allows to simulate the powerful Congested Clique model over the skeleton graph and use the simulation to apply the known results to the Hybrid model. First, each sender scatters the messages to its helpers using local edges. Then the sender’s helpers send (via intermediate nodes) the messages to the receiver’s helpers using global edges. Finally, receiver gathers the received messages using local edges. However, this approach does not fully exploit the fact that the denser regions of the graph have higher capacity then the sparser ones. To easily use this property and encapsulate new communication primitives, we introduced an Oracle and a Tiered Oracles models.

Imagine that there is a node in the graph capable of learning the entire graph in a single round. This node can solve different graph problems fast. This intuition leads to a definition of the Oracle model. Roughly speaking, in the Oracle model there is a node $\ell$, the oracle, which can receive $\deg(v)$ messages from each node $v$, within a single round. We cannot afford to directly simulate the Oracle model as it requires too much communication in the Hybrid model. Instead, we simulate the Oracle model over a skeleton graph. Behind the proof of the Theorem 1.6, lies the intuition that in the skeleton graph there is at least one node (the node with maximum degree) with the degree at least average degree of the skeleton graph.

**Theorem 1.6 (Oracle Simulation).** Given a graph $G = (V, E)$, for every constant $0 < x < 1$, there is an algorithm which simulates one round of the Oracle model, on...
a skeleton graph $S_x = (M, E_S)$, in $\tilde{O}(n^{1-x} + n^{2x-1})$ rounds of the Hybrid model on $G$, w.h.p.

While efficiently simulating an oracle is powerful, it still does not exploit the full capacity of the Hybrid model. This observation brings us to enhance the Oracle model and introduce the Tiered Oracles model, which consists of multiple oracles with varying abilities. In a nutshell, in the Tiered Oracles model, in each round every node $v$ can send (the same) $\text{deg}(v)$ messages to all nodes $u$ with $\text{deg}(u) \geq \text{deg}(v)/2$. This basically means that nodes are bucketed according to degrees and each node is an oracle for all nodes in the buckets below it. One can notice that the node with the highest degree in the graph is equivalent to the oracle in the Oracle model, but here, the other nodes in the graph also have some partial oracle capabilities. Again, in the Theorem 1.7 we show how to simulate the Tiered Oracles model over the skeleton graph in the Hybrid model. Behind the proof lies the intuition that if we send a message to a random node in the graph, denser regions have a higher probability to accept it.

**Theorem 1.7 (Tiered Oracles Simulation).** Given a graph $G = (V, E)$, for every constant $0 < x < 1$, there is an algorithm which simulates one round of the Tiered Oracles model, on a skeleton graph $S_x = (M, E_S)$, in $\tilde{O}(n^{1-x} + n^{2x-1})$ rounds of the Hybrid model on $G$, w.h.p.

One thing to notice about the round complexities of the simulations, is that they require at least $\tilde{O}(n^{1/3})$ rounds. They also terminate in $\tilde{O}(n^{1/3})$ rounds w.h.p. for $x = 2/3$. It is also true for the Congested Clique simulation [KS20]. This leads to a strong feeling that for some problems the round complexity might be $\tilde{O}(n^{1/3})$.

### 1.2.2 Shortest path algorithms

Here we show how to use the simulations of Oracle, Tiered Oracles, Congested Clique and Local models over a skeleton graph to solve exact SSSP, exact $n^{2/3}$-RSSP and exact $n^{1/3}$-SSP and use reductions to obtain approximations for $n^x$-SSP, eccentricities and diameters. Table 1.1 is visual summary of our end results with comparison to related work.

**Exact SSSP**

In the single source shortest path (SSSP) problem, we are given a single source and require each node to learn the distance from itself to the source. We notice that using the Oracle model, we can easily deterministically compute SSSP, by making the oracle to learn the entire graph, computing locally SSSP and informing other nodes about their distance to source. Using this simple algorithm together with Theorem 1.6, we obtain SSSP on the skeleton graph, which we extend to the SSSP solution on the entire graph and thus obtain Theorem 1.8.
<table>
<thead>
<tr>
<th>Problem</th>
<th>Variant</th>
<th>Approximation</th>
<th>This work</th>
<th>Previous works</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSSP</td>
<td>weighted</td>
<td>exact</td>
<td>$O(n^{1/3})$</td>
<td>$O(n^{2/5})$[KS20], $O(\sqrt{SPD})$[AHK+], $\tilde{O}(n^{1/3} \cdot \epsilon^{-6})$[AHK+20]</td>
</tr>
<tr>
<td></td>
<td>weighted</td>
<td>$1 + \epsilon$</td>
<td>$O(\epsilon n^{1/3})$</td>
<td>$O(n^{3/5})[AHK+20] n^x[AHK+20]$</td>
</tr>
<tr>
<td></td>
<td>weighted</td>
<td>$(1/\epsilon) O(1/\epsilon)$</td>
<td>$\tilde{O}(n^{1/3} + n^{2x-1})$</td>
<td>$\tilde{O}(n^{1/3} + n^{2x-1})$[KS20]</td>
</tr>
<tr>
<td>$n^x$-RSSP</td>
<td>unweighted</td>
<td>$O(n^{1-x^2/2})$</td>
<td>$\tilde{O}(n^{1/3} + n^{x^2/2})$</td>
<td>$\tilde{O}(n^{1/3} + n^{x^2/2})$[KS20]</td>
</tr>
<tr>
<td></td>
<td>weighted</td>
<td>exact</td>
<td>$\tilde{O}(n^{1/3})$</td>
<td>$\tilde{O}(n^{1/3} + n^{x^2/2})$[KS20]</td>
</tr>
<tr>
<td></td>
<td>weighted</td>
<td>$2 + \epsilon$</td>
<td>$\tilde{O}(n^{1/3} + n^{x^2/2})$</td>
<td>$\tilde{O}(n^{1/3} + n^{x^2/2})$[KS20]</td>
</tr>
<tr>
<td></td>
<td>weighted</td>
<td>$3$</td>
<td>$\tilde{O}(n^{1/3} + n^{x^2/2})$</td>
<td>$\tilde{O}(n^{1/3} + n^{x^2/2})$[KS20]</td>
</tr>
<tr>
<td></td>
<td>weighted</td>
<td>$3 + \epsilon$</td>
<td>$\tilde{O}(n^{1/3} + n^{x^2/2})$</td>
<td>$\tilde{O}(n^{1/3} + n^{x^2/2})$[KS20]</td>
</tr>
<tr>
<td></td>
<td>weighted</td>
<td>$7 + \epsilon$</td>
<td>$\tilde{O}(n^{1/3} + n^{x^2/2})$</td>
<td>$\tilde{O}(n^{1/3} + n^{x^2/2})$[KS20]</td>
</tr>
<tr>
<td>eccentricities</td>
<td>unweighted</td>
<td>$1 + \epsilon$</td>
<td>$O(n^{1/3}/\epsilon)$</td>
<td>$\Omega(n^{1/3})[KS20]$</td>
</tr>
<tr>
<td></td>
<td>weighted</td>
<td>$3$</td>
<td>$O(n^{1/3}/\epsilon)$</td>
<td>$\Omega(n^{1/3})[KS20]$</td>
</tr>
<tr>
<td>diameter</td>
<td>unweighted</td>
<td>exact</td>
<td>$\tilde{O}(n^{1/3})$</td>
<td>$\tilde{O}(n^{1/3}/\epsilon)$[KS20]</td>
</tr>
<tr>
<td></td>
<td>weighted</td>
<td>$1 + \epsilon$</td>
<td>$\tilde{O}(n^{1/3})$</td>
<td>$\tilde{O}(n^{1/3}/\epsilon)$[KS20]</td>
</tr>
<tr>
<td></td>
<td>weighted</td>
<td>$3/2 + \epsilon$</td>
<td>$\tilde{O}(n^{1/3})$</td>
<td>$\tilde{O}(n^{1/3})[KS20]$</td>
</tr>
<tr>
<td></td>
<td>weighted</td>
<td>$2 - \epsilon$</td>
<td>$\tilde{O}(n^{1/3})$</td>
<td>$\tilde{O}(n^{1/3})[KS20]$</td>
</tr>
<tr>
<td></td>
<td>weighted</td>
<td>$2 + \epsilon$</td>
<td>$\tilde{O}(n^{1/3})$</td>
<td>$\tilde{O}(n^{1/3} \cdot \epsilon^{-6})$[AHK+20]</td>
</tr>
<tr>
<td></td>
<td>weighted</td>
<td>$2 \cdot (1/\epsilon) O(1/\epsilon)$</td>
<td>$\tilde{O}(n^{1/3})$</td>
<td>$n^x[AHK+20]$</td>
</tr>
</tbody>
</table>

Table 1.1: Comparison of our results. SPD is the length of the shortest path diameter. The results for $n^x$-RSSP, and weighted diameter approximation upper bounds from previous works are implicit in [AHK+20, KS20]. Our upper bound for $n^{3/3}$-RSSP is tight up to poly-logarithmic factors due to our lower bound. Our approximations for $n^x$-SSP are also tight up to poly-logarithmic factors for $x \geq 2/3$, due to [KS20].

**Theorem 1.8 (Exact SSSP).** *Given a weighted graph $G = (V, E)$, there is an algorithm in the Hybrid model that computes an exact weighted SSSP in $\tilde{O}(n^{1/3})$ rounds w.h.p.*

This result should be compared with the previous state-of-the-art algorithms for exact weighted SSSP in $\tilde{O}(n^{2/5})$ rounds [KS20], and in $\tilde{O}(\sqrt{SPD})$ rounds [AHK+20], where SPD is the length of the shortest path diameter. Further, it improves upon the $\tilde{O}(n^{1/3}/\epsilon^6)$ round algorithm for a $(1 + \epsilon)$-approximation of weighted SSSP [AHK+20], in both the runtime and in being exact. We stress that this is a warm up, and later on we extend this result to shortest path distances from $O(n^{1/3})$ sources, instead of a single source, in the same round complexity of $\tilde{O}(n^{1/3})$.  
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Exact \(n^{2/3}\)-RSSP

We present an algorithm which solves all pairs shortest paths (APSP) using one round of the Tiered Oracles model and \(O(\log n)\) rounds of the Congested Clique model\(^1\). We then utilize our Tiered Oracles model simulation, along with a previously known simulation of the Congested Clique model from [KS20], to simulate the APSP algorithm over skeleton graphs in the Hybrid model. Our efficient computation of APSP over a skeleton graph in the Hybrid model then leads to computing multi-source shortest paths from random sources in the Hybrid model.

Shortest paths from random sources is a crucial stepping stone for our later results. We show that computing shortest path distances from random sources to the entire graph, allows us to subsequently obtain fast algorithms for other distance problems. We call the problem of computing distances from sources sampled with probability \(n^x - 1\) i.i.d \(n^x\)-RSSP.

**Theorem 1.9** (Exact \(n^x\)-RSSP). Given a graph \(G = (V, E)\), \(0 < x < 1\), and a set of nodes \(M\) sampled independently with probability \(n^x - 1\), there is an algorithm in the Hybrid model that ensures that every \(v \in V\) knows the exact, weighted distance from itself to every node in \(M\) within \(\tilde{O}(n^{1/3} + n^{2x-1})\) rounds w.h.p

We complement Theorem 1.9 with a lower bound, following the lines of [AHK+20, KS20], for approximating distances from many random sources, to any reasonable approximation factor, which tightly matches the upper bound when \(x = 2/3\).

**Theorem 1.10** (Lower Bound RMSSP). Let \(p = \Omega(\log n/n)\) and \(\alpha < \sqrt{n/p \cdot \log(n)}/2\). Any \(\alpha\)-approximate algorithm for computing unweighted shortest paths from random sources sampled independently with probability \(p\) in the Hybrid network model takes \(\Omega(\sqrt[p]{-n}/\log n)\) rounds w.h.p.

Exact \(n^{1/3}\)-SSP

We leverage our tight up to polylogarithmic factors algorithm for shortest paths from a set \(M\) of \(\tilde{O}(n^{2/3})\) random sources in order to obtain exact weighted shortest paths from any given set \(U\) of \(n^{1/3}\) sources. We achieve this by adapting the behavior of the given fixed source nodes to the density of their neighborhoods, as follows. A source node \(s \in U\) in a sparse neighborhood broadcasts the distances to all the random source nodes from \(M\) it sees in its neighborhood. A source node \(s \in U\) in a dense neighborhood takes control of one of the random sources in \(M\) in its neighborhood and uses it as a proxy in order to communicate enough information to all the other nodes in the graph so that they could determine their distances from \(s\). We remark that this proxy approach is a key insight which we later encapsulate as a general tool in the Hybrid model and may potentially be of independent interest. Our approach gives the following theorem.

\(^1\)The Congested Clique is a synchronous distributed model where every two nodes in the graph can exchange messages of \(O(\log n)\) bits in every round.
Theorem 1.11 (Exact $n^{1/3}$ Sources Shortest Paths). Given a weighted graph $G = (V, E)$, and a set of sources $U$, such that $|U| = O(n^{1/3})$, there exists an algorithm, at the end of which each $v \in V$ knows its distance from every $s \in U$, which runs in $\tilde{O}(n^{1/3})$ rounds w.h.p.

Theorem 1.11 raises an interesting open question of whether the complexity of SSSP in the HYBRID model is below that of computing shortest paths from $\tilde{O}(n^{1/3})$ sources.

Approximate MSSP

We also exploit our aforementioned solution for computing APSP on the skeleton graph to obtain approximate distances from a larger set of given sources ($n^x$-SSP), as follows.

Theorem 1.12 (Approximate Multiple Source Shortest Paths). Given a graph $G = (V, E)$, a set of sources $U$, where $|U| = \tilde{\Theta}(n^y)$ for some constant $0 < y < 1$, and a value $0 < \epsilon$, there is an algorithm in the HYBRID model which ensures that every node $v \in V$ knows an approximation to its distance from every $s \in U$, where the approximation factor is $(1 + \epsilon)$ if $G$ is unweighted and $3$ if $G$ is weighted. The complexity of the algorithm is $\tilde{O}(n^{1/3}/\epsilon + n^{y/2})$ rounds, w.h.p.

This result improves both in round complexity and approximation factors upon the previous results in [KS20]. The reason for this is that we compute APSP over skeleton graphs using the efficient, exact algorithm from the TIERED ORACLES oracle model, while [KS20] simulate the slower, approximate algorithms of [CKK+19, CDKL19] in the CONGESTED CLIQUE model. Particularly, this result is tight up to polylogarithmic factors for $y \geq 2/3$ due to a lower bound of [KS20].

Approximate eccentricities and diameter

We can also approximate unweighted eccentricities by a combination of computing shortest path distances from $n^{2/3}$ random sources and performing local explorations using the local edges of the model. For approximating weighted eccentricities, this is insufficient, and here our approach is to additionally broadcast required information from each random source node regarding its $\tilde{O}(n^{1/3})$-hop neighborhood in the graph. We obtain the following result.

Theorem 1.13 (Approximate Eccentricities). Given a graph $G = (V, E)$, there is an algorithm in the HYBRID model that computes a $(1 + \epsilon)$-approximation of unweighted and $3$-approximation of weighted eccentricities in $\tilde{O}(n^{1/3}/\epsilon)$ rounds, w.h.p.

The unweighted eccentricities approximation directly implies a $(1+\epsilon)$ approximation for unweighted diameter. It is well known that one can approximate the diameter using a solution to SSSP, and so as a byproduct of Theorem 1.8 we get the algorithm to compute $2$-approximation of the diameter in $\tilde{O}(n^{1/3})$ rounds w.h.p.
**Theorem 1.14** (Approximate Diameter). Let $G = (V, E)$ be an unweighted graph, and let $\epsilon > 0$. There exists an algorithm in the Hybrid model which computes a $(1 + \epsilon)$-approximation of the unweighted diameter and $2$-approximation of weighted diameter in $\tilde{O}(n^{1/3}/\epsilon)$ rounds, w.h.p.

Notably, $\tilde{\Omega}(n^{1/3})$ rounds are necessary for a $(2 - \epsilon)$-approximation for weighted diameter [KS20]. Our algorithm in Theorem 1.14 thus raises the interesting open question of whether one can go below this complexity for a $2$-approximation.
Chapter 2

Additional Related work

The Congested Clique model.

Many graph problems are studied in the CONGESTED CLIQUE model. There are fast protocols for the CONGESTED CLIQUE model for distance computations [CKK+19, Gal16], minimum spanning tree (MST) [LPPP05, GP16, Kor16, Now19], MIS [Gha17, GGK+18, CPS20], and more.

To the best of our knowledge, there are no previous works that study the scheduling of jobs in the CONGESTED CLIQUE model. In the past, it has been shown that running multiple instances of the same protocol on different inputs can result in fast algorithms for some complex problems. We survey some of these. Hegeman et al. [HPP+15] reduce the MST problem to multiple smaller instances of graph connectivity, breaking below the long-standing upper bound of $O(\log \log n)$ by Lotker et al. [LPPP05]. Further variants and improvements on the MST problem [Kor16, GP16, JN18, Now19] all exploit invoking multiple instances of sparser problems. This line of work culminated in the deterministic $O(1)$-round algorithm of Nowicki [Now19].

In [GN18], Ghaffari and Nowicki show a randomized algorithm which solves $O(n^{1-\epsilon})$ many instances of the MST problem in $O(\epsilon^{-1})$ rounds. This is used for finding the minimum cut of a graph. The state-of-the-art $O(1)$-round algorithm for the minimum cut problem, by Ghaffari et al. [GNT20], runs $\Theta(\log n)$ instances of connected components as a subroutine. The complexity of computing multiple matrix multiplications in parallel was explored by Le Gall [Gal16] and was used in the same paper to solve the all-pairs-shortest-path problem.

Hybrid models.

The HYBRID network model was studied in [AHK+20, KS20, FHS20]. In [FHS20], distance results are obtained in one of the harsher variants of the model, where the local edges are restricted to have log $n$ bandwidth. However, these apply only to extremely sparse graphs of at most $n + O(n^{1/3})$ edges and cactus graphs. In [ALS90, GHSS17], a slightly different models of hybrid nature are studied.
Augustine et al. \cite{AGG19} proposed the Node-Capacitated Clique model, which is similar to the Congested Clique model, but each node has $\log n$ bandwidth. This model is also a special case of the generalised Hybrid model \cite{AHK20} without local edges. This allows one to use the results from the Node-Capacitated Clique model in the Hybrid model without modifications.

**Distributed Distance Computations.**

Distance related problems have been extensively studied in many distributed models. For example, in the Congest model, there is a long line of research on APSP \cite{PRT12,LP13,LP15,ARKP18,Elk20,BN19,AR19,AR20} which culminated in tight, up to polylogarithmic factors, $\tilde{O}(n)$ round exact weighted APSP randomized algorithm of Bernstein and Nanongkai \cite{BN19} and a $\tilde{O}(n^{4/3})$ round deterministic algorithm of Agarwal and Ramachandran \cite{AR20}. \cite{PRT12,LP13} develop an $\tilde{O}(n)$ round algorithm, optimal up to polylogarithmic factors, for unweighted APSP. The study of approximate SSSP algorithms was the focus of many recent papers \cite{SHK12,BKKL17,HKN16} and lately Becker et al. \cite{BKKL17} showed the solution which is close to the lower bound of Das Sarma et al. \cite{SHK12}. In case of exact SSSP, after recent works \cite{Elk20,GL18,FN18}, there still is a gap between upper and lower bounds. The diameter and eccentricities problems are studied in the Congest model in \cite{PRT12,FHW12,ACK16,ACD20}.

In the Congested Clique model, k-SSP, APSP and diameter are extensively studied in \cite{Nan14,CKK19,Gal16,CLT20} and approximate versions of the k-SSP and APSP problem are solved in polylogarithmic \cite{CDKL19} and even polyloglogarithmic \cite{DP20} time. In the more restricted Broadcast Congested Clique model, in which each message a node sends in a round is the same for all recipients, distance computations are researched by \cite{HP15b,BKKL17}.
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Scheduling in the Congested Clique model

3.1 Preliminaries

The Congested Clique Model. In the Congested Clique model, \( n \) machines \( p_0, \ldots, p_{n-1} \) communicate with each other in synchronous rounds in an all-to-all fashion. In each round, any pair of machines can exchange \( O(\log n) \) bits. There is usually no constraint neither on the size of the local memory nor on the time complexity of the local computations. Besides the local memory, each machine has a read-only input buffer and a write-only output buffer, as well as read/write incoming- and outgoing-message buffers.

Routing in the Congested Clique Model. Lenzen’s routing scheme [Len13] says that a set of messages can be routed in the Congested Clique model within \( O(1) \) rounds, given that each machine sends and receives at most \( O(n) \) messages. We formally state it here in its generalized version, which addresses the case of more than a linear number of messages. In the generalized version, each machine \( p_i \) holds a set of messages \( M_i = \bigcup_{i' \in [n]} M^i_{i'} \), where \( M^i_{i'} \) is a set of messages with the destination \( p_{i'} \). The claim follows by having each node chop its set of messages \( M_i \) into chunks of \( n \) messages, each of which containing \( |M^i_{i'}| n/X \) messages for each \( i' \in [n] \), and applying the original routing scheme \( X/n \) times.

Claim 3.1.1 (Lenzen’s Routing Scheme). Let \( X \) be a globally known value and let \( P \) be the property that \( |M_i| \leq X \) for all \( i \in [n] \) and \( \sum_{i \in [n]} |M^i_{i'}| \leq X \) for all \( i' \in [n] \). There is an algorithm in the Congested Clique model which completes in \( O(\lceil X/n \rceil) \) rounds and \( O(\sum_{i \in [n]} M_i) \) messages, and delivers all messages if \( P \) holds, or indicates that it does not hold.

Protocols and Jobs. A protocol is run on an input, that is provided in a distributed manner in the read-only input buffer of each machine. The complexity of a protocol is
the number of synchronous rounds until each machine has finished writing its output to its write-only output buffer.

A job is an instance of a protocol together with a given input and a job is finished when each machine has written its output. We generally assume that each job finishes in $O(\text{poly } n)$ rounds.

For our purposes of fast scheduling, we need to specify the internals of each synchronous round. We follow the standard description, which is usually omitted and simply referred to as a ‘round’. We require that for each machine, the input and output buffers are only accessed in the first and last rounds of the protocol on that machine, respectively. In particular, this means that any further access to the input requires storing it in the local memory. Accessing the incoming- and outgoing-message buffers is not restricted to certain rounds. Each synchronous round of a protocol consists of 3 steps, in the following order.

- **Receiving Step**: Read from incoming-message buffer (or from input buffer if this is the first round), possibly modifying the local memory.
- **Computation Step**: Possibly modify local memory.
- **Sending Step**: Write to outgoing-message buffer, (or to output buffer if this is the last round), possibly modifying the local memory.

After these 3 phases, all messages written in outgoing-message buffers are delivered into the incoming-message buffers of their targets.

**The Scheduling Problem.** In the $t$-scheduling problem (or simply a scheduling problem, if $t$ is clear from the context) the objective is to execute $t$ jobs. Since our goal is to do this in an efficient manner, we wish to allow a machine to simulate a computation that originally should take place in a different machine, in a naïve execution of the $t$ jobs. To this end, we distinguish between the physical machine and the nodes, which are the virtual machines that need to execute each job. That is, for each job $j$ we denote by $\{v_{i,j} \mid i \in [n]\}$ the set of nodes that need to execute job $j$.

Formally, in the $t$-scheduling problem, the input for machine $p_i$ is composed of the inputs of all the nodes with identifiers of the form $v_{i,j}$ for each job $j \in [t]$. We also assume that each machine knows the protocol for each of the $t$ jobs. An algorithm solves the scheduling problem or schedules the jobs when each job has finished writing its output. That is, for deterministic jobs, we require each machine $p_i$ to write the output of nodes $v_{i,j}$ for all $j \in [t]$. For randomized jobs, the machines’ output distribution for each job has to be equal to the distribution of outputs in a naïve execution of the job. In the rest of the thesis, we refer to the scheduling solution as an algorithm, while we use the term protocol only for the content of a job.

**Notations.** Following the widespread conventions, we denote by $\log$ the logarithm base 2, and by $\ln$ the natural logarithm. Also, we denote $[n] = \{0, 1, \ldots, n - 1\}$. We denote by $s'_{i,j}$ and $r'_{i,j}$ the number of messages sent and received by $v_{i,j}$ in round
r, respectively. If job $j$ terminates before round $r$, we indicate $s_{i,j}^r = t_{i,j}^r = 0$. We sometimes drop the superscript $r$, when it is clear from the context. We denote by $t_j$ the round complexity of job $j$ and by $m_j = \sum_{i \in [n], r \in [t_j]} s_{i,j}^r = \sum_{i \in [n], r \in [t_j]} t_{i,j}^r$ the total number of messages sent or received during the execution of job $j$, i.e., the message complexity of job $j$. Another notation we extensively use is $m^r = \sum_{i \in [n], j \in [t]} s_{i,j}^r = \sum_{i \in [n], j \in [t]} t_{i,j}^r$, which is the number of messages all nodes in all jobs sent or received during round $r$.

**Congestion parameters.** We define the normalized $\text{GlobalCongestion}$ as the total number of messages sent by all the jobs divided by $n^2$, and normalized $\text{LocalCongestion}$ as the maximum number of messages send to or received by some node in the entire course of the execution of all jobs divided by $n$. Formally, $\text{dilation} = \max_{j \in [t]} \ell_j$,

$$\text{GlobalCongestion} = \sum_{j \in [t]} m_j = \sum_{i \in [n]} \sum_{j \in [t]} \sum_{r \in [\text{dilation}]} s_{i,j}^r / n^2 = \sum_{r \in [\text{dilation}]} m^r / n^2,$$

$$\text{LocalCongestion} = \max \left\{ \max_{i \in [n]} \sum_{j \in [t]} \sum_{r \in [\ell_j]} s_{i,j}^r / n, \max_{i \in [n]} \sum_{j \in [t]} \sum_{r \in [\ell_j]} t_{i,j}^r / n \right\}.$$  

**Hoeffding bound.** Some of our proofs use the following Hoeffding bound.

**Claim 3.1.2 (Hoeffding Bound [Hoe63]).** Let $\{ X_i \}_{i=1}^n$ be independent random variables with values in the interval $X_i \in [0, 1]$ and expectation of their sum bounded by $E[\sum_{i=1}^n X_i] \leq \mu$. Then for all $\epsilon > 0$

$$\Pr \left[ \sum_{i=1}^n X_i \geq (1 + \epsilon) \mu \right] \leq \left( \frac{e^\epsilon}{(1 + \epsilon)^{1+\epsilon}} \right)^\mu \leq e^{-\frac{\epsilon^2}{2\mu}}.$$

### 3.2 Deterministic Scheduling

The objective of this section is to prove the following theorem.

**Theorem 1.1 (Deterministic Scheduling).** There is a deterministic algorithm that schedules $t = \text{poly} \ n$ jobs that are $M$-memory efficient in $O(\text{GlobalCongestion} + \lceil M \cdot t/n \rceil \cdot \text{dilation})$ rounds.

The formal definition of an $M$-memory efficient job as used in Theorem 1.1 is as follows.

**Definition 3.2.1 ($M$-memory efficient job).** For a given value $M$, an $M$-memory efficient job is a job in which for each node $v$ in each round $r$, the state (local memory) of $v$ at the end of the Computation Step can be encoded in $M \log n$ bits. In addition, there is a function that, given the state of node $v$ after the Computation Step of round $r$, infers the number of messages it sends and receives on this round.
Theorem 1.1 requires that jobs use at most \( M \) bits of local memory per machine. Thus, the power of the result is when \( M = o(n) \), as otherwise the naïve execution of jobs one after another schedules them in \( \text{dilation} \cdot t \) rounds. In the case that \( M \cdot t = \Omega(n) \), the runtime becomes \( O(\text{GlobalCongestion} + \text{dilation}) \), which is optimal up to a constant factor as, clearly, any schedule for any collection of jobs requires at least \( \Omega(\text{GlobalCongestion} + \text{dilation}) \) rounds.

To schedule the jobs for Theorem 1.1, we work in epochs. Each machine \( p_i \) first simulates round 0 up to the end of the Computation Step for the nodes \( v_{i,j} \), for each \( j \in [t] \). This does not require any communication. Then, the epochs are such that for each round \( r \), at the start of epoch \( r \), all nodes in all jobs are at the end of the Computation Step of round \( r \). Clearly, for each simulated node that finishes in round \( r \), the machine does not need to do anything for the part that executes the beginning of round \( r + 1 \). The reason why we execute the protocol in these \textit{shifted} epochs, from Sending Step of round \( r \) (including) to Sending Step of round \( r + 1 \) (excluding), lies in the fact that the bottleneck is the possible imbalance in communication.

Recall that \( m^r \) denotes the number of messages all nodes from all jobs send in round \( r \). Since in each round of the \textit{Congested Clique} model, at most \( n^2 \) messages can be exchanged, routing \( m^r \) messages cannot be done faster than \( [m^r/n^2] \) rounds. We aim to execute an epoch in this optimal number of \( O([m^r/n^2]) \) rounds. We start with the simple case and then use it to solve the general case.

The first case is when \( m^r \leq 2n^2 \). In Lemma 3.2.3, we show that in this case, we can route all \( m^r \) messages in \( O([M \cdot t/n]) \) rounds. The challenge we encounter is that although \( m^r \leq 2n^2 \), we are not promised that the messages are balanced across the machines in the following sense. It is possible that some machine \( p_i \), which simulates the nodes \( v_{i,j} \), for all jobs \( 0 \leq j < t \), is required to send significantly more than \( n \) messages when summing over all messages that need to be sent by these nodes \( v_{i,j} \). We overcome this issue by assigning the simulation of some of these nodes to some other machine \( p_{j'} \), which originally has a smaller load of messages to send. The crux that underlies our ability to defer a simulation of a node \( v_{i,j} \) to a machine \( p_{j'} \) is that the state of the node does not consume too many bits. We show how to compute a well-balanced assignment of nodes to machines in Claim 3.2.2. This assignment allows us to execute the epoch in the claimed number of \( O([M \cdot t/n]) \) rounds.

In the general case, we can have \( m^r > 2n^2 \). We show how to carefully split up the messages that need to be sent into chunks that allow us to use multiple invocations of Lemma 3.2.3. This allows us to execute the epoch in the \( O([m^r/n^2 + M \cdot t/n]) \) rounds. As the core of our algorithm is handling the case \( m^r \leq 2n^2 \), now, we focus on the case \( m^r \leq 2n^2 \).

We start with the following notation. An assignment of nodes to machines corresponds to a function \( \varphi \colon [n] \times [t] \rightarrow [n] \), where \( \varphi(i,j) = k \) says that the \( i \)-th node in job \( j \), i.e., \( v_{i,j} \), is assigned to the \( k \)-th machine \( p_k \). We sometimes abuse notation and write that \( \varphi(v_{i,j}) = p_k \) for \( \varphi(i,j) = k \). We call an assignment \textit{balanced}, if the number of nodes
assigned to each machine is $O(t)$, i.e., if for each $k$, it holds that $|\varphi^{-1}(p_k)| = O(t)$. The (balanced) assignment $\varphi(i, j) = i$ is called the trivial assignment.

We denote by $S_{i,j,r}$ the state of node $v_{i,j}$ after its Computation Step in round $r$.

**Claim 3.2.2** (Distributing the states). Given are $t$ jobs that are $M$-memory efficient, and globally known initial and final balanced assignments, $\varphi_s$ and $\varphi_f$, respectively. Assume that for each $i \in [n]$ and $j \in [t]$, machine $\varphi_s(i, j)$ holds the state $S_{i,j,r}$ of node $v_{i,j}$ after its Computation Step in round $r$. Then, there exists a deterministic Congested Clique algorithm which completes in $O([M \cdot t/n])$ rounds and moves the states according to $\varphi_f$, that is, at the end of the algorithm, for each $i \in [n]$ and $j \in [t]$, machine $\varphi_f(i, j)$ holds the state $S_{i,j,r}$ of node $v_{i,j}$.

**Proof of Claim 3.2.2.** For each node $v_{i,j}$, denote $i' = \varphi_f(i, j)$. For each node $v_{i,j}$ such that $i'' = \varphi_s(i, j)$, machine $p_{i''}$ sends $S_{i,j,r}$ to machine $p_{i'}$. Overall, each machine $p_i$ sends and receives $|\varphi_s^{-1}(p_i)| \cdot M = O(t \cdot M)$, $|\varphi_f^{-1}(p_i)| \cdot M = O(t \cdot M)$ messages. Thus, by Claim 3.1.1, it completes in $O([M \cdot t/n])$ rounds. $\blacksquare$

**Lemma 3.2.3** (Scheduling of a round with $m^r \leq 2n^2$ messages). Given are $t$ jobs that are $M$-memory efficient, and given is a round number, $r$, for which $m^r \leq 2n^2$. Assume that for each $i \in [n]$, $p_i$ holds $S_{i,j,r}$ for all $j \in [t]$. Then there exists a deterministic Congested Clique algorithm which completes in $O([M \cdot t/n])$ rounds, at the end of which, for each $i \in [n]$, $p_i$ holds $S_{i,j,r+1}$ for all $j \in [t]$.

The outline of the algorithm is as follows. Each machine partitions its simulated nodes into buckets of contiguous ranges of indices, such that nodes in each bucket send and receive $O(n)$ messages altogether. Thus, the messages of all nodes in the bucket can be sent or received by a single machine. We show that the number of buckets over all machines is $O(n)$. The machines collectively assign the buckets such that each machine gets $O(1)$ buckets, and they make the assignment globally known. Then, the states $S_{i,j,r}$ are distributed according to the assignment using Claim 3.2.2, and each machine executes the Sending Step of round $r$ for each of its newly assigned nodes and all messages get delivered. Then, each machine executes the remainder of the protocol of its newly assigned nodes until after the Computation Step of round $r+1$. Finally, the states $S_{i,j,r+1}$ for round $r+1$ are distributed back according to the trivial assignment.

**Proof of Lemma 3.2.3.** We begin with describing the algorithm (see Algorithm 3.1). Afterwards, we prove the correctness and analyze the round complexity.

**Algorithm 3.1** Simulating a round with $m^r \leq n^2$.

1: Compute the balanced assignment $\varphi: [n] \times [t] \mapsto [n]$.
2: Distribute the states according to the assignment $\varphi$.
3: Execute the protocol for round $r$ accounting for $\varphi$.
4: Distribute the states back according to the trivial assignment.

---
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The Algorithm. We first show how to split nodes into buckets. Then we show how to compute a globally known assignment $\varphi$, distribute the nodes according to $\varphi$, execute the jobs until after the next Computation Step, and assign nodes back to their initial machines.

Forming buckets (locally): Each machine $p_i$ for each $j \in [t]$ uses $S_{i,j,r}$ to locally compute $s_{i,j}$ and $t_{i,j}$, the number of messages each node $v_{i,j}$ sends and receives in round $r$, respectively. This is possible by the definition of an $M$-memory efficient job. Let $S_i = \sum_{j=0}^{t-1} s_{i,j}$ and $T_i = \sum_{j=0}^{t-1} t_{i,j}$. Then, each machine $p_i$ (locally and independently) applies [CDKL19, Lemma 7] (restated in Claim 3.2.4 for better readability) with $k = k_i = \lceil \max \{ S_i/n, T_i/n \} \rceil$ to the sequences $(s_{i,j})_{j=0}^{t-1}$ and $(t_{i,j})_{j=0}^{t-1}$, to split its nodes into $k_i$ buckets $B_{i,0}, \ldots, B_{i,k_i-1}$ of continuous ranges of jobs’ indices.

Claim 3.2.4 (Lemma 7 from [CDKL19]). Let $s_0, \ldots, s_{n-1} \in \mathbb{N}$ and $t_0, \ldots, t_{n-1} \in \mathbb{N}$ be sequences of natural numbers where each number is upper bounded by $s$ and $t$, respectively. Let $S = \sum_{j \in [n]} s_j$ and $T = \sum_{j \in [n]} t_j$. Then for any $k \in \mathbb{N}$, there is a partition of $[n]$ into $k$ sets $B_0, \ldots, B_{k-1}$, such that for each $i$, the set $B_i$ consists of consecutive elements, and

$$\sum_{j \in B_i} s_j \leq 2 \left( \frac{S}{k} + s \right) \quad \text{and} \quad \sum_{j \in B_i} t_j \leq 2 \left( \frac{T}{k} + t \right).$$

Invoking Claim 3.2.4 with $s = n \geq s_{i,j}$, $t = n \geq t_{i,j}$, $S = S_i$, and $T = T_i$, implies that for each $i \in [n]$ and $i' \in [k_i]$, the nodes inside each bucket $B_{i,i'}$ want to send/receive at most $4n$ messages, i.e.,

$$\sum_{j \in B_{i,i'}} s_{i,j} \leq 2 \left( \frac{S_i}{k_i} + s \right) = 4s = 4n,$n and

$$\sum_{j \in B_{i,i'}} t_{i,j} \leq 2 \left( \frac{T_i}{k_i} + t \right) = 4t = 4n.$$

Computing the assignment $\varphi$: We first define the assignment $\varphi$ and then show how it becomes globally known. Recall that the buckets of machine $p_i$ are numbered from $0$ to $k_i - 1$ and define the following value for $i \in [n]$ and $i' \in [k_i]$:

$$f(i, i') = \left\lceil \left( i' + \sum_{i'' < i} k_{i''} \right) / 5 \right\rceil.$$

Then, we define the assignment $\varphi$ to assign all nodes in bucket $B_{i,i'}$ to machine $p_{f(i,i')}$. Notice that this is a valid assignment because with $\sum_i S_i \leq 2n^2$ and $\sum_i T_i \leq 2n^2$ (due
to \( m^r \leq 2n^2 \) we obtain

\[
f(i, i') < \sum_{0 \leq i < n} \frac{k_i}{5} = \frac{1}{5} \sum_i [\max\{S_i, T_i\}] \leq \frac{1}{5} \sum_i \left( \frac{S_i}{n} + \frac{T_i}{n} + 1 \right) \leq \frac{1}{5} \cdot 5n = n.
\]

Here, the first inequality follows from \( i' < k_i \). Also, notice that each machine receives at most 5 different buckets because at most five pairs \((i, i')\) are mapped to the same index by \( f \).

Now, we want to make the assignment \( \varphi \) globally known to all machines. To this end, each machine \( p_i \) broadcasts the number of its buckets, \( k_i \). Thus, machine \( p_i \) can compute \( f(i, i') \) for each of its buckets \( B_{i,i'} \). Then, for all \( i' \in [k_i] \), machine \( p_i \) informs machine \( p_{f(i,i')} \) about the smallest and the largest job number of a node in bucket \( B_{i,i'} \). As the buckets \( B_{i,1}, \ldots, B_{i,k_i} \) are ordered (increasingly) by the jobs’ indices for all \( i \in [n] \), this information is sufficient for each machine to deduce which nodes are assigned to it in \( \varphi \). In the last step, each machine broadcasts the messages that it has received, i.e., machine \( p_{f(i,i')} \) broadcasts the smallest and largest job index of bucket \( B_{i,i'} \) together with the index \( i \), and each machine can deduce the full assignment \( \varphi \).

**Executing round \( r + 1 \):** We now use Claim 3.2.2 to distribute the states \( S_{i,j,r} \) from the trivial initial assignment \( \varphi_s(i, j) = i \) to the globally known final assignment \( \varphi_f = \varphi \). Then, each machine executes the Sending Step of round \( r \) for each of its newly assigned nodes, where a message from \( v_{i,j} \) to \( v_{i',j} \) is sent from \( p_{\varphi(i,j)} \) to \( p_{\varphi(i',j)} \). This is possible since \( \varphi \) is globally known. Then, each machine executes the remainder of the protocol of its newly assigned nodes until after the Computation Step of round \( r + 1 \). Finally, the obtained states \( S_{i,j,r+1} \) for round \( r + 1 \) are re-distributed according to the trivial assignment by using Claim 3.2.2 once more, with \( \varphi_s = \varphi \) and \( \varphi_f(i, j) = i \).

**Correctness.** For each \( i \in [n] \) and \( j \in [t] \) the machine \( p_{f(i,j)} \) receives the state \( S_{i,j,r} \) and executes the Sending Step of round \( r \), the Receiving Step of round \( r + 1 \), and the Computation Step of round \( r + 1 \) for node \( v_{i,j} \). Thus, afterwards it holds the state \( S_{i,j,r+1} \). Since this state is then sent back to \( p_i \), the correctness follows.

**Round Complexity.** The partitioning of each machine’s nodes into buckets is done locally without communication. Broadcasting the number of buckets (the value of \( k_i \)) can be done in a single round. We next reason about the time complexity that is required to make the assignment \( \varphi \) globally known. The computation of \( f(i, i') \) is done locally. Informing machine \( p_{f(i,i')} \) about the smallest and largest job in the bucket \( B_{i,i'} \) requires for each machine \( p_i \) to send at most \( t \) messages and to receive at most \( 5 \) messages. Thus, by \( [t/n] \) invocations of Claim 3.1.1, this step completes in \( O([t/n]) \) rounds. Since each machine \( p_i \) is assigned at most \( 5 \) buckets, and for each bucket \( B_{i',j} \) it broadcasts a constant number of elements (smallest and largest job index in it together with the identifier \( i' \)), this step completes in \( O(1) \) rounds.

The runtime is hence dominated by distributing the states via Claim 3.2.2, which takes \( O([M \cdot t/n]) \) rounds. All nodes in a bucket send/receive at most \( 4n \) messages.
in total and each machine executes the sending/receiving phase for at most 5 buckets, and thus these steps are done in $O(1)$ rounds by Claim 3.1.1.

The next lemma deals with the general case, where total number of messages $m^r$ might be larger than $2n^2$.

**Lemma 3.2.5 (Scheduling of a round $r$).** Given are $t$ jobs that are $M$-memory efficient, and given is a round number $r$. Assume that for each $i \in [n]$, $p_i$ holds $S_{i,j,r}$ for all $j \in [t]$. Then there exists a deterministic Congested Clique algorithm which completes in $O([m^r/n^2 + M \cdot t/n])$ rounds, at the end of which, for each $i \in [n]$, $p_i$ holds $S_{i,j,r+1}$ for all $j \in [t]$.

The proof of Lemma 3.2.5 uses the next claim to split all jobs into chunks that send smaller numbers of messages in order to apply Lemma 3.2.3.

**Claim 3.2.6.** Let $S$ be a non-empty (globally known) set of consecutive indices of size at most $n^c$ for some constant $c > 0$ and let $x > 0$. Each machine $p_i$ has a sequence of numbers $(s_{i,j})_{j \in S}$ that are all upper bounded by $n$. There is a deterministic algorithm in the Congested Clique model, which in $O(1)$ rounds finds the minimum index $j_0 \in S$ (if it exists) that satisfies

$$x \leq \sum_{j \in S, i=0}^{n-1} s_{i,j} \leq x + n^2. \quad (3.1)$$

We solve this problem in $c$ recurrent levels. On recursion level $c'$, which goes from $c$ down to 1, we start with the search space $S^{c'}$ of size $n^{c'}$ and finish with the search space $S^{c'-1}$ of size $n^{c'-1}$. After each iteration, we maintain the invariant that if there exists the required $j_0$ then $j_0 - 1 \in S^{c'-1}$ and that $S^{c'-1}$ is contiguous. We always maintain a search space of consecutive indices.

Next, we explain the $c'$-th recursion level, and for that purpose assume that the current search space $S^{c'}$ is of size $n^{c'}$ for $0 \leq c' \leq c$. If this is not the case, we append dummy indices to make $S^{c'}$ of the size exactly $n^{c'}$. To narrow down the search space, we compute $n$ prefix sums $S_{\ell_1}, \ldots, S_{\ell_n}$ where $S_{\ell}$ sums up all values with index $j < \ell$ of all machines. The indices $\ell_0 = \min S, \ldots, \ell_n = \ell_0 + n^{c'}$ are equidistantly placed in $S^{c'}$. Let $i'$ be the largest index such that $S_{\ell_{i'}} < x$. The new search space is formed by the indices $S^{c'-1} = [\ell_{i'}, \ell_{i'+1})$.

After the last recursion level we obtain singleton search space $S^0$. We return $j_0$ as that value plus one if it is less than $n^c$. Otherwise, respond that the required $j_0$ does not exist.

**Proof of Claim 3.2.6.** **Algorithm:** Initially we may assume that the search space $S$ is of size exactly $n^c$. If this is not the case, we append dummy indices to the end of $S$, in other words we add the indices $\{ \max S + 1, \max S + 2, \ldots, \max S + n^c - |S| \}$ to $S$,
obtaining the range of indices \([\min S, \ldots, \min S + n^c - 1]\). We proceed in \(c\) recursion levels, in each of which we decrease the size of the search space by a factor of \(n\), while always maintaining a search space of consecutive indices.

Consider iteration \(c'\) with the search space \(S^{c'}\). Let \(\ell_0\) be the smallest index in \(S^{c'}\) and for \(1 \leq i' \leq n\) let \(\ell_{i'} = \ell_0 + i' \cdot n^{c-1}\). Now, each machine \(p_i\) builds prefix sums \(S^{i_1}, \ldots, S^{i_n}\) of its own numbers, that is

\[
S^{i_{\ell_{i'}}} = \sum_{j \in \{0 \leq j < \ell_{i'}\}} s_{i,j}.
\]

Then, all machines send their computed prefix sum corresponding to \(\ell_{i'+1}\) to machine \(p_{i'}\) which sums up all received prefixes, that is, afterwards machine \(p_{i'}\) holds \(S^{\ell_{i'+1}} = \sum_{i \in [n]} S^{i_{\ell_{i'+1}}}\). In a second round of communication \(S^{i_1}, \ldots, S^{i_n}\) are broadcasted and every node can determine the new search space \(S^{c'-1} = [\ell_{i'}, \ell_{i'+1}]\) where \(i'\) is the largest number such that the prefix sums \(S^{\ell_{i'}}\) add up to less than \(x\). After \(c\) levels of recursion the search space consists of a single index \(\ell\). We return \(j_0 = \ell + 1\). Correctness: By induction, before level \(c'\) the search space size is \(|S^{c'}| = n^{c'}\) and the largest index \(\ell\) such that \(S_{\ell} < x\) belongs to \(S^{c'}\). Thus, after \(c\) levels, the search space is a singleton \(\ell\). This means that \(x \leq S_{j_0}\) in case \(j_0 < n^c\). In case we return that \(j_0\) does not exist, it holds that \(\ell = n^c - 1\), and so the sum of all \(s_{i,j}\) is indeed below \(x\).

As each \(s_{i,j}\) is upper bounded by \(n\), we obtain \(\sum_{i \in [n]} s_{i,j_0} \leq n^2\), and as \(S_{j_0 - 1} = \sum_{j < j_0} \sum_{i \in [n]} s_{i,j} \leq x\), we obtain the claimed upper bound in Eq(3.1).

Round complexity: As all \(s_{i,j}\) are upper bounded by \(n\) and \(t\) is polynomial in \(n\), all numbers can be send in \(O(\log n)\)-bit messages. Each recursion level can be implemented in \(O(1)\) rounds, thus we need \(O(c) = O(1)\) rounds in total.

We continue with the proof of Lemma 3.2.5.

Proof of Lemma 3.2.5. Algorithm. A short pseudocode is given in Algorithm 3.2.

**Algorithm 3.2** Scheduling of a round.

1. Split jobs into chunks \(J_1, J_2, \ldots, J_k\).
2. **for** each chunk \(J_{k'}\) **do**
3. **Apply** Algorithm 3.1 on \(J_{k'}\). 
4. **end for**

We use Claim 3.2.6 to split the jobs into \(k = O(\lceil m^c/n^2 \rceil)\) chunks \(J_1, \ldots, J_k\), such that the jobs in each chunk send at most \(2n^2\) messages in round \(r\) over all of their nodes. Then, we iteratively apply Lemma 3.2.3 on each chunk to progress each job to the next round.

Forming chunks: First, each machine \(p_i\) for each job \(j\), uses \(S_{i,j}\) to locally compute the number of messages \(s_{i,j}\) that node \(v_{i,j}\) sends in round \(r\). Assume that chunks \(J_1, \ldots, J_{k'-1}\) have been formed and let \(S = [t] \setminus (J_1 \cup \cdots \cup J_{k'-1})\). We apply Claim 3.2.6 with the index set \(S\), where machine \(p_i\) holds the sequence \((s_{i,j})_{j \in S}\), and with \(x = n^2\).
If we find \( j_0 \), by the guarantee of Claim 3.2.6, we obtain that all jobs in a chunk \( J_{k'} \), for \( k' \neq k \), send at least \( n^2 \) messages and at most \( 2 \cdot n^2 \) messages in round \( r \). The jobs in chunk \( k \) send at most \( 2n^2 \) messages. Otherwise, if we do not find \( j_0 \), the nodes of the jobs in \( S \) send less than \( 2n^2 \) messages in round \( r \), so we obtain the last chunk and set \( J_k = J_{k'} = S \). We thus have \( k \leq \lceil m^r/n^2 \rceil \).

Executing round \( r + 1 \): Since, by construction, the jobs in each chunk send at most \( 2n^2 \) messages, we can iteratively apply Lemma 3.2.3 on the chunks.

**Round complexity.** We split the jobs into at most \( k = O(\lceil m^r/n \rceil) \) chunks, where forming each chunk can be done in \( O(1) \) rounds by Claim 3.2.6. The invocation of Lemma 3.2.3 on chunk \( J_{k'} \) takes \( O(\lceil M|J_{k'}|/n \rceil) \) rounds per chunk. Thus, the round complexity of the algorithm is

\[
O(1) + \sum_{k'=1}^{k} O(\lceil M \cdot |J_{k'}|/n \rceil) = O\left( k + M \cdot \sum_{k'=1}^{k} |J_{k'}|/n \right) = O\left( \lceil m^r/n^2 + M \cdot t/n \rceil \right).
\]

Finally, we use Lemmas 3.2.3 and 3.2.5 to obtain the near-optimal scheduling of Theorem 1.1.

**Theorem 1.1 (Deterministic Scheduling).** There is a deterministic algorithm that schedules \( t = \text{poly} n \) jobs that are \( M \)-memory efficient in \( O(\text{GlobalCongestion} + \lceil M \cdot t/n \rceil \cdot \text{dilation}) \) rounds.

**Proof of Theorem 1.1.** We repeatedly apply Lemma 3.2.5 until all jobs terminate. First, each machine \( p_i \) reads the input for each node \( v_{i,j} \) for each \( j \in [t] \), and executes the Computation Step of round \( r = 0 \), as a result of which it holds the state \( S_{i,j,0} \) for each of its nodes. Then, we split the execution into epochs, where in epoch \( r \) all jobs move from the Computation Step of round \( r \) to the Computation Step of round \( r + 1 \). A single epoch is implemented via Lemma 3.2.5 in \( O(\lceil m^r/n^2 + M \cdot t/n \rceil) \) rounds. After the epoch \( r = \text{dilation} - 1 \), all machines compute the outputs given the respective terminating state \( S_{i,j,\text{dilation} - 1} \) of each of its nodes.

**Round complexity.** The pre-processing in round \( r = 0 \) and the post-processing in the last round \( r = \text{dilation} - 1 \) is done locally and does not require communication. Due to Lemma 3.2.5, the round complexity of executing round \( r \) for all jobs is \( O(\lceil m^r/n^2 + M \cdot t/n \rceil) \), where \( m^r \) is the number of messages sent in round \( r \). Since \( \sum_{r=0}^{\text{dilation} - 1} m^r/n^2 = \text{GlobalCongestion} \), we obtain the overall round complexity by

\[
\sum_{r \in \text{[dilation]}} O(\lceil m^r/n^2 + M \cdot t/n \rceil) = O(\text{GlobalCongestion} + \text{dilation} \cdot \lceil M \cdot t/n \rceil).
\]

### 3.3 Randomized Scheduling

In this section we show and compare the two approaches for randomized scheduling: random shuffling (Section 3.3.1) and random delaying (Section 3.3.2). In contrast to
Theorem 1.1, the results in this section do not require the jobs to be memory efficient.

3.3.1 Scheduling through Random Shuffling

In this subsection we use random shuffling to schedule I/O efficient jobs and we obtain the following theorem.

**Theorem 1.2** (Random Shuffle Scheduling). There is a randomized algorithm in the Congested Clique model that schedules \( t = \text{poly} n \) jobs that are I/O efficient in \( O(t + \text{GlobalCongestion} + \text{dilation} \cdot \log n) \) rounds, w.h.p.

The definition of an I/O efficient job as used in Theorem 1.2 is as follows.

**Definition 3.3.1** (I/O efficient job). An I/O efficient job is a job where each node receives and produces at most \( O(n \log n) \) bits of input and output.

**Algorithm.** The high level overview of the algorithm for Theorem 1.2 (see Algorithm 3.3) consists of three steps: Input Shuffling, Execution, and Output Unshuffling.

**Algorithm 3.3** Scheduling of I/O efficient job.

1: Input Shuffling
2: Execution: Run \( \text{dilation} \) many phases, where in phase \( r \) each machine \( p_i \) runs the protocol for its nodes \( \{v_{\pi_j^{-1}(i),j} \mid j \in [t]\} \), and messages are routed via Claim 3.1.1.
3: Output Unshuffling

**Input Shuffling:** We iterate sequentially through the jobs. For each job, a leader machine, say, \( p_0 \), generates a random uniform permutation \( \pi_j : [n] \mapsto [n] \). The permutation becomes globally known within two rounds by having \( p_0 \) send \( \pi_j(i) \) to each \( p_i \) and then each \( p_i \) broadcasts \( \pi_j(i) \) to all machines. In the last round of this subroutine, each machine \( p_i \) sends the input of \( v_{i,j} \) to machine \( p_{\pi_j(i)} \). A single round is sufficient because the job is I/O efficient. Thus, at the end, machine \( p_i \) holds the state of the nodes \( v_{\pi_j^{-1}(i),j} \) for all \( j \in [t] \). We call this subroutine Input Shuffling.

**Execution:** In dilation many phases we progress each job by one round. That is, each machine \( p_i \) performs all actions of the nodes that it holds, which are \( v_{\pi_j^{-1}(i),j} \) for all \( j \in [t] \). In order to use Claim 3.1.1 efficiently for each phase \( r \), the machines need to compute a bound on the number of messages that any of them sends or receives in phase \( r \). To this end, the machines jointly compute the value of \( m^r = \sum_{j \in [t]} \sum_{i \in [n]} s^r_{i,j} \), where \( s^r_{i,j} \) is the number of messages that node \( v_{i,j} \) sends in round \( r \). They do this by having each machine \( p_i \) send \( \sum_{j \in [t]} s^r_{\pi_j^{-1}(i),j} \) to a leader machine, say, \( p_0 \), which then sums these values and broadcasts their sum \( m^r \). That is, \( m^r \) is the total number of messages sent by all nodes in all jobs in round \( r \), and we show that for each \( i \in [n] \), \( O(m^r/n + n \log n) \) is a bound on \( \sum_{j \in [t]} s^r_{\pi_j^{-1}(i),j} (\sum_{j \in [t]} t^r_{\pi_j^{-1}(i),j}) \), which is the number
of messages that machine $p_i$ has to send (receive) in phase $r$, to be used when invoking Claim 3.1.1.

Output Unshuffling: At the end, after each machine executes the protocols until they finish, we use a single round of communication for each job to unshuffle the outputs according to $\pi_j^{-1}$. At the end of this Output Unshuffling subroutine, machine $p_i$ holds the output $v_{i,j}$ for all $j \in [t]$. This finishes the description of the algorithm.

In the following lemma, we bound the number of messages that each machine has to send/receive in one phase by $X = O(m^r/n + n \cdot \log n)$.

**Lemma 3.3.2.** Consider $t$ jobs and a set of permutations $\{\pi_j\}_{j \in [t]}$ generated uniformly at random and let $S = \max_{i \in [n]} \sum_{j \in [t]} s_{\pi_j^{-1}(i), j}$ and $R = \max_{i \in [n]} \sum_{j \in [t]} t_{\pi_j^{-1}(i), j}$. Then, w.h.p., it holds that $X = \max\{S, R\} = O(m^r/n + n \log n)$, where $m^r = \sum_{i \in [n]} \sum_{j \in [t]} s_{i,j}$.

**Proof of Lemma 3.3.2.** Let $c \geq 1$ be arbitrary large constant. Denote by $S_{i,j}^r = \sum_{i' \in [n]} s_{i', j} \cdot 1_{\pi_j(i') = i}$ the random variable whose value is the number of messages sent by machine $p_i$ for job $j$ (note that there is a single $i' = \pi_j^{-1}(i)$ for which $i = \pi_j(i')$, but this $i'$ is also a random variable). These variables are bounded by $n$ and are independent for different $j$. Denote by $S_i^r = \sum_{j \in [t]} S_{i,j}^r/n$ the random variable whose value is the total number of messages machine $p_i$ sends normalized by $n$. Denote $c' = c + 2$. We show that the normalized number of messages machine $p_i$ sends is bounded as $S_i^r \leq 3m^r/n^2 + 2c' \ln n$, with probability at least $1 - n^{c'}$.

First, we note that the expected normalized number of messages machine $p_i$ sends is:

$$
E \left[ \sum_{j \in [t]} S_{i,j}^r/n \right] = \sum_{j \in [t]} \sum_{i' \in [n]} s_{i', j} \cdot E \left[ 1_{\pi_j(i') = i}/n \right] = \sum_{j \in [t]} \sum_{i' \in [n]} s_{i', j}/n^2 = m^r/n^2,
$$

where the first equality holds due to the linearity of expectation, the second one holds since $\pi_j$ is sampled uniformly and the last one is due to the definition of $m^r$.

Since for different $j$, the variables $S_{i,j}^r/n$ are independent, we use Claim 3.1.2 (Hoeffding Bound) with a relative error $\epsilon > 0$, which we later optimize, to bound the probability that a machine has too many messages to send.

$$
\Pr \left[ S_i^r > (1 + \epsilon) \frac{m^r}{n^2} \right] = \Pr \left[ \sum_{j \in [t]} \frac{S_{i,j}^r}{n} > (1 + \epsilon) \frac{m^r}{n^2} \right] < e^{-\frac{\epsilon^2 m^r}{(2+\epsilon)n^2}}.
$$

If $m^r \geq c' \cdot n^2 \ln n$, then for $\epsilon = 2$ we have that $e^{-\frac{\epsilon^2 m^r}{(2+\epsilon)n^2}} \leq e^{-c' \ln n} = n^{-c'}$. In other words, w.h.p. $3m^r/n^2 = O(m^r/n^2)$ rounds are sufficient for machine $p_i$ for sending all required messages on round $r$. Otherwise, we have $m^r < c' \cdot n^2 \ln n$. In this case, for $\epsilon = 2c' \cdot n^2 \ln(n)/m^r \geq 2$ we get that $e^{-\frac{\epsilon^2 m^r}{(2+\epsilon)n^2}} = e^{-2c' \ln(n)/(2/\epsilon+1)} \leq n^{-c'}$. In
other words, w.h.p. \((1+2c' \ln (n) \cdot n^2 / m^r) m^r / n^2 = m^r / n^2 + 2c' \cdot \ln n = O(m^r / n^2 + \log n)\) rounds are sufficient for machine \(p_i\) for sending all of its required on round \(r\). We conclude that \(\Pr \left[ S_i^r > 3m^r / n^2 + 2c' \ln n \right] < n^{-c'}\).

Denote by \(T_i^r\) the random variable whose value is the number of messages received by machine \(p_i\) normalized by \(n\). By the same approach, we show that

\[
\Pr \left[ T_i^r > 3 \frac{m^r}{n^2} + 2c' \ln n \right] < n^{-c'}.
\]

By a union bound over \(S_i^r\), \(T_j^r\) for all \(i \in [n]\), we obtain that for some \(i\) one of the event \(S_i^r > 3(m^r / n^2 + 2(c + 2) \ln n)\), \(T_j^r > 3(m^r / n^2 + 2(c + 2) \ln n)\) happens with probability at most \(2n^{-c'+1} < n^{-c}\) for \(n \geq 2\). Notice, that \(S = \max_{i \in [n]} S_i \cdot n\) and \(R = \max_{i \in [n]} T_i \cdot n\), thus \(X = \max \{ S, R \} = O(m^r / n + n \log n)\) w.h.p.

With an upper bound at hand, on the number of messages that each machine sends or receives in phase \(r\), we can prove that Algorithm 3.3 satisfies the statement of Theorem 1.2.

**Proof of Theorem 1.2.** We prove the correctness and bound the runtime of the presented algorithm (see Algorithm 3.3).

**Correctness:** After the Input Shuffling subroutine (Line 1), the input for node \(v_{i,j}\) is stored on machine \(p_{\pi_j(i)}\). For each phase \(r \in [\text{dilation}]\), we invoke Claim 3.1.1 with the computed value \(X\), which is w.h.p. a bound the number of messages that each machine sends or receives. Thus, w.h.p. this invocation succeeds. Since \(\text{dilation} = O(n)\), a union bound over all phases gives that at the end of the Execution subroutine, each machine \(p_i\) holds the outputs of all nodes \(v_{\pi^{-1}(i),j}\) for each \(j \in [t]\). After Output Unshuffling, machine \(p_i\) holds the output for node \(v_{i,j}\) for each job \(j \in [t]\).

**Round Complexity:** The initial Input Shuffling (Line 1) and the Output Unshuffling at the end of the algorithm (Line 3) complete with \(t\) rounds each. For each phase \(r\) in the Execution part of the algorithm, computing \(m^r\) is done in 2 rounds. By Lemma 3.3.2, \(X = O(m^r / n + n \log n)\) is a bound on \(\sum_{j \in [t]} s_{\pi^{-1}(i),j}^r\) and \(\sum_{j \in [t]} t_{\pi^{-1}(i),j}^r\), which are the number of messages that machine \(p_i\) sends and receives in phase \(r\), respectively, for all \(i \in [n]\). Thus, invoking Claim 3.1.1 completes in \(O(m^r / n^2 + \log n)\) rounds, w.h.p. Thus, the overall round complexity of the algorithm is

\[
O(t + \sum_{r \in [\text{dilation}]} (m^r / n^2 + \log n)) = O(t + \sum_{j \in [t]} m_j / n^2 + \text{dilation} \cdot \log n) = O(t + \text{GlobalCongestion} + \text{dilation} \cdot \log n).\]

### 3.3.2 Scheduling through Random Delays

In this subsection we show how to use random delays approach introduced in [LMR94] to schedule round efficient jobs.
Theorem 1.3 (Random Delay Scheduling). There is a randomized algorithm in the Congested Clique model, which schedules $t$ jobs $O(\text{LocalCongestion} + \text{dilation} \cdot \log n + t/n)$ rounds, w.h.p., given an upper bound on the value of \text{LocalCongestion}, and in $O(\text{LocalCongestion} + \log \text{LocalCongestion} \cdot (\text{dilation} \cdot \log n + t/n))$ rounds, w.h.p., if such a bound is not known.

In the algorithm, job $j \in [t]$ is executed with a delay $D_j$ that is chosen uniformly at random from $[D]$, where $D = \lfloor \text{LocalCongestion}/\ln n \rfloor$. In the crucial step of the proof, we use a Hoeffding Bound to show that this random delay implies that each node has to send and receive at most $X = O(\text{LocalCongestion} \cdot n/D)$ messages per round in all jobs combined. The claim then follows by routing all messages of a single round with Lenzen’s routing scheme (Claim 3.1.1). This approach uses that all nodes know a bound on \text{LocalCongestion}, which can be removed at the cost of a logarithmic factor with a standard doubling technique.

Algorithm: We describe the algorithm for the case where \text{LocalCongestion} is known. The algorithm consists of initializing part Sample Delays, followed by the actual Execution part. Let $D = \lfloor \text{LocalCongestion}/\ln n \rfloor$.

Sample Delays: We start by generating a random delay $D_j$ for each job $j$ and broadcasting it. For this, a leader node, say, $p_0$, samples a delay $D_j$ uniformly at random from $[D]$ independently for each job $j$. Notice, that in the special case $D \leq 1$ (which happens when \text{LocalCongestion} < 2\ln n), the delays are actually degenerated to the deterministic $D_j = 0$.

Execution ($O(D + \text{dilation})$ phases): In phase $r$ we progress each job $j$ (for which $r \geq D_j$ holds) from round $r - D_j$ to round $r - D_j + 1$. Each machine $p_i$ executes the protocol of round $r - D_j$ for job $j$. To deliver the messages efficiently, we use the algorithm from Claim 3.1.1, which requires the bound $X$ on the maximum number of messages machine sends or receives. If \text{LocalCongestion} < 2\ln n, the number of messages to send or receive is clearly bounded by $O(n \log n)$. In the general case, we show that this bound is $O(\text{LocalCongestion} \cdot n/D)$ w.h.p.

Doubling: To remove the requirement on the knowledge of \text{LocalCongestion}, we use a standard doubling technique. We try to run the algorithm until success while doubling the estimation of \text{LocalCongestion} in each attempt, starting from a guess of \text{LocalCongestion} = 1. The algorithm detects failure when the algorithm from Claim 3.1.1 fails.

Algorithm 3.4 Scheduling of jobs.

1: Sample delays: Independently UAR pick $D_j \in [D]$ and broadcast the values
2: Execution: Run $O(D + \text{dilation})$ phases, where in phase $r$ progress each job $j$ that satisfies $r \geq D_j$ by one round where the messages of all jobs are routed with Claim 3.1.1.

In the proof of the following lemma, we bound the number of messages that each machine has to send/receive in one phase by $X = O(\text{LocalCongestion} \cdot n/D)$.  
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Lemma 3.3.3. Given $t$ jobs and a set of delays $\{D_j\}_{j \in [t]}$ sampled uniformly at random from $[D]$ for $D = |\text{LocalCongestion/ln} \ n| \geq 1$, let $S = \max_{i \in [n]} \sum_{j \in [t]} r \geq D_j s_{i,j}^{r-D_j}$, $R = \max_{i \in [n]} \sum_{j \in [t]} r \geq D_j t_{i,j}^{r-D_j}$, and $X = \max \{ S, R \}$.

Then, w.h.p., it holds that $X = O(\text{LocalCongestion} \cdot n/D)$, where $m^r = \sum_{i \in [n]} \sum_{j \in [t]} s_{i,j}^r$.

Proof. Let $c \geq 1$ be arbitrary large constant. Denote by $S_{i,j} = \sum_{r' \in [\text{dilation}]} s_{i,j}^{r'} \mathbb{1}_{D_j + r' = r}$ the random variable whose value is the number of messages sent by machine $p_i$ for job $j$ on round $r$. These variables are independent for different values of $j$, as the delays $D_j$ are independent. They are also bounded by $n$, which means that the variables $S_{i,j}/n$ are also independent and belong to $[0,1]$. Denote by $S_i = \sum_{j \in [t]} S_{i,j}/n$ the random variable whose value is the number of messages sent by machine $p_i$, normalized by $n$. Denote $c' = c + 2$. We show that the normalized number of messages machine $p_i$ sends is bounded as $S_i^r \leq (1 + 2 \cdot c') \text{LocalCongestion}/D$ with probability at least $1 - n^{-c'}$.

First, we note that the expected normalized number of messages machine $p_i$ sends is:

$$E[S_i] = E \left[ \sum_{j \in [t]} S_{i,j}/n \right] = \frac{\sum_{j \in [t]} \sum_{r' \in [\text{dilation}]} s_{i,j}^{r'} \cdot E[\mathbb{1}_{D_j + r' = r}]}{n} \leq \frac{\sum_{j \in [n]} \sum_{r' \in [\text{dilation}]} s_{i,j}^{r'}}{D \cdot n} = \frac{\text{LocalCongestion}}{D},$$

where the second transition is due to the linearity of expectation, the third follows from delays being uniformly selected and the last one is due to the definition of $\text{LocalCongestion}$.

Since $D_j$ are independent, we use Claim 3.1.2 (Hoeffding Bound) with $\epsilon = 2 \cdot c'$, we bound the probability of $S_i$ being larger than the expected value by:

$$\Pr[S_i \geq (1 + 2 \cdot c') \text{LocalCongestion}/D] = \Pr[\sum_{j \in [t]} (S_{i,j}/n) \geq (1 + 2 \cdot c') \text{LocalCongestion}/D] \leq e^{-\frac{(2 \cdot c')^2 \text{LocalCongestion}}{2 + 2 \cdot c'}} = e^{-\frac{4 \cdot c'^2}{2 + 2 \cdot c'} \ln n} \leq n^{-c'},$$

where the second transition is due to Claim 3.1.2 and the third is due to the selection of $D \leq \frac{\text{LocalCongestion}}{\ln n}$.

Denote by $T_i$ the random variable whose value is the number of messages received by machine $p_i$ on round $r$ normalized by $n$. Using a similar approach, it holds that:

$$\Pr[T_i \geq (1 + 2 \cdot c') \text{LocalCongestion}/D] \leq n^{-c'}.$$

By a union bound over all $S_i$ and $T_i$, we obtain that for some $i$, the probability that $S_i$ or $T_i$ are more than $\text{LocalCongestion}/X$ is bounded by $n^{-c'}$. Since $S = \max_{i \in [n]} S_i^r$, $R = \max_{i \in [n]} T_i^r$, and $X = \max \{ S, R \}$ it w.h.p. holds that $X = O(\text{LocalCongestion} \cdot n/D)$.
The following simple routing primitives are used in the random-delay based algorithm of Theorem 1.3.

**Definition 3.3.4.** (Multiple broadcast problem.) Each machine $p_i \in V$ is given a set $M_i$ of $m_i$ messages of size $O(\log n)$ bits each. The goal is to deliver each message to all the machines.

**Lemma 3.3.5.** There is an algorithm in the Congested Clique model, which solves the multiple broadcast problem in $O(\lceil \sum_{i \in [n]} m_i/n \rceil)$ rounds.

**Proof.** The pseudocode is given in Algorithm 3.5. First, on Line 1, each machine $p_i$ broadcasts $m_i$, the number of messages it has. Given the information it receives, the machine $p_i$ locally computes $y_i = \sum_{i' = 0}^{i-1} m_{i'}$, the number of messages the machines with preceding identifiers $i' < i$ have. This allows each machine to compute indices of its messages in the global numbering. We split the execution into $\lceil \sum_{i \in [n]} m_i/n \rceil = \lceil y_n/n \rceil$ phases. On phase $k$, a batch of messages with indices $[k \cdot n, \min\{(k+1) \cdot n, \sum_{i \in [n]} m_i\}]$ are broadcasted in two rounds. In the first round, the $i'$-th message of the current batch (e.g. the message number $k \cdot n + i'$) is sent to machine $p_{i'}$ (Line 4). In the second round, each machine broadcasts the message it received in the previous round (Line 5).

**Algorithm 3.5** Multiple broadcasts.

1: Each machine $p_i$ broadcasts $m_i$.
2: Each machine $p_i$ locally computes its $y_i = \sum_{i' = 0}^{i-1} m_{i'}$.
3: for $k \leftarrow 0$ to $\lceil y_n/n \rceil$ do
4: For each $i' \in [n]$ message number $k \cdot n + i'$ in global numbering is sent to the machine $p_{i'}$.
5: Each $p_{i'}$ broadcasts the message it receives.
6: end for

In the first round of each phase, at most one message is received by each machine, in particular only 1 message between any pair of machines. In the second round of each phase, each machine sends at most 1 message to each other machine. Hence, the entire execution completes in $O(\lceil \sum_{i=0}^{n-1} m_i/n \rceil)$ rounds.

**Proof of Theorem 1.3.** We prove the correctness and bound the runtime for the aforementioned algorithm (Algorithm 3.4).

First, in the special case $LocalCongestion < 2 \ln n$, the number of messages each machine has to send over the entire execution for all jobs combined and in particular in each round is bounded by $2 \cdot n \ln n$. Thus, a straightforward execution of one round of all jobs with Claim 3.1.1 completes in $2 \ln n$ rounds, and the entire execution takes $O(dilation \cdot \log n)$ rounds. From now on we assume $D \geq 2$.

**Correctness.** In each phase $r \in [D + \text{dilation}]$, we invoke Claim 3.1.1 with a bound of $X = O(\text{LocalCongestion}/D)$, which due to Lemma 3.3.3 bounds w.h.p. the number of messages each node sends or receives. Thus, due to the union bound over $n$ rounds, all of them succeed w.h.p.
Round complexity. Broadcasting \( t \) values during Sample Delay (Line 1) takes \( O([t/n]) \) rounds by Lemma 3.3.5. For each phase \( r \in [D + \text{dilation}] \), by Lemma 3.3.3 \( X = O(\text{LocalCongestion} \cdot n/D) \) is a bound on the number of messages that machine \( p_i \) sends and receives in phase \( r \) for each \( i \in [n] \) w.h.p. and by applying union bound over the \( D + \text{dilation} = O(\text{poly}(n)) \) rounds, this holds on each round w.h.p. Thus, invoking the algorithm from Claim 3.1.1 completes in \( O(\lceil t/n \rceil) \) rounds by Lemma 3.3.5. For each phase \( r \in [\text{Dilation}] \), by Lemma 3.3.3 \( \sum_{n=0}^{O(\log \text{LocalCongestion})} 2^\kappa + \text{dilation} \cdot \log n) = O(\text{LocalCongestion} + \log \text{LocalCongestion} \cdot (t/n + \text{dilation} \cdot \log n)). \]

3.4 Applications: MIS & Pointer Jumping

In this section we apply the scheduling algorithms developed in Sections 3.2 and 3.3 on protocols which solve MIS (Section 3.4.1) and Pointer Jumping (Section 3.4.2). We analyze the round complexity of the developed algorithms.

3.4.1 Maximal Independent Set

A maximal independent set (MIS) of a graph \( G = (V, E) \) is a subset of nodes \( M \subseteq V \) such that no two nodes in \( M \) are connected by an edge and adding any node to \( M \) would break this property. In this subsection, we show that we can efficiently solve multiple MIS instances using our scheduling algorithm from Theorem 1.2.

**Theorem 1.4** (Multiple MIS instances). There is a randomized algorithm in the Congested Clique model which solves \( t = \text{poly}(n) \) instances of MIS in \( O(t + \log \log \Delta \log n) \) rounds, w.h.p.

To prove our result, we prove that the MIS protocol for the Congested Clique model given in [GGK+18], which completes in \( O(\log \log \Delta) \) rounds, uses \( O(n^2) \) messages in all rounds combined, which we state as follows.

**Theorem 3.1** (Analysis of the MIS protocol of [GGK+18, Theorem 1.1]). There is a randomized MIS protocol in the Congested Clique + Lenzen’s Routing model which completes in \( O(\log \log \Delta) \) rounds and sends \( O(n^2) \) messages, w.h.p.

Given Theorem 3.1, we prove Theorem 1.4 as follows.

**Proof of Theorem 1.4.** By Theorem 3.1, a set of \( t \) jobs of the MIS protocol of [GGK+18] have \( \text{dilation} = O(\log \log \Delta) \) and \( \text{GlobalCongestion} = \frac{tn^2}{n^2} = t \), w.h.p. By Theorem 1.2, w.h.p., we can schedule the \( t \) jobs in a number of rounds bounded by \( O(t + \text{GlobalCongestion} + \text{dilation} \cdot \log n) = O(t + \log \log \Delta \log n). \)
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Remark. Theorem 1.4 also shows that the random-shuffling approach may be more efficient than random-delays. In the MIS protocol of [GGK+18] which we use here, a leader node is used for collecting some of the edges of the graph. Potentially, since the leader node may receive $O(n)$ messages during the $O(\log \log \Delta)$ rounds of the protocol, applying the random-delay scheduling of Theorem 1.3 on $t$ such MIS jobs results in a complexity of $O(t \log \log \Delta + \log \log \Delta \log n)$ rounds. This run-time is asymptotically worse than the one obtained by the algorithm from Theorem 1.4 for $t = \Omega(\log n)$. Moreover, it is no better than the naive execution of the protocol multiple times one after another.

It remains to prove Theorem 3.1.

Proof of Theorem 3.1. The correctness and the round complexity follow from [GGK+18]. We analyze the message complexity of the protocol. For this we must describe the protocol, which returns a set $M \subseteq V$, initially empty.

The Protocol (See Algorithm 3.6).

Random ranking: First, a leader node $v^*$ generates a uniform random permutation $\pi: [n] \rightarrow [n]$ and makes it globally known within 2 rounds by sending each node $v_i$ the value of $\pi(i)$ which $v_i$ then broadcasts to everyone. The value $\pi(i)$ is called the rank of $v_i$ and does not change during the algorithm.

Degree reduction by simulating greedy steps: The second part of the protocol is a loop, which, as shown in [GGK+18, Theorem 1.1], uses $O(\log \log \Delta)$ iterations w.h.p., to reduce the maximum degree of active nodes to $\Delta' = \min \{ \Delta, \text{poly log } n \}$. 
Algorithm 3.6 The MIS algorithm of [GGK+18].

1: The leader $v^*$ generates a uniform random permutation $\pi : [n] \mapsto [n]$ and sends $\pi(i)$ to $v_i$.
2: Each node $v_i$ broadcasts $\pi(i)$.
3: $k \leftarrow 0$
4: while The maximum active degree of active nodes is at least $\Delta' = \min \{ \Delta, \text{poly log } n \}$ do
5: $M_0 \leftarrow \emptyset, M_k \leftarrow M_{k-1}$ if $k \geq 1$
6: $N_0 \leftarrow \emptyset, N_k \leftarrow N_{k-1}$ if $k \geq 1$
7: Every edge $\{v_i, v_{i'}\}$ with both endpoints active and $\pi(i) \leq \pi(i') \leq n/\Delta'\alpha^k$ is sent to $v^*$ by $v_i$.
8: while There exists a node $v_i \not\in M_k \cup N_k$ with $\pi(i) \leq n/\Delta'\alpha^k$ do
9: Add $v_i$ with the smallest rank $\pi(i)$ among the undecided nodes to $M_k$.
10: All the neighbors of $v_i$ that are known to $v^*$ are added to $N_k$.
11: end while
12: The leader $v^*$ informs the nodes in $M_k \setminus M_{k-1}$ that they are such.
13: The nodes in $M_k \setminus M_{k-1}$ are added to $M$, and they inform their neighbors that they are such and become inactive.
14: The nodes in $N_G(M_k \setminus M_{k-1})$ inform their neighbors that they are such and become inactive.
15: $k \leftarrow k + 1$.
16: end while
17: for $k$ from 0 to $O(\log \log \Delta')$ do
18: Each active node $v_i$ sends all adjacent edges from $H^{2^k}$ to each of its neighbors in $H^{2^k}$.
19: end for
20: Each active node $v_i$ simulates $O(\log \Delta')$ rounds of the MIS protocol of [Gha16] locally. The chosen nodes are added to $M$ and they become inactive along with their neighbors.
21: The leader $v^*$ learns all remaining edges, locally computes an MIS over them and informs the nodes, which are then added to $M$.

In each iteration $k \geq 0$, we produce a set $M_k \subseteq V$, which is initially empty for $k = 0$ and is initially $M_{k-1}$ for $k \geq 1$. The nodes in $M_k$ are afterwards added to the resulting MIS, $M$. We also use a set $N_k$ which is initially empty for $k = 0$ and is initially $N_{k-1}$ for $k \geq 1$, of nodes that will not be in $M$. Initially, all nodes are active. A node that is in $M_k \cup N_k$ is decided and becomes inactive, and otherwise it remains active. A constant $\alpha = 3/4$ is set.

In each iteration $k$, all edges $\{v_i, v_{i'}\}$ where both endpoints are active and have ranks $\pi(i) \leq \pi(i') \leq n/\Delta(\alpha^k)$ are sent to the leader $v^*$ by $v_i$. The leader $v^*$ now applies greedy MIS steps, as follows. As long as there is an active node $v_i$ with $\pi(i) \leq n/\Delta(\alpha^k)$,
the node with the smallest rank is added to $M_k$ and all of its neighbors that are known to $v^*$ are added to $N_k$. After these greedy steps, the leader $v^*$ informs the nodes in $M_k$ that they are such. These nodes are added to $M$ and become inactive, and they inform their neighbors, which join $N_k$ and become inactive as well.

The loop terminates when the maximum degree of active nodes is at most $\Delta' = \min\{\Delta, \text{poly} \log n\}$. To check that this condition is met, each node sends its degree to the leader and the leader broadcasts the decision. This requires 1 round. We denote by $H = (V', E')$ the graph of maximum degree bounded by $\Delta'$ that is induced by the remaining active nodes.

**Small degrees (the graph $H$):** First, each active node generates $O(\log^2 \Delta')$ random bits. These random bits are from now sent along with the node’s identifier whenever the latter is sent in a message. Then, each node of $H$ learns its $O(\log \Delta')$-hop neighborhood in $H$. To this end, we proceed in $O(\log \Delta')$ iterations, where after iteration $k$, each node in $H$ knows its $2^k$-hop neighborhood in $H$. In iteration $k$, each node sends its edges in $H^{2^k}$ to its neighbors in $H^{2^k}$. Notice that by induction over $k$, at the beginning of iteration $k$, each node knows its neighbors in $H^{2^k}$, and at the end of the iteration, it knows its neighbors in $H^{2^{k+1}}$.

After learning its $O(\log \Delta')$-hop neighborhood, each active node locally simulates $O(\log \Delta')$ rounds of the randomized MIS protocol of [Gha16]. Each iteration of this protocol requires $O(\log \Delta')$ random bits by each node, which are the ones generated by the node at the beginning of this step. Each node chosen to the MIS is added to $M$ and becomes inactive along with its neighbors. Notice that all nodes compute the same MIS locally, because each node knows a sufficiently large neighborhood, including $O(\log^2 \Delta')$ globally consistent random bits for each node in the neighborhood.

**Wrapping-up part:** Finally, the leader $v^*$ learns the remaining graph induced by active nodes, and locally computes an MIS and informs the nodes, who are then added to $M$. This finishes the description of the algorithm.

**Message Complexity.**

**Random ranking:** Since this part takes 2 rounds, it clearly sends at most $O(n^2)$ messages.

**Degree reduction (simulation greedy steps):** Let $G_0$ be the subgraph induced by nodes with ranks $\pi(v_i) \leq \frac{n}{\Delta}$. Since the maximum degree in $G$ is $\Delta$, the number of edges in $G_0$ is bounded by $\frac{n}{\Delta} \cdot \Delta = n$. This implies that at most $O(n)$ messages are sent to the leader $v^*$ in the first iteration.

For $k \geq 1$, let $r_k = n/\Delta^{(a^k)}$, and let $G_k = (V_k, E_k)$ be the subgraph that is induced by nodes with ranks in the range $[r_{k-1}, r_k]$ that are still active after iteration $k - 1$. In [GGK+18, Theorem 1.1], it is shown that $G_k$ has at most $O(n)$ edges, w.h.p., which implies that at most $O(n)$ messages are sent to the leader $v^*$ in iteration $k$. Informing the nodes in $M_k \setminus M_{k-1}$ that they should join $M_k$ requires at most $O(n)$ messages. Notice, that the leader does not inform nodes in $N_k \setminus N_{k-1}$, as they informed by their
neighbors in $M_k \setminus M_{k-1}$. Checking the loop condition required $O(n)$ messages. Since [GGK+18, Lemma 3.1] implies that after $O(\log \log \Delta)$ iterations of the loop, the degree in the graph induced by active nodes is at most $n \log n / (n / \Delta^{O(\log \log \Delta)}) = \text{poly} \log n = \Delta'$ and the loop terminates, this gives a total of $O(n \log \log \Delta)$ of such messages, w.h.p.

Over the entire execution of the protocol, each node $v_i$ is informed at most $\deg_G(v_i)$ times by one of its neighbors that such a neighbor enters the MIS or becomes inactive. Thus, over the entire course of the algorithm this requires $O(n^2)$ messages.

**Small degrees:** For $k = O(\log \log \Delta')$ the maximum degree in $H^{2k} = H^{\text{poly} \log \Delta'}$ is bounded by $\Delta' \text{poly} \log \Delta'$. To send one identifier together with $O(\log^2 \Delta')$ random bits we need $1 + O(\log^2 \Delta' / \log n)$ $O(\log n)$-bit messages. Thus, for each $k$, each active node sends at most

$$O((1 + \log^2 \Delta' / \log n)) \Delta'^{\text{poly} \log \Delta'} = 2^{\text{poly} \log \Delta'}$$

messages. For the entire $O(\log \log \Delta')$ rounds, each active node sends $O(\log \log \Delta') \cdot 2^{\text{poly} \log \Delta'} = 2^{\text{poly} \log \Delta'}$ messages. As $\Delta' = \text{poly} \log n$ holds, the number of messages sent by each active node to learn its $O(\log \Delta')$-hop neighborhood is $2^{\text{poly} \log \log n} = O(n)$. This implies $O(n^2)$ messages in total. The simulation of [Gha16] to decide whether to join $M$ is then done locally, without communication.

**Wrapping-up part:** In [Gha17, Lemma 2.11], it is shown that the graph induced by active nodes after learning $O(\log \Delta')$-hop neighborhoods in $H$ and simulating $O(\log \Delta')$ iterations of the MIS algorithm from [Gha16] has at most $O(n)$ edges. Thus, learning the remaining edges by the leader and informing nodes about the leader’s decision requires $O(n)$ messages. Notice that in the CONGESTED CLIQUE model this would require some routing scheme. However, in the CONGESTED CLIQUE + LENZEN’S Routing model this is part of the model definition.

Thus, overall the algorithm sends $O(n^2)$ messages.

### 3.4.2 Pointer Jumping

In this subsection we address the pointer jumping problem, widely used in parallel and distributed data structures [Hir76].

**Definition 3.4.1** (P-pointer jumping). In a P-pointer jumping problem, each node $v_i$ is given a permutation $\pi: [P] \mapsto [P]$. A fixed node $v_0$ is given a number $x \in [P]$. The aim of the algorithm is for $v_0$ to learn the composition of the permutations applied on $x$, i.e., $(\pi_n \circ \pi_{n-2} \circ \cdots \circ \pi_0)(p) = \pi_{n-1}(\pi_{n-2}(\cdots \pi_0(p) \cdots))$

In the following claim we show a simple deterministic $O(\log n)$-round CONGESTED CLIQUE protocol for solving P-pointer jumping with a complexity of $O(P \cdot n)$ messages.

**Claim 3.4.2** (Pointer jumping). For $P = O(n)$, there is a deterministic $O(P)$-memory efficient protocol in the CONGESTED CLIQUE + LENZEN’S Routing model which solves the pointer jumping problem in $O(\log n)$ rounds and $O(P \cdot n)$ messages.
Algorithm 3.7 Pointer jumping.

for \( k = 0 \) to \( \lceil \log n \rceil \) do
  for \( i \in [n] \) in parallel do
    if \( i \) has at least \( k > 0 \) trailing zeros in binary representation then
      \( v_i \) computes \( \pi_i \circ \pi_{i+1} \circ \cdots \circ \pi_{\min\{i+2^k,n\}-1} \).
    end if
    if \( i \) has exactly \( k < \lceil \log n \rceil \) trailing zeros in binary representation then
      \( v_i \) sends \( \pi_i \circ \pi_{i+1} \circ \cdots \circ \pi_{\min\{i+2^k,n\}-1} \) to \( v_{i-2^k} \).
    end if
  end for
end for

\( v_{i'} \) sends \( p \) to \( v_0 \).

\( v_0 \) replies \( v_{i'} \) with \( (\pi_{n-1} \circ \pi_{n-2} \circ \cdots \circ \pi_0)(p) \).

Proof of Claim 3.4.2.

Algorithm and correctness. The pseudo-code for the simple well known protocol for the pointer jumping problem is presented in Algorithm 3.7. At a high level, first \( v_0 \) learns the composition of the permutations, then \( v_{i'} \) sends the entry \( p \) to \( v_0 \) and it responds with the final output. To learn the composition of the permutations we proceed in \( \lceil \log n \rceil + 1 \) iterations. On each iteration except the first, each node \( v_i \) which receives a permutation from \( v_{i+2^k-1} \), computes the composition of the permutation it possesses and the received permutation, that is, it composes the permutation \( \pi_i \circ \pi_{i+1} \circ \cdots \circ \pi_{\min\{i+2^k,n\}-1} \) with the permutation \( \pi_{i+2^k-1} \circ \cdots \circ \pi_{i+2^k-1} \). Each node \( v_i \) which has exactly \( k \) trailing zeros in the identifier and currently knows the composition of \( 2^k \) permutations \( \pi_i \circ \pi_{i+1} \circ \cdots \circ \pi_{\min\{i+2^k,n\}-1} \) sends it to the node \( v_{j-2^k} \). Each node sends and receives at most \( P = O(n) \) messages. Clearly, after \( \lceil \log n \rceil \) iterations, node \( v_0 \) possesses the composition \( \pi_0 \circ \pi_1 \circ \cdots \circ \pi_{n-1} \).

Memory-efficiency. To compose the received permutation with the current permutation, we store both permutations and the output permutation in the local memory. Thus we require \( O(P \log n) \) bits of the local memory\(^2\). Given only the index of the round, it is possible for each node to deduce the number of messages each node sends to it.

Round complexity. The algorithm finishes within \( O(\log n) \) iterations. In each iteration, each node sends and receives \( P = O(n) \) messages, thus each iteration completes in \( O(1) \) rounds.

Message complexity. In \( k \)-th iteration of the algorithm, \( O(n/2^k) \) nodes send \( P \) messages each. Thus, the protocol uses \( \sum_{k=0}^{\lceil \log n \rceil-1} O(n/2^k) \cdot O(P) = O(P \cdot n) \) messages.

\(^2\)In the Congested Clique model this algorithm requires some routing scheme, but Claim 3.1.1 is not known to run in \( O(P \log n) \) bits of memory. However, our results apply in the potentially more powerful model of Congested Clique + Lenzen’s Routing [KS20], in which each node is allowed to send and receive \( n \) messages in each round. Therefore, no additional memory overhead of routing algorithm is required.
Applying our deterministic scheduling algorithm and our random shuffling algorithm, we obtain the following theorem on the complexity of solving multiple instances of the pointer jumping problem.

**Theorem 1.5** (Pointer Jumping). For $P \leq n$, there are algorithms in the Congested Clique model that solve $t = \text{poly} n$ instances of the $P$-pointer jumping problem deterministically in $O([P \cdot t/n] \cdot \log n)$, and randomized in $O(t + \log^2 n)$ rounds, w.h.p.

**Proof of Theorem 1.5.** The first part of the theorem follows immediately from Claim 3.4.2 and Theorem 1.1. By Theorem 1.1, running $t$ instances of the protocol from Claim 3.4.2 completes in $O(t \cdot P \cdot n/n^2 + [P \cdot t/n] \cdot \log n) = O([P \cdot t/n] \cdot \log n)$ rounds. This gives the first claim.

Since each node of the job consumes only $P \log n \leq n \log n$ bits of input and produces $\log n$ bits of output, it is $P$ I/O efficient. Thus, by Theorem 1.2, running $t$ instances of the protocol from Claim 3.4.2 completes in $O(t + t \cdot P \cdot n/n^2 + \log n \cdot \log n) = O(t + \log^2 n)$ rounds, w.h.p., which gives the second claim.

The proposed simple $O(\log n)$ round pointer jumping protocol also serves as an example where scheduling jobs via the random-shuffling approach of Theorem 1.2 is significantly better than the random-delay based approach of Theorem 1.3. Since multiple nodes receive $\Omega(n \log n)$ messages in the execution of the protocol, if we apply the random-delay scheduling algorithm from Theorem 1.3 we solve $t$ instances of the problem in $O(t \cdot \log n + \log^2 n)$ rounds, which is no better than sequentially running one instance after another.
Chapter 4

Distance Computations in the Hybrid Network Model via Oracle Simulations

4.1 Preliminaries

We provide here some definitions and claims that are critical for reading the main part of the paper. We use the following variant of the Hybrid model, introduced in [AHK+20].

Definition 4.1.1 (Hybrid Model). In the Hybrid model, a synchronous network of \( n \) nodes with identifiers in \([n]\), is given by a graph \( G = (V, E) \). In each round, every node can send and receive \( \lambda \) messages of \( O(\log n) \) bits to/from each of its neighbors (over local edges) and an additional \( \gamma \) messages in total to/from any other nodes in the network (over global edges). If in some round more than \( \gamma \) messages are sent via global edges to/from a node, only \( \gamma \) messages selected adversarially are delivered.

We follow the previous work of [AHK+20, KS20] and consider \( \lambda = \infty, \gamma = O(\log n) \). Notice that the Hybrid model can also capture the classic Local\(^3\) model, with \( \lambda = \infty, \gamma = 0 \), the classic Congest model, with \( \lambda = O(1), \gamma = 0 \), the Congested Clique model, with \( \lambda = O(1), \gamma = 0 \) and \( G \) being a clique, the Congested Clique + Lenzen’s Routing with \( \lambda = 0, \gamma = n \) and the Node-Capacitated Clique model [AGG+19], with \( \lambda = 0, \gamma = O(\log(n)) \).

Many of our results hold for weighted graphs \( G = (V, E, w) \). We assume an edge weight is given by a function \( w: E \mapsto \{1, 2, \ldots, W\} \) for a \( W \) which is polynomial in \( n \). When we send an edge as part of a message in any algorithm, we assume it is sent along with its weight.

\(^3\)The Local and Congest models are synchronous distributed models where every two neighbors in the graph can exchange messages of unlimited size or of \( O(\log n) \) bits, respectively, in each round.
4.1.1 Notations and Problem Definitions

We use the following definitions related to graphs. Given a graph $G = (V, E)$ and a pair of nodes $u, v \in V$, we denote by $\text{hop}(u, v)$ the hop distance between $u$ and $v$, by $N_G^h(v)$ the $h$-hop neighborhood of $v$, by $d_G^h(u, v)$ the weight of the lightest path between $u$ and $v$ of at most $h$-hops, and if there is no path of at most $h$-hops then $d_G^h(u, v) = \infty$. In the special case of $h = 1$, we denote by $N_G(v)$ the neighbors of $v$ and in the special case of $h = \infty$, we denote by $d_G(u, v)$ the weight of the lightest path between $u$ and $v$.

We also denote by $\text{deg}_G(v)$ the degree of $v$ in $G$. Whenever it is clear from the context we drop the subscript of $G$ and just write $N, N^h, d, d^h$ or $\text{deg}(v)$.

We define the following problems in the HYBRID model.

**Definition 4.1.2** \textit{(k-Source Shortest Paths (k-SSP)).} Given a graph $G = (V, E)$, and a set $S \subseteq V$ of $k$ sources. Every $u \in V$ is required to learn the distance $d_G(u, s)$ for each $s \in S$. The case where $k = 1$, is called the single source shortest paths problem (SSSP).

**Definition 4.1.3** \textit{(n\textsuperscript{x}-Random Sources Shortest Path (n\textsuperscript{x}-RSSP)).} Given a graph $G = (V, E)$, and a set $M \subseteq V$ of sources, such that each $v \in V$ is sampled independently with probability $n^{x-1}$ to be in $M$. Every $u \in V$ is required to learn the distance $d_G(u, s)$ for each $s \in M$.

In the approximate versions of these problems, each $u \in V$ is required to learn an $(\alpha, \beta)$-approximate distance $\tilde{d}(u, v)$ which satisfies $d(u, v) \leq \tilde{d}(u, v) \leq \alpha \cdot d(u, v) + \beta$, and in case $\beta = 0$, $\tilde{d}(u, v)$ is called an $\alpha$-approximate distance.

**Definition 4.1.4** \textit{(Eccentricity and diameter).} Given a graph $G = (V, E)$ and node $v \in V$, the eccentricity of $v$ is the farthest shortest path distance from $v$, i.e., $\text{ecc}(v) = \text{max}_{u \in V} d(v, u)$ and the diameter $D = \text{max}_{v \in V} \{ \text{ecc}(v) \}$ is the maximum eccentricity. An $\alpha$-approximation of all eccentricities is a function $\overline{\text{ecc}}(v)$ which satisfies $\frac{\text{ecc}(v)}{\alpha} \leq \overline{\text{ecc}}(v) \leq \text{ecc}(v)$ for all nodes $v$. An $\alpha$-approximation of the diameter is a value $\overline{D}$ which satisfies $D/\alpha \leq \overline{D} \leq D$.

4.1.2 Communication

A useful communication routine which we use in this section is Claim 4.1.5 \textit{(Communication)}. It was proved for a weaker NODE-CAPACITATED CLIQUE model [AGG\textsuperscript{+}19, Theorem 2.2], and thus directly holds in the HYBRID model.

**Claim 4.1.5** \textit{(Aggregate And Broadcast).} Let $S$ be some ground set and $f$ be a globally known function, which maps some multiset $S' \subseteq S$ to a value $f(S') \in S$. Assume that there exists a globally known function $g$, such that for any multiset $S'$ and any partition $S_1, \ldots, S_t$ of $S'$ holds $f(S) = g(f(S_1), \ldots, f(S_t))$. Assume also that each node $u$ has an input value $\text{val}(u) \in S$. Then there is an algorithm in the HYBRID model, which runs for $O(\log n)$ rounds, after which each node $u$ knows $f(v_1, \ldots, v_n)$.
For example, we use Claim 4.1.5 to sum numbers that each node has and make the result globally known.

A tool we need for our exact $n^{1/3}$-SSP algorithm is a *token dissemination* algorithm, given in [AHK+20, Theorem 2.1].

**Definition 4.1.6 (Token Dissemination Problem).** The problem of making $k$ distinct tokens globally known, where each token is initially known to one node, and each node initially knows at most $\ell$ tokens is called the $(k, \ell)$-Token Dissemination (TD) problem.

**Claim 4.1.7 (Token Dissemination).** [KS20, Theorem 2.2] There is an algorithm that solves $(k, \ell)$-TD in the Hybrid model in $\tilde{O}(\sqrt{k} + \ell)$ rounds, w.h.p.

### 4.1.3 Skeleton Graphs

In a nutshell, given a graph $G = (V, E)$, a skeleton graph $S_x = (M, E_S)$, for some constant $0 < x < 1$, is generated by letting every node in $V$ independently join $M$ with probability $n^{x-1}$. Two nodes in $M$ have an edge in $E_S$ if there exists a path between them in $G$ of at most $h = \tilde{O}(n^{1-x})$ hops. This graph w.h.p. satisfies many useful properties in terms of distance computation, which for simplicity of presentation we add to its definition, provided below. A crucial property is that for any two nodes, if the shortest path between them in $G$ has more than $h$ hops, then there exists a shortest path between them in $G$ on which every roughly $h$ nodes there is a node from $M$ (all such skeleton properties hold w.h.p.).

**Definition 4.1.8 (Skeleton Graph, Combined Definition of [AHK+20, KS20]).** Given a graph $G = (V, E)$ and a value $0 < x < 1$, a graph $S_x = (M, E_S)$ is called a skeleton graph in $G$, if all of the following hold.

1. Each $v \in V$ is included to $M$ independently with probability $n^{x-1}$.
2. $\{v, u\} \in E_S$ if and only if there is a path of at most $h = \tilde{O}(n^{1-x})$ edges between $v$, $u$ in $G$.
3. Every node $v \in M$ knows all its incident edges in $E_S$.
4. $S_x$ is connected.
5. For any two nodes $v, v' \in M$, $d_S(v, v') = d_G(v, v')$.
6. For any two nodes $u, v \in V$ with $\text{hop}(u, v) \geq h$, there is at least one shortest path $P$ from $u$ to $v$ in $G$, such that any sub-path $Q$ of $P$ with at least $h$ nodes contains a node $w \in M$.
7. $|M| = \tilde{O}(n^x)$.

The following claim summarizes what is proven in [AHK+20] regarding the construction of a skeleton graph from a set of random marked nodes, w.h.p.
Claim 4.1.9 (Skeleton from Random Nodes). Given a graph $G = (V, E)$, a value $0 < x < 1$, and a set of nodes $M$ marked independently with probability $n^{x-1}$, there is an algorithm in the HYBRID model which constructs a skeleton graph $S_x = (M, E_S)$ in $\tilde{O}(n^{1-x})$ rounds w.h.p. If also given a single node $s \in V$, it is possible to construct $S_x = (M \cup \{s\}, E_S)$, without damaging the properties of $S_x$.

We extract the following basic claim, used in the proof of [AHK+20, Theorem 2.7] for a $(1 + \epsilon)$-approximation for SSSP, and slightly extend it to use for multiple source problem and arbitrary approximation factors. It states that given a skeleton graph and a set of sources, if every skeleton node knows any approximation to its distance from every source, then it is possible to efficiently reach a state where every node in the graph knows the approximation for its own distance from any of the sources. We give the proof for the sake of self-containment. The idea is that each node locally explores its $\tilde{O}(n^{1-x})$ neighborhood and identifies for each source the best skeleton node in its neighborhood to go through.

Claim 4.1.10 (Extend Distances). [AHK+20, Theorem 2.7] Let $G = (V, E)$, let $S_x = (M, E_S)$ be a skeleton graph, and let $V' \subseteq V$ be the set of source nodes. If for each source node $s \in V'$, each skeleton node $v \in M$ knows the $(\alpha, \beta)$-approximate distance $\tilde{d}(v, s)$ such that $d(v, s) \leq \tilde{d}(v, s) \leq \alpha d(v, s) + \beta$, then each node $u \in V$ can compute for all source nodes $s \in V'$, a value $\tilde{d}(u, s)$ such that $d(u, s) \leq \tilde{d}(u, s) \leq \alpha d(u, s) + \beta$ in $\tilde{O}(n^{1-x})$ rounds.

Proof. First, each node $u \in V$ learns $\tilde{d}(v, s)$ for each source node $s \in V'$ and skeleton node $v \in M$ in its $h = \tilde{O}(n^{1-x})$-hop neighborhood. Then, node $u \in V$ approximates its distance to each source $s \in V'$ using Eq. (4.1), as follows.

\[
\tilde{d}(u, s) = \min \left\{ \tilde{d}(u, v), \min_{v \in M \cap N_G^h(u)} \left\{ \tilde{d}(u, v) + \tilde{d}(v, s) \right\} \right\} \tag{4.1}
\]

For each node $u \in V$, skeleton node $v \in M \cap N_G^h$, and source $s \in V'$, $d^h(u, v) \geq d(u, v)$, it holds that $\tilde{d}(v, s) \geq d(v, s)$ and $d^h(u, s) \geq d(u, s)$, by triangle inequality $d(u, v) + d(v, s) \geq d(u, s)$, thus $\tilde{d}(u, s) \geq d(u, s)$. To show that $\tilde{d}(v, s) \leq \alpha \cdot d(v, s) + 2\beta$, we consider two cases. If there is a shortest path of at most $h$ hops between $s$ and $v$, then its length appears as $d^h(u, s)$ in the Eq. (4.1). Otherwise, by the Property 6 of the definition of the skeleton graph, there is a shortest path from $u$ to $s$ on which there is a node $v' \in M$ in one of its $h$ first notes. This means that $d(u, v') + d(v', s) = d(u, s)$ and also $d^h(u, v') = d(u, v')$ (as each sub-path of shortest path is a shortest path) and so for this $v = v'$ the corresponding element $d^h(u, v') + \tilde{d}(v', s)$ appears as an option in Eq. (4.1). This implies that $\tilde{d}(u, s) \leq d^h(u, v') + \tilde{d}(v', s) \leq d(u, v') + \alpha \cdot \tilde{d}(v', s) + \beta = \alpha \cdot d(u, v') + \beta = d^h(u, v') + \beta = d^h(u, s)$.

\[\tilde{d}(u, s) = d^h(u, s) \leq \alpha \cdot d(u, s) + 2\beta \]

Therefore, $\tilde{d}(u, s) \leq \alpha \cdot d(u, s) + 2\beta$.
\[ \alpha \cdot (d(u, v') + d(v', s)) + \beta \leq \alpha \cdot d(u, s) + \beta \] Thus, in both cases \( \tilde{d}(u, s) \leq \alpha \cdot d(u, s) + \beta \), and therefore \( \tilde{d} \) is an \((\alpha, \beta)\)-approximation for the shortest path.

Learning the information in the \( h \)-hop neighborhood requires \( h = \tilde{O}(n^{1-x}) \) rounds and the rest is done locally, so overall the algorithm runs in \( \tilde{O}(n^{1-x}) \) rounds of the HYBRID model.

4.2 Oracles in the Hybrid model

This section is split into three parts. Initially, as preliminaries, we show simulations of the LOCAL and CONGESTED CLIQUE models in the HYBRID model, citing [KS20] for the CONGESTED CLIQUE simulation. Then, we devote a section to each of the two new oracle models in order to introduce them and present their simulations in the HYBRID model.

4.2.1 Model Simulation Preliminaries

We will use simulations of the LOCAL and CONGESTED CLIQUE models, as follows.

**Lemma 4.2.1 (LOCAL Simulation).** Given a graph \( G = (V, E) \), and a skeleton graph \( S_x = (M, E_S) \), it is possible to simulate one round of the LOCAL model over \( S_x \) within \( \tilde{O}(n^{1-x}) \) rounds in \( G \) in the HYBRID model. That is, within \( \tilde{O}(n^{1-x}) \) rounds in \( G \) in the HYBRID model, any two adjacent nodes in \( S_x \) can communicate any amount of data between each other.

The proof follows trivially due to the definition of the HYBRID model and Property 2 in the definition of a skeleton graph \( S_x \), since in \( S_x \) two skeleton nodes are connected if they are within \( \tilde{O}(n^{1-x}) \) hops in the original graph \( G \). Thus, one round of the LOCAL model over \( S_x \) is obtained in the HYBRID network in \( \tilde{O}(n^{1-x}) \) rounds, by having neighboring skeleton nodes communicate through the local edges.

**Lemma 4.2.2 (CONGESTED CLIQUE Simulation).** [KS20, Corollary 4.1.] Given a graph \( G = (V, E) \), and a skeleton graph \( S_x = (M, E_S) \), for some constant \( 0 < x < 1 \), it is possible to simulate one round of the CONGESTED CLIQUE model over \( S_x \) in \( \tilde{O}(n^{2x-1} + n^\frac{2}{x}) \) rounds of the HYBRID model on \( G \), w.h.p. That is, within \( \tilde{O}(n^{2x-1} + n^\frac{2}{x}) \) rounds of the HYBRID model on \( G \), w.h.p., every node \( v \in M \) can, for each node \( u \in M \), each send a unique \( O(\log n) \) bit message to \( u \).

4.2.2 Simulating the Oracle Model

Here, we define the ORACLE model and then show how to efficiently simulate it over a skeleton graph in the HYBRID model.
**Definition 4.2.3 (Oracle Model).** In the Oracle model over a network $G$, there exists one oracle node $\ell$, which in every round can send to and receive from every node $v$ a number of $O(\log n)$-bit messages that is equal to the degree of $v$ in $G$.

**Theorem 1.6 (Oracle Simulation).** Given a graph $G = (V, E)$, for every constant $0 < x < 1$, there is an algorithm which simulates one round of the Oracle model, on a skeleton graph $S_x = (M, E_S)$, in $\tilde{O}(n^{1-x} + n^{2x-1})$ rounds of the Hybrid model on $G$, w.h.p.

**Proof.** We prove the claim by showing how to simulate a round of the Oracle model in $O(1)$ rounds of the Congested Clique model and 1 round of the Local model. Then, invoking the simulations of Lemmas 4.2.1 and 4.2.2, gives the desired round complexity in the Hybrid model.

We show how to send messages to the oracle, and the receiving part is symmetric. The pseudocode is given by Algorithm 4.1. First, each $v \in M$ broadcasts its degree in $S_x$ using one round of the Congested Clique model (Line 1) and selects as an oracle $\ell$ the node with largest degree in $S_x$, breaking ties by identifier (Line 2). Then, the identifiers of the neighbors of $\ell$ are broadcast using one round of the Congested Clique model (Line 3). The actual messages are sent to these neighbors instead of to $\ell$ itself (Line 4) and $\ell$ learns all these messages in 1 round of the Local model in Line 5.

Clearly, all the nodes select the same oracle $\ell$ (Line 2). Due to the definition of the Oracle model, each node $v \in M$ has $\deg_{S_x}(v)$ messages to send, and since $\deg_{S_x}(\ell) \geq \deg_{S_x}(v)$, there are enough neighbors of $\ell$ to receive one message from $v$ per neighbor, which is why Line 4 can work.

**Algorithm 4.1** Simulating the Oracle model in the Congested Clique with Local.

- **Congested Clique model:** $v \in M$ broadcasts $\deg_{S_x}(v)$.
- Select an oracle $\ell \leftarrow \arg \max_{v \in M} \{ (\deg_{S_x}(v), v) \}$.
- **Congested Clique model:** $v \in M$ broadcasts if it is a neighbor of $\ell$.
- **Congested Clique model:** $v \in M$ sends $i$-th message to $i$-th neighbor of $\ell$ for each $i$.
- **Local model:** $\ell$ collects the messages from its neighbors.

### 4.2.3 Simulating the Tiered Oracles Model

We further enhance our Oracle model and define the Tiered Oracles model, where, roughly speaking, all nodes, in parallel, can learn all the edges adjacent to nodes with degrees in lower degree buckets. To simulate the stronger Tiered Oracles model over a skeleton graph in the Hybrid model, we need additional insights. Here, we use the fact that when we scatter messages independently at random, denser neighborhoods
are more likely to receive a given message than sparse neighborhoods. In other words, while for simulating the Oracle model, we used the Local round only to concentrate information in a single node $\ell$, here we exploit the information that each node can gather from its neighborhood.

**Definition 4.2.4 (Tiered Oracles Model).** In the Tiered Oracles model over a network $G$, in every round, suppose each node $v$ has a set of $O(\log n)$-bit messages $M_v$ of size $|M_v| = \deg(v)$, then each node $u$ can receive all messages in $M_v$ for every $v$ such that $\deg(u) \geq \deg(v)/2$.

To simulate the Tiered Oracles model, we first prove the following model-independent tool.

**Lemma 4.2.5 (Sampled neighbors).** Given is a graph $G = (V, E)$. For a value $c \leq n$, there is a value $x = \tilde{O}(n/c)$ such that the following holds w.h.p.: Let $V' \subseteq V$ be a subset of $|V'| = x$ nodes sampled uniformly at random from $M$. Then each node $u \in V$ with $\deg(u) \geq c$ has a neighbor in $V'$.

**Proof.** For some node $u \in V$, the probability of not having a neighbor sampled to the set $V'$ is $(1 - \deg(u)/n)^x \leq e^{-x\deg(u)/n} \leq e^{-c/n}$. Thus there exists $x = \tilde{O}(n/c)$ such that node $u$ has a neighbor in the set $V'$, w.h.p.

**Theorem 1.7 (Tiered Oracles Simulation).** Given a graph $G = (V, E)$, for every constant $0 < x < 1$, there is an algorithm which simulates one round of the Tiered Oracles model, on a skeleton graph $S_x = (M, E_S)$, in $\tilde{O}(n^{1-x} + n^{2x-1})$ rounds of the Hybrid model on $G$, w.h.p.

**Proof.** We prove the claim by reducing one round of the Tiered Oracles model to $\tilde{O}(1)$ rounds of the Congested Clique model followed by a round of the Local model on the skeleton graph $S_x$. By Lemmas 4.2.1 and 4.2.2, we obtain that the resulting round complexity is $\tilde{O}(n^{1-x} + n^{2x-1})$.

For each $v \in M$, let $M_v$ be the set of messages, of size $|M_v| = \deg_{S_x}(v)$, which $v$ desires to broadcast. For each message in $M_v$ node $v \in M$ samples uniformly at random $x = \tilde{O}(2 \cdot |M|/\deg_{S_x}(v))$ nodes of $M$ and sends the message to those nodes. As each node sends and receives $\tilde{O}(|M|)$ messages this can be done using with the well known routing theorem of Lenzen [Len13, Theorem 3.7] by simulating $\tilde{O}(1)$ rounds of the Congested Clique model. Alternatively, this can be done in the same round complexity by applying the algorithm for token routing [KS20, Theorem 2.2]. Afterwards, we simulate one round of the Local model over $S_x$ for each node to learn tokens received by its neighbors in $S$. Due to Lemma 4.2.5 (Simulating the Tiered Oracles Model), each node $u \in V$ learns messages from each $v$ such that $\deg_{S_x}(u) \geq \deg_{S_x}(v)/2$ w.h.p.
4.3 Shortest Paths Algorithms

4.3.1 Warm-Up: Exact SSSP

As a warm-up, we show how to compute exact SSSP in the ORACLE model, and then we simulate this on a skeleton graph in the HYBRID model in order to get exact SSSP in the HYBRID model within $\tilde{O}(n^{1/3})$ rounds. We note that later, in Section 4.3.3, we obtain this complexity for exact distances from a much larger set, of $O(n^{1/3})$ sources.

**Lemma 4.3.1** (Exact SSSP in the ORACLE Model). There is a deterministic algorithm in the ORACLE model that given a weighted graph $G = (V, E)$ and source $s \in V$ solves exact SSSP in $O(1)$ rounds.

**Proof.** Let $s \in V$ be the source node. We solve the problem in two communication rounds. In the first round, oracle $\ell$ learns all of $E$ by receiving from each node $v$ its adjacent edges. Afterwards, oracle $\ell$, given all the edges in the graph $G$, locally computes the distance from $s$ to every other node. In the second round, oracle $\ell$ sends for each $v \in V$ the value $d(s, v)$. It is clear that the algorithm computes SSSP from $s \in V$, and that it takes two rounds in the ORACLE model.

**Theorem 1.8** (Exact SSSP). Given a weighted graph $G = (V, E)$, there is an algorithm in the HYBRID model that computes an exact weighted SSSP in $\tilde{O}(n^{1/3})$ rounds w.h.p.

**Proof.** Let $s$ be the source node, and let $x = 2/3$. We start by constructing a skeleton graph $S_x = (M, E_S)$, by sampling nodes with probability $n^{-1/3}$ and using Claim 4.1.9 (Skeleton Graphs). Then, we simulate the algorithm given in Lemma 4.3.1 in the ORACLE model, which computes the distance $d_S(s, v)$ from $s$ to each node $v \in M$. By Property 5 of the skeleton graph, for every $v \in M$, it holds that $d_S(s, v) = d_G(s, v)$. To extend this and compute the distance from $s$ for each node $v \in V$, we apply Claim 4.1.10 (Skeleton Graphs).

Constructing the skeleton graph takes $O(h) = \tilde{O}(n^{1/3})$ rounds w.h.p., by Claim 4.1.9 (Skeleton Graphs). Simulating the algorithm from Lemma 4.3.1 completes in $\tilde{O}(n^{1/3})$ rounds w.h.p. by Theorem 1.6 (Simulating powerful models). Applying Claim 4.1.10 (Skeleton Graphs) takes $\tilde{O}(n^{1/3})$ rounds. Therefore, overall, the execution of the algorithm completes in $\tilde{O}(n^{1/3})$ rounds w.h.p.

4.3.2 Exact $n^x$-RSSP

Recall that in Definition 4.1.3 (Notations and Problem Definitions), we are given set of roughly $n^x$ sources sampled independently with probability $n^{x-1}$, and we need for each node to compute its distance to each source. We do so by constructing a skeleton graph $S_x$ from the random sources. We show that using one round of the Tiered Oracles model, and $O(\log n)$ rounds of the Congested Clique model, one can solve APSP.
over $S_x$. To do so, we split the nodes of the graph into $\lceil \log n \rceil$ tiers by degree and compute APSP by proceeding tier after tier and computing distances from current tier to all the tiers below.

**Lemma 4.3.2** (APSP in Congested Clique with Tiered Oracles). There is a deterministic algorithm which, given a weighted graph $G = (V, E)$, solves exact APSP on $G$ using $O(\log |V|)$ rounds of the Congested Clique model and one round of the Tiered Oracles model.

**Proof.** The pseudocode for the algorithm appears in Algorithm 4.2. We partition the nodes $V$ by their degrees into $\lceil \log |V| \rceil$ tiers, $T_j = \{ v \in V : 2^j \leq \deg(v) < 2^{j+1} \}$ for $0 \leq j < \lceil \log |V| \rceil$. Denote by $T_{\geq i} = \bigcup_{k \geq i} T_k$ the nodes in all tiers $k > i$ and by $T_{\leq i} = \bigcup_{k \leq i} T_k$ the nodes in all tiers $k \leq i$. Similarly, define $T_{\geq i}$ and $T_{\leq i}$. Denote by $d_{\leq i}(u, v)$ the weight of the shortest path between $u$ and $v$ that uses only edges adjacent to at least one node in $T_{\leq i}$.

**Algorithm 4.2 Exact-APSP.** Computes exact APSP using the Congested Clique and Tiered Oracles models

```
Tiered Oracles model: each $v \in T_i$ broadcasts to $u \in T_{\geq i}$ its incident edges.
for $i = \lceil \log |V| \rceil - 1$ downto 0 do
    For each node $u \in T_{\leq i}$, each node $v \in T_i$ computes $\tilde{d}(v, u) \leftarrow \min \{ d_{\leq i}(v, u), \min_{w \in T_{\geq i}} \{ d(v, w) + d_{\leq i}(w, u) \} \}.$
    Congested Clique model: $v \in T_i$ sends to $u \in T_{\leq i}$, the value $\tilde{d}(v, u)$.
end for
```

The outline of our algorithm is as follows. We start by having each node $v \in T_i$ broadcast its incident edges to all the nodes in tiers greater than or equal to its own, that is, to all $u \in T_{\geq i}$, using one round of the Tiered Oracles model (Line 1). Afterwards, in the loop in Line 2, we compute the solution tier by tier, starting from the topmost tier, which contains nodes knowing all the edges in the graph. While processing the $i$-th tier, every node $v \in T_i$ already knows its distance to every node in $T_{\geq i}$, and so computes its distances to every node $u \in T_{\leq i}$. A shortest path between such $v$ and $u$ can either pass through edges which are all known to $v$, or be broken into a subpath from $v$ to some node $w \in T_{\geq i}$ and then a path from $w$ to $u$ which is known to $v$. Thus, we compute the distance from $v \in T_i$ to the nodes $T_{\leq i}$ (Line 3). On Line 4, node $v \in T_i$, which knows for each node $u \in T_{\leq i}$ the distance to $u$, sends it to $u$.

For each $u, v \in V$, Algorithm 4.2 outputs a value $\tilde{d}(u, v)$. We show that it is the correct distance in $G$, that is $\tilde{d}(u, v) = d(u, v)$.

One round of the Tiered Oracles model suffices for ensuring that for each tier, $T_i$, every node $v \in T_i$ knows all the edges incident to all the nodes $u \in T_{\leq i}$. Let $v \in T_i$, and $u \in T_j$ such that $i \geq j$, observe that it holds that $\deg(v) \geq 2^j \geq \frac{1}{2} 2^i = \frac{1}{2} \deg(u)$, and therefore after Line 1 node $v$ knows the edges incident to $u$. Thus, each node $v \in T_i$ knows enough information to compute the function $d_{\leq i}$, which is the distance function in $G$ limited to edges incident to nodes in $T_{\leq i}$.
By induction on tier index \( i \), we show that after iteration \( i \) of the loop in Line 2 all the nodes in \( V \) know the exact distances to all nodes in tiers \( T_{\geq i} \).

Base case: In iteration \( i = \lceil \log |V| \rceil - 1 \), node \( v \in T_{\lceil \log |V| \rceil - 1} \) (if exists) in the topmost tier knows about all the edges in \( E \) since it knows about all edges incident to nodes \( T_{\leq \lceil \log |V| \rceil - 1} = V \). Thus, \( v \) can compute the solution to the entire APSP on \( G \), since \( d_{\leq \lceil \log |V| \rceil - 1} = d \). Since the set

\[
\{ d(v, w) + d_{\leq \lceil \log |V| \rceil - 1}(w, u) \} \quad \text{for } u \in T_{\geq \lceil \log |V| \rceil - 1}
\]

is empty, we get that \( \tilde{d}(v, u) = d_{\leq \lceil \log |V| \rceil - 1}(v, u) = d(v, u) \). That is, node \( v \in T_{\lceil \log |V| \rceil - 1} \) computes for each other node \( u \in V \) its weighted distance \( d(v, u) \) and sends it to \( u \) on Line 4.

Induction Step: In iteration \( i < \lceil \log |V| \rceil - 1 \), consider \( v \in T_i \) and \( u \in T_{\leq i} \), and let \( P \) be a shortest path between them. Recall that node \( v \) can locally compute \( d_{\leq i} \), and thus knows the value \( d_{\leq i}(v, u) \) and for each \( w \in T_{> i} \), it knows the value \( d_{\leq i}(w, u) \). Further, for each \( w \in T_{> i} \), the value \( \tilde{d}(v, w) = d(v, w) \) is known to \( v \) from one of the previous iterations of the loop in Line 2, by the induction assumption. All values in the set \( \{ \tilde{d}(v, w) + d_{\leq i}(w, u) \} \cup \{ d_{\leq i}(v, u) \} \) are either infinite or correspond to some (not necessary simple) path from \( v \) to \( u \), thus \( \tilde{d}(v, u) \geq d(v, u) \). To show that \( \tilde{d}(v, u) \leq d(v, u) \), we consider two cases. If \( P \) does not contain nodes from \( T_{> i} \), then \( d_{\leq i}(v, u) = d(v, u) \) is the length of \( P \). Otherwise, let \( w' \in T_{> i} \) be the last node on \( P \) (closest to \( u \)) which belongs to \( T_{> i} \). By the induction hypothesis, \( v \) knows \( \tilde{d}(v, w') = d(v, w') \). Moreover, the subpath from \( w' \) to \( u \) only contains edges with at least one endpoint incident to node in \( T_{\leq i} \), thus \( d_{\leq i}(w', u) = d(w', u) \). For this node \( w' \) the value \( \{ \tilde{d}(v, w') + d_{\leq i}(w', u) \} \) belongs to \( \{ \tilde{d}(v, w) + d_{\leq i}(w, u) \} \). Thus, in both cases the computed \( \tilde{d}(v, u) \) is at most the weighted length of \( P \). Hence, \( \tilde{d}(v, u) = d(v, u) \). On Line 4, node \( v \) informs \( u \) about the correct \( d(v, u) \), which completes the induction proof.

Lines 1 and 4 each take a single round of the Tiered Oracles model and the Congested Clique model, respectively, and thus the execution of the entire algorithm takes \( O(\log |V|) \) rounds of the Congested Clique model and one round of the Tiered Oracles model.

By simulating the algorithm given in Lemma 4.3.2 (Exact \( n^x \)-RSSP) using Theorem 1.7 (Simulating powerful models) and Lemma 4.2.2 (Model Simulation Preliminaries), we get exact APSP over the skeleton graph, as follows.

**Corollary 4.1** (Exact APSP on Skeleton Graph). For any constant \( 0 < x < 1 \), there is an algorithm in the Hybrid model that computes an exact weighted APSP on a skeleton graph \( S_x = (M, E_S) \), in \( \tilde{O}(n^{1-x} + n^{2x-1}) \) rounds w.h.p.

Finally, we extend the result to \( n^x \)-RSSP on \( G \), by having each node in the graph learn the information stored in the skeletons in its \( \tilde{O}(n^{1-x}) \) neighborhood.
Theorem 1.9 (Exact $n^x$-RSSP). Given a graph $G = (V, E)$, $0 < x < 1$, and a set of nodes $M$ sampled independently with probability $n^{x-1}$, there is an algorithm in the HYBRID model that ensures that every $v \in V$ knows the exact, weighted distance from itself to every node in $M$ within $\tilde{O}(n^{1/3} + n^{2x-1})$ rounds w.h.p.

Proof. Primarily, assume that $x \geq \frac{2}{3}$. Otherwise, we add each node outside of $M$ with probability $\frac{n^{x-1} - n^{x-1}}{1 - n^{x-1}}$ into the set $M$. Thus, each node has probability exactly $\left(\frac{n^{x-1} - 1}{1 - n^{x-1}}\right) \left(\frac{n^{1-x} - n^{x-1}}{1 - n^{x-1}}\right) = n^{-1/3}$ to be sampled into $M$, ensuring $x = 2/3$. We use Claim 4.1.9 (Skeleton Graphs) to build a skeleton graph $S_x = (M, E_S)$ in $\tilde{O}(n^{1/3})$ rounds w.h.p. Then, we compute exact APSP on the skeleton graph using Corollary 4.1 (Exact $n^x$-RSSP) in $\tilde{O}(n^{1/3} + n^{2x-1})$ rounds w.h.p. By Property 5 of the skeleton graph, for each $v, u \in M$ it holds that $d_S(v, u) = d(v, u)$, where $d_S(v, u)$ is the distance in the skeleton graph. So, we apply Claim 4.1.10 (Skeleton Graphs) with $\alpha = 1, \beta = 0$ and set of sources $V' = M$, to compute an exact weighted shortest paths distances, from $M$ to all of $V$, in additional $\tilde{O}(n^{1/3})$ rounds w.h.p.

Instantiating Theorem 1.9 with $x = 2/3$ gives $n^{2/3}$-RSSP in $\tilde{O}(n^{1/3})$ rounds w.h.p., which is tight due to our lower bound given in Theorem 1.10 (Exact $n^{2/3}$-RSSP). We extensively use our $n^{2/3}$-RSSP algorithm for our following results.

4.3.3 Exact $n^{1/3}$-SSP

We now present an improvement over the warm-up exact SSSP algorithm which we showed previously, by providing an algorithm for exact shortest paths from a given set of $n^{1/3}$ nodes ($n^{1/3}$-SSP) in $\tilde{O}(n^{1/3})$ rounds. To do so, we create a skeleton graph and use our algorithm for $n^{2/3}$-RSSP algorithm to compute exact distances from the skeleton nodes to the entire graph. Then, we adapt the behavior of the source nodes depending on the number of skeleton nodes in their neighborhood (which is proportional to the density of the neighborhoods). That is, nodes in sparse neighborhoods can broadcast the distances from themselves to all the skeleton nodes which they see surrounding them, while a node in dense neighborhoods can take over a skeleton node surrounding it and use it as a proxy to communicate efficiently with the other skeleton nodes in the graph. We formalize this in this section, as well as Lemma 4.3.3 (Exact $n^{1/3}$-SSP) which is a generic tool which performs this action of taking over skeleton nodes as proxies.

We show the following fundamental algorithm, which allows assigning skeletons to help other skeletons. That is, given a set of nodes $A$ where each node in $A$ sees many skeleton nodes in its neighborhood, it is possible to assign skeleton nodes to service the nodes of $A$. We use this to increase sending and receiving capacity of the nodes of $A$. This is a key tool which we use in the proof of Theorem 1.11 (Exact $n^{1/3}$-SSP) and we believe it may be useful for additional tasks.
Lemma 4.3.3 (Reassign Skeletons). Given graph $G = (V,E)$, a skeleton graph $S_x = (M,E_S)$, a value $k$ which is known to all the nodes, and nodes $A \subseteq V$ such that each $u \in A$ has at least $\tilde{\Theta}(k \cdot |A|)$ nodes $M_u \subseteq M$ in its $\tilde{\Theta}(n^{1-x})$ neighborhood, there is an algorithm that assigns $K_u \subseteq M_u$ nodes to $u$, where $|K_u| = \tilde{\Omega}(k)$, such that each node in $M$ is assigned to at most $\tilde{O}(1)$ nodes in $A$. With respect to the set $A$, it is only required that every node in $G$ must know whether or not it itself is in $A$ - that is, the entire contents of $A$ do not have to be globally known. The algorithm runs in $\tilde{O}(n^{1-x})$ rounds in the Hybrid model, w.h.p.

Proof. The pseudocode is provided by Algorithm 4.3.

Algorithm 4.3 Reassign-Skeletons($A,k$)

- Compute $|A|$ by running Aggregate-And-Broadcast.
- Skeleton node $v \in M$ learns its $\tilde{O}(n^{1-x})$-hop neighborhood.
- Skeleton node $v \in M$ samples each $u \in A \cap N_G^{\tilde{\Theta}(n^{1-x})}(v)$ with probability $\frac{1}{|A|}$.
- Skeleton node $v \in M$ informs each sampled node $u$ about $v \in K_u$.

First, each node $w$ learns the size of the set $A$ by invoking Claim 4.1.5 (Communication) with value 1 if $w \in A$ and 0 otherwise, and the summation function (Line 1). Then, each skeleton node $v \in M$, learns its $\tilde{\Theta}(n^{1-x})$-hop neighborhood (Line 2), and in particular it learns the nodes $A_v = A \cap N_G^{\tilde{\Theta}(n^{1-x})}(v)$. Then, $v$ samples each $u \in A_v$ independently with probability $\frac{1}{|A|}$ (Line 3). Afterwards, $v$ informs each node $u$ it sampled on the previous stage that $v \in K_u$ (Line 4).

For every $v \in M$, since $|A_v| \leq |A|$, and since $v$ samples nodes from there $A_v$ independently with probability $\frac{1}{|A|}$, by Chernoff Bounds each $v$ assigns itself to at most $\tilde{O}(1)$ nodes $a \in A_v$ w.h.p. Hence, by a union bound over all skeleton nodes, each skeleton node is assigned to $\tilde{O}(1)$ nodes w.h.p.

For every $u \in A$, since it is sampled by at least $\tilde{\Omega}(k \cdot |A|)$ skeleton nodes independently with probability $\frac{1}{|A|}$, by Chernoff Bounds it is sampled by $|K_u| = \tilde{\Omega}(1)$ skeleton nodes w.h.p. Thus, by union bound over all skeleton nodes, each $u \in A$ has $|K_u| = \tilde{\Omega}(1)$ assigned nodes w.h.p.

By Claim 4.1.5 (Communication), Line 1 takes $\tilde{O}(1)$ rounds w.h.p., and Lines 2 and 4 take $\tilde{O}(n^{1-x})$ rounds, and thus the entire execution completes in $\tilde{O}(n^{1-x})$ rounds w.h.p.

Now we apply Claim 4.1.7 (Communication) or Lemma 4.3.3 (Exact $n^{1/3}$-SSP) depending on density of each source’s neighborhood and show how to compute exact $n^{1/3}$-SSP in $\tilde{O}(n^{1/3})$ rounds. For sources in “sparse” neighborhoods, in which there is a small number of skeleton nodes, we use Claim 4.1.7 (Communication) to inform all nodes about their distances to those skeletons. For source $v$ with “dense” neighborhood, in which there are many skeleton nodes, we use Lemma 4.3.3 (Exact $n^{1/3}$-SSP) to get at least one skeleton node $u$ which participates in the round of the Congested Clique.
model on behalf of that source and sends each other skeleton node \( v' \) the distance \( d(v, v') \).

**Theorem 1.11** (Exact \( n^{1/3} \) Sources Shortest Paths). Given a weighted graph \( G = (V, E) \), and a set of sources \( U \), such that \( |U| = O(n^{1/3}) \), there exists an algorithm, at the end of which each \( v \in V \) knows its distance from every \( s \in U \), which runs in \( \tilde{O}(n^{1/3}) \) rounds w.h.p.

**Proof.** The pseudocode for the algorithm appears in Algorithm 4.4.

---

**Algorithm 4.4 Exact-\( n^{1/3} \)-SSP:** Computes an exact weighted \( n^{1/3} \)-SSP. Routine for node \( u \in V \)

- Join \( M \) independently with probability \( n^{-1/3} \).
- Compute \( n^{2/3} \)-RSSP from \( M \).
- Construct skeleton graph \( S_{2/3} = (M, E_S) \).
- Learn \( h = \tilde{\Theta}(n^{1/3}) \)-hop neighborhood.
- **if** \( u \in U \) **then**
  - **if** \( |N^h_G(u) \cap M| = \tilde{O}(n^{1/3}) \) **then**
    - Participate in **Token-Dissemination** with a token \( \langle u, v', d(v', u) \rangle \) for each \( v' \in M \cap N^h_G(s) \).
  - **else**
    - \( K_u \leftarrow \text{Reassign-Skeletons} \left( \left\{ u : |N^h_G(u) \cap M| = \tilde{\Omega}(n^{1/3}) \right\}, \tilde{O}(1) \right) \).
    - Send each \( v \in K_u \) the values \( d(u, v') \) for each \( v' \in M \).
- **end if**
- **end if**
- **if** \( u \in M \) **then**
  - In the **Congested Clique** model: for each \( v' \in M \) and each \( v \in U \) such that \( u \in K_v \) send \( d(v, v') \) to \( v' \).
  - For each \( s \in U \), compute \( \tilde{d}(u, s) \) by Eq. (4.2) and output it.
- **end if**
- Apply Claim 4.1.10, which given distances from skeleton to sources \( \tilde{d} : M \times U \mapsto \mathbb{N} \) extends it to distances from each nodes to sources \( \tilde{d} : V \times U \mapsto \mathbb{N} \).

Without loss of generality the set of nodes \( U \) is globally known (it can be disseminated in \( \tilde{O}(n^{1/6}) \) rounds w.h.p. using Claim 4.1.7 (Communication)). We build \( M \subseteq V \) by marking nodes independently with probability \( n^{-1/3} \) (Line 1). Then we run the algorithm from Theorem 1.9 (Exact \( n^{2/3} \)-RSSP) with \( x = 2/3 \) to obtain w.h.p. \( n^{2/3} \)-RSSP from the set of nodes \( M \) (Line 2), such that w.h.p. every \( u \in V \) knows its distance to every node in \( M \). Afterwards, we apply Claim 4.1.9 (Skeleton Graphs) to construct a skeleton graph \( S_{2/3} = (M, E_S) \) w.h.p. Then, each source learns the information in its \( h \)-hop neighborhood (Line 4), for \( h \in \tilde{\Theta}(n^{1/3}) \). In particular, it counts the skeleton nodes in its \( h \)-hop neighborhood.

If a source finds that the number of skeleton nodes in its \( h \)-hop neighborhood is \( \tilde{O}(n^{1/3}) \), then it participates in a token dissemination protocol (Claim 4.1.7 (Communication)) and w.h.p. informs all the graph about its distance to these skeleton nodes (Line 7).
Otherwise, each source $u \in U$ which finds that there are at least $\tilde{O}(n^{1/3})$ skeleton nodes in its $h$-hop neighborhood, applies Lemma 4.3.3 (Exact $n^{1/3}$-SSP) with $k = \tilde{O}(1)$ and $A = \{ u : |N^h_G(u) \cap M| = \tilde{O}(n^{1/3}) \}$ and receives $K_u \subseteq N^h_G(u) \cap M$, a set of $\tilde{O}(1)$ skeletons. Such a source $u \in U$ sends by local edges to $v \in K_u$ the distance $d(u, v')$ to each $v' \in M$ (Line 10). Each skeleton node $u \in M$ sends the distances $d(s, v')$ to each $v' \in M$, for each source node $s \in U$ that it is assigned to, by simulating the CONGESTED CLIQUE model. If skeleton node $u \in M$ for source $s \in U$ did not receive the distance from $s$, it computes it using Eq. (4.2) (Line 15) based on the information it received in Line 7.

$$\tilde{d}(u, s) = \min \{ d^h(u, s), \min_{v' \in M} \{ d(u, v') + d^h(v', s) \} \}^4 \quad (4.2)$$

After each skeleton knows the distance to each source, we apply Claim 4.1.10 to compute distances from sources to all the nodes.

**Lemma 4.3.4.** After Line 15, each $u \in M$ knows $d(v, s)$ for each $s \in U$ w.h.p.

**Proof.** Lemma 4.3.4 Let $u \in M, s \in U$. To show the claim we split into the two cases, by the number of sources in $h$-hop neighborhood of $s$. If the neighborhood is dense, meaning $|N^h_G(s) \cap M| = \tilde{O}(n^{1/3})$, then $s$ knows $d(s, u)$ w.h.p. after Line 2 by Theorem 1.9 (Exact $n^{2/3}$-RSSP) and sends it to $u$ in Line 14 by Lemma 4.3.3 (Exact $n^{1/3}$-SSP) and Lemma 4.2.2 (Model Simulation Preliminaries). In this case Eq. (4.2) gives the exact answer for $v' = u$ w.h.p. Otherwise, the distance is computed by Eq. (4.2).

First, we show that node $u \in M$ on Line 15 can compute Eq. (4.2). From the local exploration in Line 4 $u$ learns $d^h(u, s)$. After Line 2, $u$, w.h.p., knows for each $v' \in M$ $d(u, v')$ and due to Claim 4.1.7 (Communication). In Line 7 it receives $d(v', s)$ w.h.p.

Now we prove that the value $\tilde{d}(u, s)$, computed by Eq. (4.2), w.h.p. equals $d(v, s)$. Each element in $\{ d^h(u, s) \} \cup \{ d(u, v') + d^h(v', s) \}_{v' \in M}$ is either infinite, or corresponds to some (not necessary simple) path, thus, since the graph has non-negative weights, it holds that $\tilde{d}(u, s) \geq d(u, s)$. We show that $\tilde{d}(u, s) \leq d(u, s)$ by considering two cases. If shortest path between $u$ and $s$ has less than $h$ hops, then $d(u, s) = d^h(u, s)$ appears as an argument to the set over which we take the minimum and thus $\tilde{d}(u, s) \leq d^h(u, s) = d(u, s)$. Otherwise, by Property 6 w.h.p. there exists a shortest path between $u$ and $s$ such that there is a node $v'' \in M$ in one of its $h$ last (closest to $s$) nodes. Thus, the corresponding element $d(u, v'') + d^h(v'', s) = d(u, s)$ appears in $\{ d(u, v') + d^h(v', s) \}_{v' \in M}$ for $v' = v''$. Therefore, in both cases $\tilde{d}(u, s) \leq d(u, s)$. \[\square\]

We continue the proof of Theorem 1.11. By Lemma 4.3.4, each node in $M$ knows the

\[\text{Note that difference from Eq. (4.1). There node } u \text{ does not know precise distance to skeleton, but only } h\text{-limited distance, while here it knows the precise distance after Line 2. Similarly with the } d^h(v', s) \text{ term.}\]
distance to each node in $U$, thus by Claim 4.1.10 (Skeleton Graphs) with $\alpha = 1, \beta = 0$ there is an algorithm to compute shortest paths distance from $U$.

By Theorem 1.9 (Exact $n^{2/3}$-RSSP) with $x = \frac{2}{3}$, Line 2 completes in $\tilde{O}(n^{1/3})$ rounds w.h.p. For Line 3, by Claim 4.1.9 (Skeleton Graphs), the round complexity, w.h.p., is $\tilde{O}(n^{1/3})$ as well. Line 4 completes in $\tilde{O}(n^{1/3})$ rounds. Since there are at most \( \ell = \tilde{O}(n^{1/3}) \) tokens per source and \( k = \Omega(n^{2/3}) \) tokens overall, Line 7 takes $\tilde{O}(n^{1/3})$ rounds w.h.p. by Claim 4.1.7 (Communication). By Lemma 4.3.3 (Exact $n^{1/3}$-SSP), Line 9 takes $\tilde{O}(n^{1/3})$ rounds w.h.p. All skeleton nodes are assigned to some helpers in their $\tilde{O}(n^{1/3})$-hop neighborhood by Line 9, so Line 4 takes $\tilde{O}(n^{1/3})$ rounds. Since each skeleton selects $\tilde{O}(1)$ sources w.h.p. in Line 9 by Lemma 4.3.3 (Exact $n^{1/3}$-SSP), Line 14 simulates $\tilde{O}(1)$ rounds of the CONGESTED CLIQUE model and takes $\tilde{O}(n^{1/3})$ rounds by Lemma 4.2.2 (Model Simulation Preliminaries) w.h.p. Finally by Claim 4.1.10 (Skeleton Graphs), Line 17 for $x = \frac{2}{3}$ takes $\tilde{O}(n^{1/3})$ rounds as well. Thus, the overall execution of the algorithm takes $\tilde{O}(n^{1/3})$ rounds.

### 4.3.4 Approximating $n^x$-SSP from a Given Set of Sources

We previously showed how to approximate distances to a set of independently, uniformly, randomly chosen sources, and here we leverage this to the case of a given set of sources, which is the case we care more about. We show an algorithm for approximating distances from a given set of sources, which is tight, matching the lower bound of [KS20], when the number of sources is at least $\Omega(n^{2/3})$: given $O(n^x)$ sources, our algorithm takes $\tilde{O}(n^{1/3}/\epsilon + n^{x/2})$ rounds for a $(1 + \epsilon)$-approximation in unweighted graphs, and a $3$-approximation in weighted graphs.

The proof of the following, appears as a part of [KS20, Theorem 4.2], which shows how to obtain distance approximation algorithms in the HYBRID model from distance approximation algorithms in the CONGESTED CLIQUE model. A similar approach is also used in the proof of [AHK+20, Theorem 2.3]. We find this tool useful in general in order to obtain, given some algorithm which approximates distances on a skeleton graph, an algorithm for approximating distances from a set of nodes to the entire graph, and hence we extract it here from the proof of [KS20, Theorem 4.2].

**Claim 4.3.5** (\(n^x\)-SSP from APSP on Skeleton Graph). [KS20, Theorem 4.2] Consider a graph $G = (V, E)$, its skeleton graph $S_x = (M, E_x)$, for some constant $0 < x < 1$ and a set of sources $U$, where $|U| = \tilde{O}(n^y)$, for some constant $0 < y < 1$. Let $A_x$ be a $T$-round algorithm in the HYBRID model, such that given a skeleton graph $S_x$, $A_x$ ensures that for every pair $v, v' \in M$, both $v$ and $v'$ know an $(\alpha, \beta)$-approximation for the distance between them in $G$.

Then, for any value $\eta \geq 1$, there is an algorithm $B$ for the HYBRID model which takes $\tilde{O}(T + n^x + \eta \cdot n^{1-x})$ rounds over $G$, and ensures that for every $v \in V, s \in U$, node $v$ knows an approximation for the distance from $v$ to $s$ in $G$, where the approximation factor is $(2\alpha + 1, \beta)$ if $G$ is weighted, and $\left(\alpha + \frac{2+\alpha}{\eta}, \beta\right)$ if $G$ is unweighted.
Proof. We follow the proof of [KS20, Theorem 2.2]. We apply $A_x$ on $S$, and denote by $\tilde{d}^S$ the computed $(\alpha, \beta)$-approximation for the distances amongst the set of nodes $M$. Afterwards, nodes in $V$ learn their $(\eta \cdot h)$-hop neighborhoods, where $h = \tilde{O}(n^{1-x})$. As in [KS20, Theorem 4.2], each source $s \in U$ selects its representative -- the closest node $r_s \in M$ found in its $h$-hop neighborhood -- and participates in a token dissemination protocol with the token $\langle r_s, d^h(r_s, s) \rangle$. Each node $u \in V$, for each source $s \in U$, outputs $\tilde{d}(u, s) = \min \{ d^h(u, s), \min_{v' \in M \cap N^h(u)} \{ d^h(u, v') + \tilde{d}(v', r_s) \} + d^h(r_s, s) \}.$

Each node $u \in V$ knows $\tilde{d}(v', r_s)$ since it is an output of the algorithm $A_x$ for nodes $v' \in M \cap N^h(u)$ and $u \in V$ learns this information from each $v'$ in its $h$-hop neighborhood. Node $u$ also knows $d^h(r_s, s)$ w.h.p., due to Claim 4.1.7 (Communication).

There are at most $\tilde{O}(n^\eta)$ source nodes w.h.p. due to Property 7, so the token dissemination protocol with $k = \tilde{O}(n^\eta)$ and $\ell = 1$ takes $\tilde{O}(\sqrt{n^\eta}) = \tilde{O}(n^\frac{\eta}{2})$ rounds w.h.p., by Claim 4.1.7 (Communication). Overall, the number of rounds is $\tilde{O}(T + n^{\frac{\eta}{2}} + \eta \cdot n^{1-x})$, as needed.

To show the approximation, first notice that the algorithm does not underestimate the distances, since each value in the set over which the minimum is taken is either infinite or corresponds to the approximate weight of a not necessarily simple path. This also implies that in case shortest path between $u$ and $s$ has less than $\eta h$ hops, it holds that $\tilde{d}(u, s) = d^h(u, s) = d(u, v)$, so we assume without loss of generality that shortest path between $u$ and $v$ at at least $h$ hops and also $d(u, s) \geq \text{hop}(u, s) > \eta \cdot h$.

Take two nodes $u \in V, s \in U$, by Property 6, there is a shortest path between $u$ and $s$ such that there is a node $u' \in M$ in the first $h$ nodes (from the $u$-side) and a node $v'' \in M$ in the last $h$ nodes (from the $s$ side). Let $v' = \arg \min_{v' \in M} \{ d^h(u, v') + \tilde{d}(v', r_s) \}.$

We upper bound $\tilde{d}$ for the weighted case:

$$\tilde{d}(u, s) \leq \left( d^h(u, v') + \tilde{d}(v', r_s) \right) + d_h(r_s, s) \leq \left( d(u, u') + \tilde{d}(u', r_s) \right) + d(v'', s) \leq d(u, s) + \alpha \cdot d(u', s) + \beta \leq d(u, s) + \alpha \cdot (d(u', s) + d(s, r_s)) + \beta \leq (2\alpha + 1) \cdot d(u, s) + \beta,$$

where the first transition is due to the computation of $\tilde{d}(u, s)$, the second is implied by the choice of $v'$ and the representative $r_s$, the third follows from the definition of an $(\alpha, \beta)$-approximation of the distances and Property 5 of the skeleton graph, the forth is due to the non-negative weights and the triangle inequality, the fifth is due to the non-negative weights and the choice of the representative $r_s$, and the last one is due to the non-negative weights. Also, we may use the fact that $d(u, v) \geq \eta \cdot h$ and obtain a purely multiplicative approximation factor of $2\alpha + 1 + \frac{\beta}{\eta h}$.
However, for the unweighted case we can upper bound \( \tilde{d} \) slightly better:

\[
\tilde{d}(u, s) \leq \left( d(u, v') + \tilde{d}^S(v', r_s) \right) + d(r_s, s) \\
\leq \left( d(u, u') + \tilde{d}^S(u', r_s) \right) + d(r_s, s) \\
\leq 2 \cdot h + \alpha \cdot (d(u', s) + h) + \beta \\
< (2 + \alpha) \cdot \frac{d(u, s)}{\eta} + \alpha \cdot d(u, s) + \beta,
\]

where the first transition is due to the computation of \( \tilde{d}(u, s) \), the second is implied by the choice of \( v' \), the third follows from \( u' \) and \( r_s \) being in \( h \)-hop neighborhood of \( u \) and \( s \), respectively, and the definition of a \((\alpha, \beta)\)-approximation, and the forth is due to the assumption that \( d(u, s) > \eta \cdot h \). Again, using the fact that \( d(u, v) \geq \eta \cdot h \), we obtain a purely multiplicative approximation factor of \( \alpha + \frac{2+\alpha}{\eta} + \frac{\beta}{\eta h} \).

We use the claim above to compute our tight approximation of the \( n^y \)-SSP.

**Theorem 1.12** (Approximate Multiple Source Shortest Paths). Given a graph \( G = (V, E) \), a set of sources \( U \), where \( |U| = \tilde{\Theta}(n^y) \) for some constant \( 0 < y < 1 \), and a value \( 0 < \epsilon \), there is an algorithm in the **HYBRID** model which ensures that every node \( v \in V \) knows an approximation to its distance from every \( s \in U \), where the approximation factor is \( (1 + \epsilon) \) if \( G \) is unweighted and \( 3 \) if \( G \) is weighted. The complexity of the algorithm is \( \tilde{O}(n^{1/3}/\epsilon + n^{y/2}) \) rounds, w.h.p.

**Proof.** We use \( x = 2/3 \) and let \( A_{2/3} \) be the algorithm from Corollary 4.1 (Exact \( n^x \)-RSSP). Notice that Corollary 4.1 (Exact \( n^x \)-RSSP) expects a skeleton graph and not a random set \( M \), yet it is possible to convert \( M \) to a skeleton graph using Claim 4.1.9 (Skeleton Graphs) in \( \tilde{O}(n^{1/3}) \) rounds w.h.p. Further, Corollary 4.1 (Exact \( n^x \)-RSSP) computes the distances between the nodes of \( M \) over a skeleton graph and not over \( G \), as required of \( A_{2/3} \) in Claim 4.3.5 (Approximating \( n^x \)-SSP from a Given Set of Sources), yet, this is equivalent due to Property 5 in the definition of a skeleton graph. Using \( A_{2/3} \), the rest of the proof follows directly from Claim 4.3.5 (Approximating \( n^x \)-SSP from a Given Set of Sources), with \( \alpha = 1, \beta = 0, \eta = (2 + \alpha)/\epsilon, x = 2/3, T = \tilde{O}(n^{1/3}) \) in \( \tilde{O}(n^{1/3} + n^{y/2} + n^{1/3}/\epsilon) = \tilde{O}(n^{1/3}/\epsilon + n^{y/2}) \) rounds leading to the approximation factor of \( (2 \cdot 1 + 1 = 3, 0) = (3, 0) \) for weighted graphs and \( (1 + 2/(2/\epsilon), 0) = (1 + \epsilon, 0) \).

Notice, that for \( y \geq \frac{2}{5} \), the complexity is \( \tilde{\Theta}(n^{\frac{y}{2}}) \), which is tight due to the lower bound of [KS20, Theorem 1.5].

### 4.3.5 Approximations of Eccentricities

**Lemma 4.3.6** ((1 + \( \epsilon \))-Approx. Unweighted Eccentricities). Let \( G = (V, E) \) be an unweighted graph, and let \( \epsilon > 0 \). Then there exists an algorithm in the **HYBRID** model which, for each \( v \), computes a \((1 + \epsilon)\)-approximation of unweighted \( \text{ecc}(v) \) in \( \tilde{O}(n^{1/3}/\epsilon) \) rounds w.h.p.
Proof. We run the algorithm from Theorem 1.9 (Exact \( n^{2/3} \)-RSSP) with \( x = 2/3 \) to obtain \( n^{2/3} \)-RSSP from a set of nodes \( M \) selected independently randomly with probability \( n^{-1/3} \) from \( V \), such that every \( v \in V \) knows its distance to every node in \( M \). This takes \( \tilde{O}(n^{1/3}) \) rounds. Then, each node \( v \) learns its \( (1 + \frac{1}{x}) \)-hop neighborhood, where \( h = \tilde{O}(n^{1/3}) \), in \( \tilde{O}(n^{1/3}/\epsilon) \) rounds. The approximate eccentricity \( \tilde{ecc}(v) \) of node \( v \) is the maximum between the distance to the farthest node in \( M \) from \( v \), and distance to the farthest node in the \( (1 + \frac{1}{x}) \)-hop neighborhood of \( v \).

We now prove the approximation factors. Notice, that there exists a node \( w \in V \) such that \( \tilde{ecc}(v) = d(v, w) \leq ecc(v) \), so we do not overestimate the eccentricity. If \( ecc(v) \leq (1 + \frac{1}{x})h \), the farthest node is in the explored neighborhood and the returned \( \tilde{ecc}(v) \) is exact in this case. Let \( u \) be farthest node from \( v \). By Claim 4.1.9 and Property 6 there exists a node \( w \in M \) on some shortest path between \( v \) and \( u \) within hop-distance at most \( h \) from \( u \) w.h.p. By definition, \( \tilde{ecc}(v) \geq d(v, w) \geq ecc(v) - h \geq ecc(v) - \frac{ecc(v)}{1 + \frac{1}{x}} = \left( 1 - \frac{1}{1 + \frac{1}{x}} \right) ecc(v) = 1 - \frac{\epsilon}{1 + \epsilon} ecc(v) \).

\( \square \)

Lemma 4.3.7 (3-Approx. Weighted Eccentricities). Let \( G = (V, E) \) be a weighted graph. There is an algorithm in the HYBRID model that computes a 3-approximation of weighted eccentricities in \( \tilde{O}(n^{1/3}) \) rounds, w.h.p.

Proof. We run the algorithm from Theorem 1.9 (Exact \( n^{2/3} \)-RSSP) with \( x = 2/3 \) to obtain \( n^{2/3} \)-RSSP from a set of nodes \( M \) selected independently randomly with probability \( n^{-1/3} \) from \( V \), such that every \( u \in V \) knows its distance to every node in \( M \). Then, each \( v \in M \) learns its \( h \)-hop neighborhood, where \( h = \tilde{O}(n^{1/3}) \), and we use token dissemination, Claim 4.1.7 (Communication), to ensure that all the nodes in the graph know \( ecc_{h}(v) = \max_{w \in N^{h}_{V}(v)} \{ d(v, w) \} \) for each \( v \in M \). The approximate eccentricity \( \tilde{ecc}(u) \) of node \( u \in V \), is the value of Eq. (4.3).

\[
\tilde{ecc}(u) = \frac{1}{3} \max_{v \in M} \{ d(u, v) + ecc_{h}(v) \}
\]  

(4.3)

To show the approximation factor for some \( u \in V \), let \( v' = \arg \max_{v \in M} \{ d(u, v) + ecc_h(v) \} \) and \( v'' \in N^{h}_{V}(v) \) be the farthest node from \( v' \) in its \( h \)-hop neighborhood, that is \( ecc_{h}(v') = d(v', v'') \). Further, let \( p \in V \) be the farthest node from \( u \in V \), in other words, \( ecc(u) = d(u, p) \), and \( p' \in M \) be some marked node in the \( h \)-hop neighborhood of \( p \), which exists w.h.p. by Chernoff bound. Finally, let \( p'' \in V \) be the farthest node from \( p' \) in its \( h \)-hop neighborhood, that is, \( ecc_{h}(p') = d(p', p'') \). Notice that \( \tilde{ecc}(u) = \frac{d(u, v') + d(v', v'')}{3} \geq \frac{d(u, p') + d(p', p'')}{3} \geq \frac{d(u, p') + d(p', p''')}{3} \geq \frac{d(u, p) + d(p', p''')}{3} = \frac{ecc(u)}{3} \), where the first inequality is due to the choice of \( v' \), the second inequality follows from the choice of \( p'' \) and the third is implied by triangle inequality. Also, we do not overestimate the eccentricity, since \( \tilde{ecc}(u) = \frac{d(u, v') + d(v', v'')}{3} \leq \frac{d(u, v') + d(v', u) + d(u, v'')}{3} \leq ecc(u), \) where the first inequality is due to triangle inequality and the second is due to the graph being undirected and due to the definition of eccentricity.
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By Theorem 1.9 (Exact \(n^{2/3}\)-RSSP) the round complexity of the \(n^{2/3}\)-RSSP is \(\tilde{O}(n^{1/3})\) w.h.p. and token dissemination with a total of \(k = |M| = \tilde{O}(n^{2/3})\) tokens w.h.p. (by Chernoff bound) and \(\ell = 1\) tokens per node takes \(\tilde{O}(n^{1/3})\) rounds w.h.p. due to Claim 4.1.7 (Communication).

Combining Lemma 4.3.6 (Approximations of Eccentricities) and Lemma 4.3.7 (Approximations of Eccentricities) gives Theorem 1.13 (Approximate eccentricities and diameter).

### 4.3.6 Diameter Approximations

**Corollary 4.2** ((1 + \(\epsilon\))-Approx. Unweighted Diameter). Let \(G = (V, E)\) be an unweighted graph, and let \(\epsilon > 0\). There exists an algorithm in the Hybrid model which computes a \((1 + \epsilon)\)-approximation of the diameter in \(\tilde{O}(n^{1/3}/\epsilon)\) rounds, w.h.p.

**Proof.** To achieve this result we first use the algorithm from Lemma 4.3.6 (Approximations of Eccentricities) to compute \((1 + \epsilon)\)-approximate eccentricities, for each \(v \in V\) a value \(\tilde{\text{ecc}}(v)\), in \(\tilde{O}(n^{1/3}/\epsilon)\) rounds, and then use Claim 4.1.5 (Communication) to compute the maximum between the approximate eccentricities \(\tilde{\text{ecc}}(v)\) in an additional number of \(\tilde{O}(1)\) rounds. Notice that the maximum of \((1 + \epsilon)\)-approximate eccentricities is indeed a good approximation of the diameter, as

\[
\tilde{D} = \max \{ \tilde{\text{ecc}}(v) \} \geq \max \left\{ \frac{\text{ecc}(v)}{1 + \epsilon} \right\} = \frac{\max \{ \text{ecc}(v) \}}{1 + \epsilon} = \frac{D}{1 + \epsilon}.
\]

On the other hand, since the approximate eccentricities \(\tilde{\text{ecc}}(v)\) do not overestimate the real eccentricities, their maximum does not overestimate the true diameter. Thus, \(\tilde{D} = \max \{ \tilde{\text{ecc}}(v) \} \leq \max \{ \text{ecc}(v) \} = D\), which completes the proof.

Our oracle-based techniques allow us to solve weighted SSSP fast. After we do it, the following well-known simple reduction allows us to compute 2 approximate weighted diameter.

**Claim 4.3.8** (Diameter From SSSP). Given a graph \(G = (V, E)\), a value \(\alpha > 0\) and an algorithm which computes an \(\alpha\) approximation of weighted SSSP in \(T\) rounds of the Hybrid model, there is an algorithm which computes a \(2\alpha\)-approximation of the weighted diameter in \(T + \tilde{O}(1)\) rounds of the Hybrid model.

**Proof.** We compute SSSP from an arbitrary node \(s\). Then, each node \(v\) proposes its candidate for the diameter \(\frac{1}{\alpha} \tilde{d}(v, s)\), which it computes after SSSP. The approximation is the maximum of all the proposals \(\tilde{D} = \max_{u \in V} \frac{1}{\alpha} \tilde{d}(v, s)\), and us computed using Claim 4.1.5 (Communication).

Since for each \(v \in V\), it holds that \(\tilde{d}(v, s) \leq \alpha d(v, s)\) is a shortest path between \(v\) and \(s\), \(D \geq \tilde{D} = \max_{u \in V} \frac{1}{\alpha} \tilde{d}(v, s)\). Let \(u\) and \(v\) be the endpoints of some path whose length is the diameter (i.e., \(D = d(u, v)\)), by the triangle inequality, \(d(u, s) + d(s, v) \geq\)
d(u, v). Thus, at least one of the terms is greater then \( \frac{d(u,v)}{2} \), assume without loss of generality that \( d(u,s) \geq \frac{d(u,v)}{2} \). Since \( d(u,s) \geq d(u,s) \) and the proposal of \( u \) is at least \( \frac{1}{\alpha}d(u,s) \geq \frac{1}{2\alpha}d(u,s) \), it holds that \( \hat{D} \geq d(u,s) \geq \frac{d(u,v)}{2} = \frac{D}{2\alpha} \).

The round complexity for computing the SSSP approximation is \( T \), and the round complexity for the aggregation operation is \( \tilde{O}(1) \) by Claim 4.1.5 (Communication).

**Corollary 4.3** (2-Approx. Weighted Diameter). *There is an algorithm in the HYBRID model that computes a 2-approximation of weighted diameter in \( \tilde{O}(n^{1/3}) \) rounds w.h.p.*

**Proof.** The claim follows immediately from Theorem 1.8 (Exact SSSP) and Claim 4.3.8 (Diameter Approximations) with \( \alpha = 1 \).

4.4 A Lower Bound for \( n^x \)-RSSP

We use the following Claim 4.4.1 (A Lower Bound for \( n^x \)-RSSP) to obtain our lower bound.

**Claim 4.4.1** (Lower Bound Random Variable). *\([AHK+20, Lemma 4.12]\) Let \( G = (V,E) \) be an \( n \)-node graph that consists of a subgraph \( G' = (V',E') \) and a path of length \( L \) (edges) from some node \( a \in V \setminus V' \) to \( b \in V' \) and that except for node \( b \) is node-disjoint from \( V' \). Assume further that the nodes in \( V \) are collectively given the state of some random variable \( X \) and that node \( a \) needs to learn the state of \( X \). Every randomized algorithm that solves this problem in the HYBRID network model requires \( \Omega(\min\{L,\frac{H(X)}{\log^2 n}\}) \) rounds, where \( H(X) \) denotes the Shannon entropy of \( X \).*

**Theorem 1.10** (Lower Bound RMSSP). *Let \( p = \Omega(\log n/n) \) and \( \alpha < \sqrt{n/p} \cdot \log(n)/2 \). Any \( \alpha \)-approximate algorithm for computing unweighted shortest paths from random sources sampled independently with probability \( p \) in the HYBRID network model takes \( \Omega(\sqrt{p \cdot n}/\log n) \) rounds w.h.p.*

**Proof.** We use the same base construction as in [AHK+20, Theorem 2.5] and in [KS20, Theorem 1.5] with only slight modifications. However, for the sake of self-containment, we recall here the entire construction.

We construct an unweighted graph \( G = (V,E) \) which contains a path, with endpoints at nodes \( a \) and \( c \), and two fooling sets of nodes \( S_y, S_c \) both of size \( y = \lfloor \frac{n}{4} \rfloor \). Every node in \( S_c \) has an edge to \( c \). At hop-distance \( L = \lfloor \frac{\sqrt{p \cdot n}}{\log n} \rfloor \geq 1 \) from \( a \) there is a node \( b \). Each node in \( S_y \) has an edge to \( b \). The segment of path between \( b \) and \( c \) contains all other nodes, thus the hop distance between \( b \) and \( c \) is \( z = n - 2y - L - 1 \), and the hop distance between \( a \) and \( c \) is \( x = z + L = n - 2y - 1 \). See Figure 4.1.

We follow the scheme of [AHK+20, Theorem 2.5] and reserve \( 2y \) identifiers from the set \([2y]\) for nodes in \( S = S_y \cup S_c \) and assign additional \( n - 2y \) identifiers to other nodes \( V \setminus S \) in a globally known manner. The nodes from \( S = S_y \cup S_c \) are assigned identifiers...
randomly from the reserved set $[2y]$, as follows. Each identifier from $[y]$ (the first half of identifiers) is assigned with probability $1/2$ to the next currently unlabeled node in $S_b$ and with probability $1/2$ to the next currently unlabeled node in $S_c$. The other $y$ reserved identifiers are arbitrarily assigned to nodes left unlabeled in $S$.

Let $S'$ be the set of nodes which are sampled to be sources. Consider the set $S'' = [y] \cap S'$ of sources with identifiers in $[y]$. For $1 \leq i \leq y$ we define $X_i$ to be an indicator of whether identifier $i$ is one of the sampled source identifiers. Notice that in expectation there are $E[\sum_{i=1}^{y} X_i] = p \cdot y = p \left\lfloor \frac{y}{2} \right\rfloor$ sampled nodes with identifiers in $[y]$. Moreover, for a large enough $n$, since $p = \Omega(\frac{\log n}{n})$, by Chernoff Bounds, there exists a constant $\beta > 0$ such that w.h.p. $\sum_{i=1}^{y} X_i \geq \beta \cdot p \cdot n$, which means that there are at least $\beta \cdot p \cdot n = \Omega(p \cdot n)$ source nodes in $S''$. These may be in $S_b$ or $S_c$.

By definition, an $\alpha$-approximation of distances from sources $S'$ is a function $\overline{\text{hop}}: (V, S') \rightarrow \mathbb{Z}$ which satisfies for every $v \in V, u \in S'$: $\overline{\text{hop}}(v, u) \leq \text{hop}(v, u) \leq \alpha \text{hop}(v, u)$, where $\text{hop}(u, v)$ denotes the hop distance between $u$ and $v$. In particular, the node $a \in V$ should compute the values $\overline{\text{hop}}(a, \cdot)$, which satisfy for every $u \in S'' : \text{hop}(a, u) \leq \overline{\text{hop}}(a, u) \leq \alpha \text{hop}(a, u)$.

If $u \in S_c$ then $\text{hop}(a, u) = x + 1$, otherwise, if $u \in S_b$ then $\text{hop}(a, u) = L + 1$. Thus, if $a$ does not know whether $u \in S_c$ or $u \in S_b$, it has to be on the safe side and return $\overline{\delta}(a, u) = x + 1 \geq L + 1$. The approximation factor for $u \in S_b$ is

$$\alpha = \frac{x + 1}{L + 1} = \frac{n - 2y}{L + 1} = \frac{n - 2\left\lfloor \frac{y}{2} \right\rfloor}{\sqrt{mn} \log n} \geq \frac{1}{2} \sqrt{\frac{m}{p}} \log n.$$ 

Given $S'$, let $Y \in \{b, c\}^{\lvert S''\rvert}$ be a random variable indicating for each sampled node $S''$ whether it belongs to $S_b$ or $S_c$. As in the proof of [AHK+20, Theorem 2.5], to get any better approximation, node $a$ has to learn for each node $s \in S''$ whether it is in $S_b$ or $S_c$. For this $a$ has to learn the random variable $Y$ whose entropy is w.h.p.

$$H(Y) = \sum_{q \in \{b, c\}^{\lvert S''\rvert}} 2^{-\lvert S''\rvert} \log \left(2^{-\lvert S''\rvert}\right) = \Omega(\lvert S''\rvert) = \Omega(p \cdot n).$$

By Claim 4.4.1 (A Lower Bound for $n^{\varepsilon}$-RSSP), $\Omega(\sqrt{mn} \log n)$ rounds are required for $a$ to learn the variable $Y$ w.h.p.

Figure 4.1: Lower bound construction.
Chapter 5

Conclusion and open questions

In this thesis, we focused on the impact of global edges on distributed computations. We worked with well-known Congested Clique [LPPP05] and novel Hybrid [AHK+20] models. Overall, it is important to notice, that global edges significantly reduce the round complexity for global problems. For example, the optimal algorithm for SSSP in the Local model requires $\Omega(D)$ rounds, where diameter of the graph $D$ could be as large as $n$. Adding global edges allows to solve $n^{1/3}$-SSSP in only $\tilde{O}(n^{1/3})$ rounds w.h.p. For the CONGEST model, solving scheduling problem requires $\Omega(\text{congestion} + \text{dilation})$ rounds for any set of problems. Meanwhile, in the Congested Clique model, we obtain algorithms which solve the scheduling problem in time close to $O(\text{GlobalCongestion} + \text{dilation})$, where GlobalCongestion for a set of jobs could be up to $n^2$ times lower than a congestion.

5.1 Congested Clique open questions

Our results suggest that the amortized complexity, i.e., the runtime of solving many instances of a problem divided by the number of instances, is a valuable measure for the efficiency of protocols in the Congested Clique model. Our interest in obtaining protocols with fast amortized complexities stems from the growing number of problems which admit $O(1)$-round Congested Clique-protocols, e.g., [CDP20, Now19, GNT20], whose amortized complexity could potentially be shown to go below constant, as well as from problems that are still not known to have a constant worst-case complexity. We now elaborate on this viewpoint.

We give MIS as an example of a problem which can be solved with a good amortized complexity. The best known protocol [GGK+18] requires $O(\log \log \Delta)$ rounds. Theorem 1.4 shows that running $t = \text{poly} n$ instances of MIS completes in $O(t + \log \log \Delta \log n)$ rounds. For $t = \Omega(\log \log \Delta \log n)$, the second part of the complexity “amortizes out” and we obtain that we run $t$ instances of the MIS problem in $O(t)$ rounds. Basically, we show that the amortized complexity of the MIS problem is $O(1)$ rounds.
Question 5.1.1. What is the amortized round complexity of various problems in the Congested Clique model?

Note that the amortized complexity should not be optimized isolated from other measures. For example, consider the trivial \(O(n)\)-round protocol for pointer jumping, in which in the \(i\)-th round, the \(i\)-th node applies its permutation to the current pointer and sends the result to the next node. It requires only \(O(n)\) messages. Thus, it is trivial to run \(t \leq n^2\) instances of this pointer jumping protocol in only \(O(n)\) rounds, leading to an amortized complexity of \(O(1/n) = o(1)\). However, the latency of this algorithm is an unacceptable \(O(n)\) rounds. Instead, Theorem 1.5 shows that the pointer jumping problem has an acceptable amortized complexity of \(O(1)\) rounds and a small latency of \(O(\log n)\) rounds.

For certain protocols, Theorem 1.1 might even yield \(o(1)\) amortized complexity. For example, consider a job in which it is required to compute the \(\sqrt{n}\)-bin histogram of some given data. In the trivial 2-round protocol, each node locally builds a histogram of its input and sends the number of elements in its \(i\)-th bin to \(v_i\). For all \(i \in [\sqrt{n}]\), node \(v_i\) sums the received values and broadcasts the result. Clearly, such an algorithm is \(O(\sqrt{n})\)-memory efficient and uses \(O(n\sqrt{n})\) messages. Our algorithm from Theorem 1.1 executes \(t\) instances of this protocol in \(O(\lceil t/\sqrt{n} \rceil)\) rounds. Whenever \(t = o(\sqrt{n})\), this gives an \(o(1)\) amortized round complexity with constant latency.

Question 5.1.2. How many instances of the MST, Coloring and Min Cut could be solved in \(O(1)\) rounds in the Congested Clique model?

The reader may notice that for some sets of jobs, it may be that some ad-hoc routing could be developed for efficient scheduling. We emphasize that, in contrast, the power of our algorithms is that they do not require tailoring the protocols for the sake of scheduling them within a given set of jobs. This is pivotal for obtaining a general framework, because knowing in advance the setting in which a protocol would be executed is an unreasonable assumption that we do not wish to make.

5.2 Hybrid open questions

We show an algorithm to compute \(1+\epsilon\) approximate unweighted diameter and \(2\) approximate weighted diameter in \(\tilde{O}(n^{1/3}/\epsilon)\) rounds w.h.p. Previous work [KS20] showed that computing the exact diameter and \(2 - \epsilon\) approximate diameter requires \(\Omega(n^{1/3})\) rounds. Hence, there is an intriguing question on the round complexity of those problems.

Question 5.2.1. What is the complexity of computing the exact unweighted diameter and \(2\)-approximate weighted diameter in the Congest model?

There is a lack of known algorithms which run in \(o(n^{1/3})\) rounds. There is an \(n^\epsilon\) algorithm for SSSP approximation [AHK+20], however its approximation factor
\((1/\epsilon)^{O(1/\epsilon)}\) is rather large. The \(o(n^{1/3})\) barrier is rather natural. It follows from the fact that it is possible to simulate one round of the CONGESTED CLIQUE model on the skeleton graph with nodes sampled independently with probability \(n^{x-1}\) in \(\tilde{O}(n^{2x-1} + n^{x/2})\) rounds w.h.p. This round complexity has its minima \(\tilde{O}(n^{1/3})\) for \(x = 2/3\). There also is an unpublished result which computes the approximate SSSP in \(o(n^{1/3})\) rounds. This makes us wonder, if there are algorithms for exact distances which run faster than \(o(n^{1/3})\), or what are the lower bound technique which allows us to obtain better lower bounds for exact distances.

**Question 5.2.2.** Can we compute the exact distance from some given set of nodes faster than \(o(n^{1/3})\) rounds?

Finally, our algorithms might require up to \(\Omega(n)\) messages to travel via some edge in one round. We wonder is it possible to obtain similar results with a lower number of messages. Currently, the only work [FHS20] which considers the finite value of local bandwidth \(\lambda\), more precisely \(\lambda = O(\log n)\) shows algorithm on very specific graph families which are sparse.

**Question 5.2.3.** What is the dependency of round complexity of distance computation on local bandwidth \(\lambda\) of the HYBRID network model?

Current research in the HYBRID network model mostly studies distance related problems. For this kind of problems, the combination of the LOCAL and the NODE-CAPACITATED CLIQUE [AGG+19] models allows to obtain algorithms faster than in each one of the models [KS20]. Since HYBRID at least as powerful as the NODE-CAPACITATED CLIQUE model, the results from [AGG+19] hold in HYBRID model. Some of the limitations of those results can be removed using local edges. For example, [AGG+19, Theorem 3.2] an MST algorithm, where for each edge at least one of its endpoints knows that it belongs to MST. Using one round of the LOCAL models, another endpoint can be informed. We wonder, if using global edges can improve problems which are known to be NP-complete in sequential settings. For example, if we can compute a coloring with less than \(o(n^{1/2+\epsilon} \cdot \chi)\) colors efficiently [Bar12].

**Question 5.2.4.** What is the round complexity of NP-hard problems in the HYBRID model?
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לא מ工作方案 פיתוח ליול יטייה העלו. לה位於 או שילוב של 함수 או הפרמטרים להופך בטוח בלתי
מרתקים בטוח ת--calendar.

אנחנו מפוערים את הצגת התוכנה בוית במודל בהעברה ש试验区 ב-BFS ומשתמשים בתקשוב מודיע
צפוף. ההבחנה החבה שלנו היא שאורט את הברך על איזוחי גודר וזרום מידיב והתאושש
התקשוב הקוליתvolent.

Skeleton Graph על הפרמטרים ב-BFS שאנו מפוערים את התוצאות בטובות במודל זה בעזרה בשימוש בפרוטוקול מידע
ולגריר.Stream, הנרגים שבהם הבStringRef בגזע Connectivity מתוכננים גם וניתן
חלק של מיבוב של骨架 בשווד.

ם-Anchorn מתארים את הצמתים בטובות בסיסון של המודל, בהעברה במודל Hybrid ב-BFS ומשתמשים בוית
במודל זה הקים את (ג"ע) בר גר_frames,멕ו ב-BFS המודול חסם תכניlando, simultaneous
ולגריר.Stream, הנרגים שבהם הבStringRef בגזע Connectivity מתוכננים אף וניתן
חלקה של מיבוב של骨架 בשווד.במודל זה מתארים את צמתים הטובות בשווד משולש פורמי-
توقيיט או ב-

מוכן או מתארים את המודל ב-BFS-ב-
Skeleton Graph על Oracle tiered ORACLES מודל
המודל זה ניתן את (ג"ע) בר GR Frames,מקו ב-BFS המודול חסם תכניlando, simultaneous
ולגריר.Stream, הנרגים שבהם הבStringRef בגזע Connectivity מתוכננים אף וניתן
חלקה של מיבוב של骨架 בשווד.במודל זה מתארים את צמתים הטובות בשווד משולש פורמי-
توقيיט או ב-

ลบוסק, מתארים את משבטטי לבשת יעד פעיל לatars הקירוב - ב-

לשם מתארים את משבטטי לבשת יעד פעיל לatars הקירוב - ב-

ברוסק, מתארים את משבטטי לבשת יעד פעיל לatars הקירוב - ב-

לשם מתארים את משבטטי לבשת יעד פעיל לatars הקירוב - ב-

ลบוסק, מתארים את משבטטי לבשת יעד פעיל לatars הקירוב - ב-

לשם מתארים את משבטטי לבשת יעד פעיל לatars הקירוב - ב-

ลบוסק, מתארים את משבטטי לבשה יעד פעיל לatars הקירוב - ב-

לשם מתארים את משבטטי לבשה יעד פעיל לatars הקירוב - ב-
In various machines, the algorithm makes the one-kick in every round. In order to calculate the one-kick, we define the effective volume - a function that defines the class of tasks that are effective in memory and develop an algorithm that works for them.

The next algorithm that we present is an algorithm based on the congestion scheme for input-output tasks. Among the problems that we investigate in Lenzen's routing scheme, we define a function that calculates the effective volume $O(n^2)$ and define the Congested Clique - a task that is effective in all tasks.

The final algorithm that we present is an algorithm based on the congestion schemes that developed for congestion in models that are based on simulation and simulation in the presence of congestion.

The Congested Clique of the maximum connected set, which requires us to find the size of the Congested Clique - a problem that is effective in all tasks. The algorithm runs in $O(n)$ rounds with a probability of $O(n \log^2 n)$.

For the most effective algorithms, we consider the following: (1) To cover all of the wishes of the parties and (2) To cover all of the wishes of the parties.

For the Congested Clique of the maximum connected set, we define a function that calculates the effective volume of the Congested Clique - a task that is effective in all tasks. The algorithm runs in $O(n)$ rounds with a probability of $O(n \log^2 n)$.

For the Congested Clique of the maximum connected set, we define a function that calculates the effective volume of the Congested Clique - a task that is effective in all tasks. The algorithm runs in $O(n)$ rounds with a probability of $O(n \log^2 n)$.

In conclusion, we have developed a function that calculates the effective volume of the Congested Clique - a task that is effective in all tasks.

This function is a way to evaluate the performance of the algorithm. The function is defined for all tasks and is effective in all tasks.

The Congested Clique of the maximum connected set, we define a function that calculates the effective volume of the Congested Clique - a task that is effective in all tasks. The algorithm runs in $O(n)$ rounds with a probability of $O(n \log^2 n)$.

This function is a way to evaluate the performance of the algorithm. The function is defined for all tasks and is effective in all tasks.

This function is a way to evaluate the performance of the algorithm. The function is defined for all tasks and is effective in all tasks.

This function is a way to evaluate the performance of the algorithm. The function is defined for all tasks and is effective in all tasks.
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