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Abstract

Our dependence on computer systems is constantly growing. We rely on them for almost every aspect of our lives and and trust them with our most sensitive information, and critical operations. For example, a standard mobile phone may store personal data such as biomteric data or credit card number, as well as private information such as browsing history or medical records.

From an attacker’s stand point, the potential profit from a successful attack on these devices is quite considerable. Therefore, malicious players are willing to invest increasing efforts to devise highly sophisticated attacks. These malicious players use various technologies to constantly attack a wide range of targets such as governments, institutes and individuals.

One particularly interesting type of attack is aiming the victim’s operating system (OS) kernel. A modern OS kernel is an extremely complex software with millions of lines of code, making it error prone and therefore easier to be exploited by attackers. A successful attack on the OS kernel is devastating. An attacker with kernel privileges may bypass the security policy which is supposed to be enforced by the kernel. Moreover, attackers who succeed to take over the kernel have total control over the system, including all user programs, disk files and I/O devices. Successful attackers can even bypass protection mechanisms like anti-virus or anti-malware kits, which rely on kernel services for their integrity and availability. With these facts in mind, we realized the OS kernel is a high value target for attackers.

However, we observed that the OS kernel lacks some of the protection mechanisms that are used in user space. If the OS is compromised, the victim’s system can no longer protect itself. Moreover, the system may not be aware it is compromised.

If we wish to maintain some level of security even in the case the OS is compromised, an isolated trusted component must be added to the system. One such component is called a Trusted Execution Environment (TEE). A TEE can be used to protect the OS kernel in the case of an attack, or to store sensitive data and prevent its leakage if the OS is compromised.

Our work focuses on the ways TEEs can improve the security of computer systems. We assess the current status of various TEE implementations and identify weak points in their security design. Based on our assessment we develop TROOS – Trusted Open Operating System, a trusted OS for TEE, designed to bridge some of the found flaws. We
also develop TKRFP – Trusted Return Flow Protection, which is a security mitigation that utilizes the TEE to eliminate the threats posed by return flow hijacking attacks (such as return oriented programming) on the OS. TKRFP provides another layer of security to the OS, thus it increases the entire system’s security. Finally, we introduce the Context Switch Oriented Programming attack, which is a new attacking technique that can potentially bypass shadow-stack-based mitigations against return flow hijacking. We also discuss countermeasures against this new attack, including how we protected TKRFP.
Chapter 1

Introduction

The ever growing complexity of computer systems is a stumbling block when considering the system’s security. A complex system is prone to bugs, which leads to vulnerabilities that can be exploited by attackers. Needless to say that operating systems are among the most complex software, and that their complexity increases with time. Experience shows that a determined attacker is likely to be able to subvert any modern operating system. This claim is supported by data about critical OS vulnerabilities reported by NVD [39] during 2017 as shown in Figure 1.1. It is easy to see that dozens of critical vulnerabilities were reported for each OS in a period of twelve months.

The problem is that the OS is usually the main component which enforces the system security policy. Therefore, once the OS is compromised the system can no longer effectively protect itself, nor the user processes and data.

It is therefore that we cannot solely trust the OS to enforce the system’s security. Thus, a solution that can withstand attacks from a compromised OS is required. Such a solution is required to maintain isolated resources, such as memory location or sensitive operations, out of the OS’s reach.

A Trusted Execution Environment (TEE) offers this kind of protection. A TEE is an isolated, security oriented and compact environment that can withstand attacks
from a compromised system. A TEE provides security-sensitive services to the main system, and performs the most sensitive operations.

One of the most widespread TEE technologies is ARM TrustZone. Various TEE instances were implemented based on TrustZone. As a matter of fact, almost every mobile phone sold nowadays is equipped with some variation of a TrustZone-based TEE.

1.1 Our Contributions

In this thesis we focus on TrustZone-based TEEs. We study the security level of these TEEs and offer ways to improve it. We also show how TEE can take an active role in MEE protection and prevent attacks against its OS.

Our contribution can divide into three major parts:

1. We evaluate the security level of three leading TrustZone-based TEEs: QSEE, Kinibi and OP-TEE. This evaluation shows that all of them lack key security features, such as security mitigation. Moreover, these TEEs API is too broad and not sufficiently controlled. Various attacks on the TEE can be mounted through this broad API. The results of our evaluation appear in Chapter 4.

2. We design TROOS: TRusted Open OS. TROOS is an OS for TrustZone-based TEEs that mitigates the security flaws that we found. The TROOS API consists of only four commands, and is designed in a way that prevents attackers from using it as an attack vector. In addition, TROOS also incorporates security concepts, such as minimal TCB and least privileges, that were not yet utilized in TrustZone-based TEEs. TROOS is described in Chapter 4.

3. We design TKRFP: Trusted Kernel Return Flow Protection. TKRFP is a TEE based security mechanism that protects the MEE OS from return flow hijacking attacks (such as ROP). Unlike existing mitigations, TKRFP offers complete protection even against a relatively powerful attacker who is able to write to arbitrary kernel memory addresses. TKRFP is described in Chapter 5.

4. We present CSOP: Context Switch Oriented Programming attack. CSOP is a new attacking techniques that enables an attacker with kernel write privileges to bypass shadow-stack-based security mitigations (such as TKRFP), and achieve arbitrary code execution by utilizing return flow hijacking attacks. CSOP is described in Chapter 6, along with our proposed countermeasures.

1.2 Theoretical Background

There are many definitions for the security of computer systems. For the purpose of this thesis, a computer system is considered secure if it follows a pre-defined set of security requirements. These requirements are called the security policy of the system.
A security policy consists of a collection of assets and requirements regarding these assets. The security policy may cover a wide range of requirements regarding various aspects of the system. Note that a system may be secure with respect to one policy but insecure with respect to another security policy, depending on the specific assets and the specific requirements of these policies.

For example, the security policy of a web server typically states its data base as one of the system’s assets, and requires restricted access to this data base. On the other hand, some web servers allow access to the general public, and others restrict access to a small set of authorized users. The security policy may also require limitations on physical access to the server, such as access by at least two people simultaneously to the hardware, or that the hardware should be protected by a fireproof safe. Moreover, it may require limitations on the geographic location of the server or the hours in which the data is accessed.

Various mechanisms can be used for security policy enforcement. One of the most important of these mechanisms is access control, which enables the system to restrict access to its internal assets. Modern computer systems include various access control features. For example virtual memory restricts memory accesses by processes, the Linux OS defines access right to each file, iOS allows applications to access the camera only after user approval, etc. A secure system usually uses its access control capabilities to enforce a bulk of the security policy requirements.

When evaluating the security of a system we should also consider its adversary. The adversary is trying to attack the system and compromise its assets (i.e., violate the security policy) and might try various techniques in order to do so. We cannot know in advance who is this adversary or what are his capabilities. However, in order to focus our attention to the most significant threats, we can define a threat model to generally describe this adversary and his capabilities. We can also analyze our system and identify the interfaces that might be use to attack its assets. The collection of these interfaces is called the system attack surface. Different threat models might lead to different attack surfaces. If we assume a certain threat model, in which attacker cannot access a particular interface, this interface may be removed from the attack surface. A different threat model may assume access to the interface which leads to an larger attack surface.

We extend our discussion on these notions in more details in the following subsections.

1.2.1 Access Control

Generally speaking, a computer system consists of resources (objects), and users (subjects) which use the system to interact with these resources. In the common case, some restrictions should be enforced on these interactions. E.g., a certain user may be allowed to interact only with a subset of the resources or to preform only certain operations on them. Access Control is the selective restrictions of the ways users interact with the
Access control can be used to enforce the system security policy. A formal definition follows.

**Objects** The system resources are called objects. The prime example of an object is a file, but objects may also be processes, memory locations, interprocess messages, network packets, I/O devices, etc.

**Subjects** Entities that may access and manipulate objects are called subjects. The high abstraction of a subject is a user, but in practice the subjects in a system are usually processes (that may or may not be associated with users). Other kinds of subjects may be I/O controllers, and various kinds of “smart” devices.

All the activities in the system can be viewed as a sequence of accesses preformed by subjects on objects, where each access is a request to preform an operation on the object. For example, a user reading from a file. Access control selectively restricts these accesses according to some policy. Access control consists of three tasks:

1. **Identification:** uniquely identify each subject and object in the system.
2. **Monitoring:** determine underlying operation of each access request (read, write, execute, etc.).
3. **Authorization:** allow or decline each access according to the system’s security policy.

We should mention that on a standard system the OS is the main component which enforces access control. In the common case, the subjects are processes (acting on behalf of users). The processes interact with the system’s resources via the OS API and the OS enforces access control according to the system’s security policy.

### 1.2.2 Trusted Computing Base

In order to be secure, a system must have good security policy. However, this is not enough, the system should also be able to reliably enforced it. Therefore, the components that enforce the security policy are crucial to the security of the system.

A system’s *Trusted Computing Base* (TCB) \([33]\) is the set of all components (hardware, firmware and software) that are critical to its security. Compromising any of the TCB components might jeopardize the entire system security, while compromising a component outside the TCB does not effect the global system security (an isolated part of the system is of course compromised). In other words, the TCB are the components responsible to enforce the security policy, and the ones which may be used to bypass it.

Naturally, a secure system inspires to have the smallest TCB possible. However, the TCB clearly contains the components that enforce the system’s access control, as they are an important part of the security policy. As stated above, the components
that enforce access control are typically parts of the OS. Most OSes do not separate the parts which enforce access control from the rest of the OS. Therefore, the entire OS, which is a huge complex piece of software, is typically contained in the system’s TCB. Including the OS in the TCB significantly increases the TCB.

1.2.3 Threat Model

The system’s threat model defines the adversary capabilities. The threat model describes the access our attacker is assumed to have to the system, the attacker’s resources, and his abilities. The security evaluation is performed in the light of the system’s threat model.

The threat model is an important tool when trying to evaluate security, as it helps us to focus the attention to the components that might be attacked. However, if not defined carefully, the threat model may lack critical parts. An incomplete threat model might cause us to miss crucial risks the system is exposed to.

For example, let’s consider the security evaluation of a web server. The threat model is likely to assume that an attacker is able to interact with the server via various network protocols. Thus, attacks via network are considered of a high relevance.

On the other hand, in most cases we can safely assume that the attacker does not have physical access to the server, so threats that require physical access are of lower relevance.

Another usage of the threat model is to define the attack scenarios we expect our system to be protected from, and also those we know we cannot protect against. In the previous example, the threat model suggests that attacks that require physical access to the server are only a secondary concern, and that the majority of resources should be devoted for protection from the network.

1.2.4 Attack Surface

When analyzing the security of a computer system, we need to define what are the resources we want to protect, and what might put these resources at risk. Our threat analysis model is based on a risk management scheme offered by NIST in [60].

To evaluate the system’s security we define its assets, that are the critical resources which must be protected. Then, we find the system’s entry points, which are the ways an attacker may interact with the system. Out of these entry points we focus on those who can be used as attack vectors to one of the system’s assets. The set of these attack vectors are the system’s attack surface. A formal definition follows.

Assets The assets of a system is the set of all objects (resources) that are critical to the system’s owner and must be protected.

Entry Point A system’s entry point is an interface through which inputs can be provided to the system.
**Attack Vector** An *attack vector* is an entry point that might be used to mount an attack on one (or more) of the system’s assets.

**Attack Surface** The system’s *attack surface* is the set of all of its attack vectors.

The system’s attack surface represents the threats the system is exposed to. When evaluating the security of a computer system, we start by finding its attack surface. Once the attack surface is identified, we can evaluate the system’s ability to withstand attacks against its assets.

One of the threat model usages is to help defining the system’s attacks surface. A real system can be too complex to be fully analyzed. In such cases, we can use the threat model to focus our attention to the most relevant components of the system’s security. For example, a system may have so many entry points that we cannot analyze all of them to determine which of them are attack vectors.

Based on the threat model we can define a subset of the entry points, called the reachable entry points. This subset contains an entry point, if and only if the threat model defines it as reachable by attackers. By restricting our analysis only to reachable entry points (as shown in Figure 1.2), we can reduce our analysis efforts, and define a limited attack surface.

If our threat model is accurate enough, we do not neglect to analyze significant threats by reducing our interest only to the reachable entry points. On the other hand, if our threat model is not sufficient, i.e., an attacker can reach an entry point which we assume is unreachable, then we might ignore an attack vector in our analysis, leaving the system exposed to attacks from this vector.
1.3 Return Flow Hijacking

Control flow hijacking is a wide family of attacks that aim to take over the victim program. In a control flow hijacking attack, the attacker overwrites data used by the program control flow, thus gaining control over the program execution. Return flow hijacking is a special case of Control flow hijacking. In return flow hijacking the attacker hijacks the program control flow by overwriting some procedure return addresses. Thus, directing the program execution to a location of his choice upon procedure return. Since usually procedure return addresses are stored on the call stack, an attacker that can overwrite the call stack may hijack the program control flow.

The lion’s share of critical vulnerabilities are due to buffer overflows, and in particular stack buffer overflows. A stack buffer overflow may enable the attacker to hijack the program return flow. In the most naive form of the attack, the attacker injects code into the program’s memory by overwriting the stack with the desired code. Then, the attacker overwrites a return address, which is stored on the stack, with the address of his injected code. When the procedure returns, the program is directed to the attacker’s code.

For example, consider a program that contains a vulnerable procedure `foo`. By attacking `foo` the attacker is able to inject code to the stack, and to overwrite `foo`’s return address with the address of his injected code. The resulting state of the stack is illustrated in 1.3.

When `foo` executes the return instruction, the program control flow is hijacked. Instead of continuing with the program’s normal execution, the attacker code is executed. From that point, the attacker has complete control over the program.

Various security mitigation exist (and widely implemented) to prevent return flow hijacking (we describe them later). However, none of them is foolproof, and even when
all of these mitigations are applied, return flow hijacking attacks can still be successfully mounted.

1.3.1 The Call Stack and the Calling Convention

The call stack is a stack data structure used to store the state of the program’s procedures call hierarchy. Each procedure has its own frame on the stack which holds its local variables and the return address. It is also common to use the stack for arguments passing.

Usually, the call stack is managed by two dedicated CPU registers. The stack pointer which points to the head of the stack and the frame pointer which points to the active procedure frame on the stack. Unlike other memory regions, the stack grows towards lower memory addresses. The communication protocol between the calling procedure and the callee procedure is called calling convention.

The calling convention determines how the caller passes arguments to the callee and how the caller receives the output. The calling convention also dictates which registers may be modified by the callee and which it must leave unchanged.

1.3.1.1 The Calling Convention of the ARM Architecture

In ARM CPUs a procedure is called using the BL instruction. BL loads the return address to the link register (LR) and the procedure address to the PC register. To return from a procedure, LR is loaded back into the PC. In the simple case in which a procedure does not call any other procedure (in which case it is called a leaf-procedure), the stack is never used to hold the return address. However, if the procedure does call other procedures, the return address is copied from the LR to the call stack during the procedure prologue (see Listing 1.1). The returned address is loaded back to the LR during the procedure epilogue (see Listing 1.2).

1.3.1.2 Control Flow Hijacking And ARM Architecture

Contrary to popular belief, the ARM architecture is vulnerable to return flow hijacking due to stack overwrite vulnerability. Although the stack does not store the return address in case of a leaf procedure, in all other cases the call stack does store the return

<table>
<thead>
<tr>
<th>foo:</th>
<th>sub sp, fp, #8</th>
</tr>
</thead>
<tbody>
<tr>
<td>push {fp, lr}</td>
<td>pop {fp, pc}</td>
</tr>
<tr>
<td>add fp, sp, #8</td>
<td></td>
</tr>
<tr>
<td>sub sp, sp, #12</td>
<td></td>
</tr>
</tbody>
</table>

Listing 1.1: Procedure Prologue in ARM Architecture

Listing 1.2: Procedure Epilogue in ARM Architecture
address. By overwriting the stored LR of the current procedure frame, or of any previous frame on the call stack, the attacker may be able to hijack the program return flow.

1.3.2 Return-Oriented Programming (ROP)

Return-oriented programming (ROP) [57] is an exploitation technique designed to overcome security measures that prevents code injection. ROP enables an attacker to leverage a stack overwrite vulnerability into a full blown code execution exploit. By overwriting the stack with a set of carefully crafted addresses, the attacker takes over the program return flow. Each address is chosen so that a few desired instructions will be preformed before reaching another return instruction. Such a set of instructions is called a ROP widget. The addresses on the stack are set to trigger a specific sequence of widgets. We illustrate this in Figure 1.4. Various tools exist [49, 54, 45] to help build and design the widgets chain, in a way that performs an arbitrary code to the advantage of the attacker.

Although initially introduced for the x86 architecture, later work (such as [13]) showed that ROP is a general technique, which may be implemented on various architectures and operating systems.

1.4 Vulnerability Mitigations for Return Flow Hijacking

A mitigation of a vulnerability is a security mechanism which prevents an attacker from successfully exploiting the vulnerability. As the threat posed from return flow hijacking is high, various mitigations for this attack exist. These mitigations may be deployed by the compiler (e.g., stack canaries), provided by the CPU (e.g., NX bit), or supported by the operating system (e.g., ASLR). Modern computer systems utilize a combination of various vulnerability mitigations in order to increase the mitigations effectiveness, thus increasing the system security.

For example, the Linux kernel follows the “Kernel Self-Protection” guidelines [15]. As dictated by the guidelines, mitigations are employed in order to stop attackers with arbitrary read and write access to the kernel memory from achieving arbitrary kernel code execution. These mitigations include (but not limited to): ASLR, NX and stack canaries.
The following subsections describe some of the most widely used vulnerabilities mitigations.

### 1.4.1 Stack Canaries

Typically, stack overwrite attacks are caused by buffer overflows, which copy data whose size exceeds the buffer size into the buffer. The excessive data “overflows” the buffer, and overwrites a continuous memory region into the memory just adjacent to the buffer. Notice that in order to overwrite the return address, the attacker must also overwrite any value stored between the buffer and the return address.

A *stack canary* (sometimes called StackGuard) \[14\] is an unpredictable value stored on the stack, just before the return address. In case of a buffer overflow, the attacker must also overwrite the canary in order to overwrite the return address. Since the attacker cannot predict the canary value, its value is changed due to the attack. Before using the return address, the canary is checked. A canary value change indicates that an overwrite occurred. The code responsible to store and check the canaries may be deployed by the compiler during the compilation process.

Contemporary compilers, such as GCC and Visual C support canaries (the compiler options are named `-fstack-protector` and `/GS` respectively). Moreover, by default canaries are deployed on prone to be vulnerable functions.

A canary is only effective if the attacker must overwrite it when trying to mount the attack. Therefore, canaries cannot protect against an attacker with arbitrary write ability, as the attacker will “skip” the canary and will not overwrite it. Another weakness of the canaries is that they may be somehow leaked. Attacker with read permissions may read the value of the canary, which nullifies the protection it provides.

### 1.4.2 No-eXecute (NX) bit

Modern CPUs provide a dedicated page table bit to mark memory regions as non-executable. The OS uses this bit to mark sensitive regions, such as the stack, as non-executable, thus, limiting attackers ability to inject their own code to the victim program memory. Intel refers to this bit by the name XD (eXecute Disable) \[26\], while ARM names it XN (eXecute Never) \[9\].

An extension of the NX bit is W\(^*\)X (Write XOR eXecute), which enforces every writable memory region to be non-executable. ARM supports this feature by the WXN bit. To the best of our knowledge, Intel CPUs do not directly support W\(^*\)X. However, the operating system can make sure that every time it is mapping a writable memory page it also marks it as non-executable.

While NX prevents an attacker from injecting his own code, it does not stop him from using existing code to his needs. Attacking techniques such as return-to-libc or ROP use such existing code, and are thus effective even when NX is present.
1.4.3 Address Space Layout Randomization

Address space layout randomization (ASLR) [64] randomly arranges the program’s memory space by loading each of its sections (code, stack, heap, etc.) to a random base address. When applied to the kernel, this feature is called KASLR. Most of modern operating systems utilize KASLR at default configuration.

When ASLR is deployed, memory corruption vulnerabilities are harder to exploit, and in particular control flow hijacking. The attacker must find the code section load address before he may successfully utilize attacking techniques such as return-to-libc or ROP.

Unfortunately, ASLR is very sensitive to information leaks. The leakage of a single address may be sufficient to bypass ASLR. Another flaw of ASLR is the lack of sufficient entropy. Many systems do not provide good entropy source for ASLR, which weakens its protection.

1.4.4 Cross Privilege Level Access Prevention

Usually if the CPU is trying to access memory (to read data or to execute code) of a certain privilege level while operating in privilege level, malicious intentions are at place. For example, the CPU is not supposed to execute user space code while operating in kernel mode. If we allow cross privilege level execution, an unprivileged attacker who can overwrite a kernel return address, may direct the kernel to a controlled executable region in the user space memory.

Both ARM and Intel architectures provides mitigation for such cases. Intel’s Supervisor mode execution prevention (SMEP) [26] stops the CPU from executing ring 3 code while in ring 0. ARM’s architecture provides a similar feature dubbed Privileged eXecute Never (PXN) [9]. There are similar features to prevent cross privilege levels data accesses.

Cross domain code execution prevention does not stop an attacker from exploiting the kernel existing code to his benefit. In particular, it cannot defend against attacks such as return to libc or ROP.

1.4.5 Guard Pages

Guard pages are “empty” memory pages with specific (minimal) permissions, placed at the end of a memory region. An attacker trying to exploit out of boundary read/write vulnerability across memory region might be stopped by the guard pages.

To deploy guard pages, the loader usually places unmapped virtual memory pages (non-present bit set) “before” and “after” the protected memory region. An overflow (or underflow) of the protected memory region accesses the unmapped page and causes a page fault which stops the attack.
1.5 Outline of this Thesis

The rest of this thesis is organized as follows: Chapter 2 provides the necessary background on TEEs, in this chapter we provide a detailed description of TEE and describe the most widely used TEEs. In Chapter 3 we discuss previous related work, we describe the TEE standardization efforts, present various known attacks on TEEs and protection mechanisms for return flow hijacking. Chapter 4 presents TROOS, an OS for TEEs developed to mitigate widely spread security issues in TEEs. In Chapter 5 we present TKRFP, a TEE-based return flow protection mechanism. Chapter 6 introduces the CSOP attack, an attack that potentially may bypass shadow stacks mitigations for return flow hijacking. Finally, Chapter 7 summarizes our work.
Chapter 2

Trusted Execution Environments

Trusted isolated components are needed because the OS itself cannot provide reliable protection to critical assets (such as cryptographic keys or biometric data) and processes. The trusted components provide another layer of protection where critical assets can be stored outside of the OS reach.

A trusted component offers protected capabilities to the main execution environment (MEE). The protected capabilities consist of memory locations accessible only by the trusted component and operations performed by the trusted component. There are various implementations of trusted components such as TPMs, secure elements, cryptographic processors, or trusted execution environments. In this work, we concentrate only in TEEs.

A Trusted Execution Environment (TEE) [24] is an isolated execution environment, which provides security features such as integrity of code and protection of assets. The TEE is separated from the main execution environment (MEE) of the device. In particular, the MEE operating system cannot directly access the TEE. A TEE is built in a way that maximizes the confidentiality and integrity of the relevant data and code. The TEE usually relies on some hardware features which force strict isolation from the MEE.

In order to communicate with the MEE, the TEE exposes an API. The MEE can use this API to request trusted services from the TEE. The MEE and the TEE typically communicate by a client-server protocol, where the MEE runs the client application and the TEE runs the server.

This description is too general and does not specify any concrete requirement that a TEE implementation must provide. In [67] McCune lists five key requirements that a TEE must fulfill in order to be both secure and useful. McCune’s work is considered a milestone in the theoretical work on TEEs and these requirements are usually considered a part of the TEE definition.
### Feature Explanation

<table>
<thead>
<tr>
<th>Feature</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isolated Execution</td>
<td>The ability to run an application in complete isolation from the MEE code (including the MEE OS).</td>
</tr>
<tr>
<td>Secure Storage</td>
<td>The ability to store data such that only its owner can read or modify it, in addition the integrity of the data must be ensured.</td>
</tr>
<tr>
<td>Remote Attestation</td>
<td>The ability to allow to remote parties to verify the state of the execution environment.</td>
</tr>
<tr>
<td>Secure Provisioning</td>
<td>The ability to provide data to a specific software module.</td>
</tr>
<tr>
<td>Trusted Path</td>
<td>The ability to perform secure I/O operations.</td>
</tr>
</tbody>
</table>

Table 2.1: The Main Requirements of a TEE

### 2.1 The Main TEE Requirements

This section provides a detailed description of McCune’s main TEE requirements. A short summary is presented in Table 2.1.

#### 2.1.1 Isolated Execution

Isolated execution provides the ability to run code and use data, such that the run-time integrity and secrecy is promised. This is the basic requirement from a TEE, and is a part of the GlobalPlatform’s TEE definition.

Typically, TEEs provide two layers of isolation to their TAs. The first layer is the isolation of the TEE from the MEE. The second layer, is the isolation of a TA from others TAs in the TEE.

#### 2.1.2 Secure Storage

Secure storage provides the ability to protect the integrity, secrecy and freshness of data at rest. By using secure storage, a TA can securely restore data stored in non-volatile memory.

The secure storage can use physically protected storage devices, or use cryptographic means to protect portions of “regular” storage devices.

It should be noted that providing data freshness is trickier than only providing integrity and secrecy. Therefore, the secure storage of most TEEs lacks proper freshness assurance.

#### 2.1.3 Remote Attestation

Remote attestation allows remote parties to verify the state of the TEE and its TAs. The attestation is typically a report signed by the TEE. This report includes information, which can be used by the remote party to learn about the state of the TA and the TEE, such as the TA identity, a measurement of the TA code, and the TEE kernel version.
The signing key is typically a private key associated with the device, e.g., the TPM’s platform endorsement key. However, in order to maintain privacy, the key is not directly used, instead the key is used with an anonymization scheme (e.g., EPID [30]).

For example, before providing a service to his clients, a cloud service provider can use remote attestation to verify that they comply with terms, such as using an updated TA version or using a certain TEE. A client can also use remote attestation before sending its credentials to a server.

2.1.4 Secure Provisioning

Secure provisioning provides the ability to send data to a specific application on a specific device, while maintaining the integrity and secrecy of this data. Typically, secure provisioning is performed by encrypting the data with a key known only to the target application.

In the common case, a TA first proves its identity and state to a server (using the remote attestation capability), and then the server uses secure provisioning to provision secrets to the already trusted TA.

2.1.5 Trusted Path

A trusted path provides the ability to authenticate peripheral devices (such as a touchscreen or a keyboard) and to securely interact with these devices. By using the trusted path, a TA can securely use a peripheral device with assurance that the MEE cannot compromise the communication with the device. In particular, the integrity and secrecy of the communication with the device is promised. Moreover, a user that interacts with a TA via trusted path can be certain of the TA identity.

For example, the trusted path can be used to implement a secure pin reader in the TEE, which provides two important properties: the inserted pin can be read only by the TEE, and the user can be sure that the TEE presents the pin reader.

2.2 Examples of Use Cases

In order to provide services to the MEE, the TEE creates trusted applications (TA), which are the processes that run inside the TEE. Typically each trusted service is provided by a different TA. This section presents several TA use cases.

2.2.1 Trusted Video Player

TEE can significantly improve digital rights management (DRM) security. Consider an online media service provider, such as Netflix. The media service provider wishes to prevent illegal distribution of content. However, the service provider cannot trust the OS nor the application used to play the content, as it has no control over any of them.
For example, how can the media service provider be sure that a certain client does not use a tempered OS version that records the content instead of simply playing it?

This problem can be solved using TEE. The media service provider uses a secure video player TA inside the TEE. After authenticating the secure player TA (using the TEE’s remote attestation capability), the media can be securely provisioned to the secure video player. The secure player TA can then use the trusted path capability to play the content without it ever being exposed to the MEE.

2.2.2 Trusted Bitcoin Wallet

A hardware Bitcoin wallet is a dedicated external device, typically a USB stick, designed to serve only as wallet. These wallets are now considered the best practice for Bitcoin storage.

We can use the TEE to implement a secure Bitcoin wallet, which offers similar security level similar as an hardware wallet, without using any external device. Thus, getting a better user experience and saving money.

A trusted Bitcoin wallet can provide all the functionality offered by an hardware wallet. It has secure storage for long-term storage of the Bitcoin keys, an isolated execution area where these keys can be used isolated from the rest of the system, and a trusted path to interact with the user.

2.2.3 Trusted SQRL Authenticator

SQRL is a new open standard for secure website login and authentication, which is still in a draft state. In SQRL when a user wishes to sign up to a website he creates a pair of asymmetric keys. The public key is sent to the website to be used as the user’s identity token for this website. On a login request a user sends his public key to the website. The website replies with a nonce (to prevent replay attacks). The user then uses his private key to sign a concatenation of the website domain and the nonce, thus proving ownership on the public key and authenticating himself. The SQRL authentication scheme is outlined in Figure 2.1.

Figure 2.1: The SQRL Authentication Scheme
In a naive implementation, a malware with privileged access rights may be able to access the SQRL private keys, thus to gain access to any user account which is authenticated using SQRL. A TEE can improve the security of SQRL by storing the private keys, and providing a signing service. Upon a login request, the TEE signs the login challenge, while the private key is safely stored in the TEE memory. By using a TEE we can prevent even the highest privileged MEE malware from accessing the SQRL private keys.

While the offered solution prevents a privileged malware from having the option to directly access the SQRL private keys, this malware can still perform unauthorized login by using the TEE signing service. In order to prevent this attack as well, the TEE can ask the user for a pin (using the trusted path feature). Only after the pin is verified the TEE signs the challenge.

2.2.4 Kernel Integrity Checker

The TEE may be used to provide monitoring and supervision of critical components of the MEE. A TA that offers such a service does not rely on any input provided by the MEE. Instead, it directly accesses the MEE resources in a transparent way. To make such services effective, the ability to invoke them without any MEE intervention is required.

A TA acting as a kernel integrity checker [70] is invoked periodically by the TEE. Upon invocation, the TA directly accesses the MEE memory, scans the kernel code and read-only data, and performs integrity checks.

2.3 The TEE TCB and Attack Surface

As the keen reader may figure out a TEE is not “magically” secure. It is only granted to be isolated from the MEE. An attacker might still exploit the TEE API to try to compromise it. If the TEE is not carefully designed and implemented, the attacker might succeed (as shown later in this thesis). Therefore, a TEE must have the smallest attack surface as possible. In order to reduce the TEE attack surface, its TCB must be as minimal as possible. Reducing the TEE’s TCB is one of the leading guidelines in TEE design.

Our threat model assumes that the attacker has no initial foothold inside the TEE, and therefore the attacker may exploit the TEE only via its external API. Hence, the TEE’s attack surface is upper bounded by the TEE external API. Since the TEE external API includes all the interfaces of the TAs, the TA’s interfaces become a major part of the TEE’s attack surface.

For example, the attacker can use an interface exposed by a vulnerable TA to exploit the TA, and thus gain an initial foothold in the TEE. Then, the attacker can use its foothold in the TEE to mount an attack on the TEE kernel. This two-phases attack
requires the attacker to exploit the TA in a manner that enables him to run code within the TA context. Another example uses the TA to exploit the TEE kernel without running code within the TA context. Instead, the attacker uses an existing TA code that already interacts with the TEE kernel. In this single-phase attack, the attacker uses a TA API that allows him to control the arguments that the TA passes to the kernel API, resulting with the attacker being able to interact with the TEE kernel without running his own code within the TEE. These two types of attacks on the TEE kernel are outlined in Figure 2.2.

Other types of TEE interfaces exposed to the MEE are the management and configuration interfaces. These interfaces are used to control the TEE, rather than to interact with its TAs. For example, a TEE may allow the MEE to load new TAs (after proper authentication) in order to extend the trusted services it provides. Attackers may try to exploit any of these interfaces as well.

The MEE’s security policy typically restricts access to the TEE, and allows only carefully selected entities to interact with it. However, the TEE cannot trust the MEE, and therefore must treat any MEE request as untrusted.

A well designed TEE needs to keep its external API to the bare minimum. An effort to reduce the internal API between the TAs and the TEE kernel should also be taken. As shown later in this thesis, it is not the case in existing TEEs.

2.4 ARM TrustZone

One of the most widely used TEE technologies is ARM’s TrustZone. It is a security extension that provides the hardware support required to establish a TEE in the processor. TrustZone enables to create an isolated execution environment, which can be used for security purposes.

ARM has two CPU architectures: A [1, 3] and M [2, 4]. ARM Cortex-A [5] is series of CPUs implementing the A-architecture. These CPUs are intended for application use, and can be found on smartphones, tablets and even PCs. ARM Cortex-M [6] is a series of CPUs implementing the M-architecture. These CPUs are intended to be used as
micro-controllers, and are optimized for low cost and low power usage. The Cortex-M CPUs are widely used in Internet of Things devices, engine controller modules, industrial control systems, and household appliances. Naturally, they are not as powerful as the Cortex-A series CPUs.

TrustZone was initially available only in Cortex-A CPUs. Nowadays TrustZone is also available in Cortex-M CPUs, after the new version of the M-architecture, ARMv8M [4], extended it with TrustZone support. The concepts of the TrustZone are similar on both the A and M architectures. However, the underlying operations are different, and optimized to fit each architecture common use cases.

The two most significant differences are that in contrast to the A-architecture the M-architecture does not have an MMU, and that the M-architecture has higher concern for performance (especially in terms of time and power).

Since TrustZone is slightly different between the two architectures, we use the term TrustZone-A when we discuss TrustZone in the A-architecture, and the term TrustZone-M when we discuss TrustZone in the M-architecture. The term TrustZone is used when discuss on concepts that are relevant for both technologies, or when it can be understood from the context whether it is TrustZone-A or TrustZone-M.

### 2.4.1 ARM TrustZone-A

ARM TrustZone security extension [8] provides the technology for splitting the CPU to two security states: A non-secure state, which is called the normal world (NW), and a secure state, which is called the secure world (SW). The hardware enforces isolation between the two states, and ensures that secure resources cannot be accessed by code running in the non-secure state. In particular, the memory (both physical and virtual) is divided to secure and non-secure regions. The secure memory regions cannot be accessed while the CPU is in its non-secure state. Each state manages its virtual space separately with its own translation tables. The CPU secure/non-secure state is determined according to a bit called non-secure (NS) in the security configuration register (SCR) of the CPU.

TrustZone provides the hardware support required in order to implement TEEs. The SW is used to run the TEE, while the NW runs the MEE. The isolation enforced by TrustZone maintains the necessary separation between the two environments.

#### 2.4.1.1 World Switch

The CPU state switching is done by code running in a special CPU mode called monitor mode. This mode is accessible to the NW by a dedicated privileged instruction called secure monitor call (SMC). The SMC instruction triggers an exception, which is handled by the SMC handler. The handler is defined by the registered secure monitor vector.

Arguments (e.g., which service is requested) are typically passed to the monitor in registers. However, the SMC instruction also has a four-bit immediate value, which is
Figure 2.3: TrustZone-A World Switch

ignored by the CPU, but can be used as an argument for the SMC handler.

Notice that the SMC instruction does not flip the NS bit. However, while in monitor mode the CPU is considered to be running in its secure state regardless of the the NS bit value.

The monitor mode code typically preforms the following actions:

1. Checks which world invoked the SMC instruction (by checking the NS bit).
2. Saves the current world state.
3. Restores the state of the called world.
4. Updates the value of the NS bit according to the called world.
5. Passes control to the called world.

Figure 2.3 outlines the flow of TrustZone-A world switches. The non-secure to secure switch starts with an SMC instruction which causes the smc_handler routine in monitor mode to run. The smc_handler routine identifies that it should preform a non-secure to secure switch, saves the state of the non-secure world, restores the secure world state (if needed), clears the NS bit, and starts the secure world code execution. To return back to non-secure mode, the secure code invokes an SMC instruction and the monitor preforms the switch in a manner similar to the non-secure to secure switch.

Although the secure world can directly access and change the NS bit, it typically does not do so. Instead, the secure world also uses the monitor for world switch. The monitor mode can preform the protection measures needed before returning to the normal world (such as overwriting registers to prevent secrets leakage). In this way, there is only one controlled gateway between the two worlds.

2.4.1.2 Memory Isolation

TrustZone provides the capability to isolate the secure state memory accesses from non-secure state accesses. The isolation is done in two layers, physical and virtual.
For virtual memory isolation, each world uses its own virtual memory management unit (MMU), each world maintains its own local set of translation tables. In this way, each world independently controls its own virtual to physical address-mappings. The translation table descriptors are extended with an NS bit which is used by the MMU to determine if the memory access should be treated as secure or non-secure. When in normal world, the hardware ignores this bit and considers it to be set, hence all memory accesses are considered non-secure. The secure world maps its memory with the NS bit unset, hence memory accesses are secured. The secure world may also map some memory regions with NS bit set, and as a result accesses to this region are considered as non-secure creating a shared memory with the normal world.

The physical memory is protected by the memory controller. Each block of memory is configured to be either secure or non-secure. The memory controller denies any access to secure memory preformed by the CPU while in non-secure state.

To summarize, on a TrustZone enabled CPU, a virtual address (VA) is translated to a physical address by the MMU according to the CPU state, i.e., the same VA may be translated into different physical addresses depending on the CPU state. The memory controller denies any non-secure access to the secure memory. Figure 2.4 outlines this memory isolation scheme.

2.4.1.3 SoC Devices Isolation

ARM CPUs are typically used as part of a system on a chip (SoC). The SoC contains various devices (like CPU, modem and GPS) which communicate with each other via the system bus. TrustZone enables to define each of the SoC devices as a secure device or as a non-secure device.

An NS control signal is transmitted on the system bus channel. When a device issues a new transaction to the system bus, this signal is set according to the device security level. The hardware implementation must make sure that every non-secure master device in the SoC has its NS control signal set to high. The recipient of the
transaction is in charge of enforcing the security policy, and denies any non-secure accesses to secure devices.

2.4.1.4 Peripheral Bus

In addition to its own internal devices, a SoC usually interacts with external devices. The external devices communicate with each other and with the SoC via the peripheral bus. The SoC is connected to the peripheral bus through an AXI-to-APB bridge [7].

For backward compatibility support, an NS control signal was not added to the peripheral bus channels. Instead, the AXI-to-APB bridge is responsible to enforce the security of the peripheral devices.

2.4.2 The Typical TrustZone-A Based TEE Structure

We wish to address the typical design of a TrustZone-based TEE. Although other approaches may be considered while designing a TrustZone-based TEE, all the TEE implementations we investigate comply to this typical design. Figure 2.5 illustrates this design.

Recall that TrustZone provides two CPU states, secure and non-secure, each with its own exception level stack. The secure memory is isolated from the non-secure state, and SoC devices defined as secure are also isolated from the non-secure state. The secure state along with its resources is called the secure world, while the non-secure state along with its resources is called the normal world.

In order to completely isolate the TEE from the MEE, the TEE resides in the secure world. The TEE usually consists of a trusted OS, namely the TEE kernel, running in supervisor mode (EL1), and trusted applications (TAs) running in user mode (EL0). Like any OS, the TEE kernel may offer various services to its application. These services may be provided by system calls through its internal API, or by dedicated components. The user mode components (e.g., the TAs) interact with each other via
the IPC mechanisms offered by the TEE kernel.

The TEE kernel should enforce strict isolation between its components. To achieve this goal, the TEE kernel may use the tools provided by the ARM architecture. For example, each trusted application uses its own translation table, for isolating the address spaces of the TAs from each other.

The TAs provide services to the MEE applications through the TEE external API, typically by some kind of client–server protocol. The requests to the TAs are issued by invoking the SMC instruction. The MEE makes sure to pass the trusted application identifier as well as the request arguments to the SMC instruction. Because the SMC instruction is a privileged instruction (i.e., can be invoked only the the kernel), the MEE exposes the TEE services to its application via a driver interface.

Upon SMC invocation the monitor is responsible to preform a secure switch from the normal world to the secure world and to pass the request to the TEE kernel. Then, the TEE kernel directs the request to the relevant TA, which preforms the requested task.

2.4.3 ARM TrustZone-M

In TrustZone-M, the separation of memory is preformed by a new hardware unit called Security Attribution Unit (SAU). The SAU enables the system to split the memory to secure and non-secure regions by assigning each region with a corresponding attribute.

Unlike in TrustZone-A, the CPU state is determined by the security attribute of the code’s memory region. The Memory Protection Unit (MPU) prevents access to secure memory while in non-secure state.

2.4.3.1 World Switch

The secure world provides secure gateways in order to allow the CPU to switch its state from non-secure to secure. These secure gateways are implemented by executing the SG instruction in non-secure callable (NSC) memory regions.

The SG instruction represents a valid entry point to the secure world and prevents non-secure code from being able to jump to arbitrary addresses in the secure world code.

The NSC memory regions are secure regions with a special feature: Unlike regular secure memory, non-secure code can branch to NSC memory. However, the CPU remains in its non-secure state until the SG instruction is invoked. Therefore, if the first instruction after the branching to the NSC memory is any instruction other than the SG instruction a security exception is triggered.

Figure 2.6 exemplifies a normal world to secure world switch. The non-secure code wishes to use a trusted service named bar. The non-secure code first branches to bar’s secure gateway in the NSC memory. The SG instruction switches the CPU state to
secure, and then the control is passed to the code that resides in the secure memory region.

To return to normal world the secure world uses the BXNS instruction, which branches to an address specified by a register, and causes a transition from the secure to the son-secure world. In the above example the BXNS instruction uses the LR, which was loaded during the call to bar_entry.

### 2.5 Software Guard Extension (SGX)

Intel Software Guard Extension (SGX) [27] is an x86_64 instructions set architecture extension which enables unprivileged (user) process to create *enclaves* within its virtual address space. These enclaves consist of secure memory regions that cannot be accessed by any external entity. Even high privileged code (e.g., the OS code) cannot access an enclave created by a user. Figure 2.7 outlines a virtual address space containing an enclave and the enclave’s memory sections. The enclave’s memory regions are encrypted by the CPU, and only decrypted within the CPU perimeter. Hence, enclave code and data cannot be read by a regular process or the OS, even if they have unlimited memory.
access capabilities.

In addition, SGX support attestation capabilities: special instructions enable to measure and verify the content loaded into the enclave before its execution, and provide both local and remote attestation.

2.5.1 Memory Management

The enclave’s memory pages reside in the *enclave page cache* (EPC), in a dedicated area in the physical memory. Each page is associated with a specific enclave and may contain data or meta-data used by the CPU. The OS manages the EPC resources using dedicated CPU instructions. For example, when a new enclave is created the OS is responsible to find free EPC pages and assign them to the new enclave. Nonetheless the content of the EPC is out of the OS reach, and is cryptographically protected by the CPU.

2.5.1.1 Enclave Page Cache Map

The *enclave page cache map* EPCM is a data structure accessible only to the hardware, which is used by the CPU to manage the EPC. It holds an entry for each page in the EPC stating its stats, type, access permissions, etc.

2.5.1.2 Memory Accesses

The memory access semantic was also changed to support enclave isolation. While running in enclave mode, the CPU can access the entire application’s virtual address space. In any other mode the CPU is not allowed to access the EPC at all. Notice that, each enclave can access only its own pages and the pages of its parent application, and that due to the page table (and the cryptographic protections) it cannot access memory of other enclaves. The flow of SGX memory accesses is outlined in Figure 2.8.

2.5.2 Enclave Creation

The enclave creation process is handled by the OS, using privileged CPU instructions. In order to create a new enclave, the OS first locates a free EPC page for the enclave meta-data, then it uses *ECREATE* privileged instruction to fill this page with the enclave meta-data (such as: base address, size, attributes), and to assign it to that enclave.

The new (empty) enclave is filled with content using the *EADD* privileged instruction which loads content to a free EPC page and associate it with an enclave. The *EEXTEND* privileged instruction can be used to measure the enclave content. Once the building process is completed, the *EINIT* privileged instruction is used to mark the enclave as ready for execution. The enclave content can no longer be changed afterwards.
Figure 2.8: The Flow of SGX Memory Accesses [37]
2.5.3 Enclave Execution

The *EENTER* instruction is used to start enclave execution from one of as set of predefined entry points. The *EEXIT* instruction is used to exit enclave mode and return the control to the user. If an interrupt or exception occur while executing under enclave mode, the enclave execution is stopped, its state is saved and control is transferred to the OS. The *ERESUME* instruction is used to continue enclave execution after such asynchronous stops.

2.6 TEEs Memory Encryption

By its definition, the TEE should have its own isolated memory that cannot be accessed by the MEE. However, in most cases the TEE carves its memory from the device’s main memory, and enforces isolation by denying the MEE from accessing this region of memory.

The TEE threat model assumes a highly sophisticated attacker, with high level privileges in the MEE, and physical access to the device. Since the TEE contains high value targets (such as DRM protection keys, biometric data and payments credentials), probing attacks against the system bus and memory are plausible scenarios.

Intel SGX offers a solution for this problem by encrypting any TEE information leaving the CPU package. The TEE information is decrypted only when it is re-loaded to the CPU package. An attacker that probes the system bus or memory can read only encrypted information, unusable to him.

On the other hand, TrustZone architecture by itself is not sufficient to prevent probing attacks. However, an equivalent (but very different) memory encryption protection scheme can be implemented for TrustZone-based TEEs by utilizing the SoC internal memory (if such memory exists). TrustZone can isolate this internal memory, which cannot be probed by attackers, from the MEE, thus providing probing protected memory for the TEE.

2.6.1 On Chip Memory

On Chip Memory (OCM) is a chunk of memory located within the SoC package. OCM typical size ranges from 64KB to 256KB. For example, Freescale’s *imx53qsb*, which is a very chip and unsophisticated development board, has 128KB of internal fast access RAM. It should be noted that OCM is an additional RAM memory and is not part of the CPU cache. The OCM is located outside of the CPU package but within the boundary of the SoC, as outlined in Figure 2.9.

Using TrustZone we can configure the OCM as a secure memory, thus make it a part of the TEE memory. TrustZone enforces access control policy that denies any MEE component from accessing the OCM. Additionally, the OCM is physically located inside the SoC package hence it is not susceptible to external probing attacks.
2.6.2 Memory Encryption in TrustZone-Based TEEs

The OCM as an SoC internal memory, it is more harder to probe the OCM than the main memory or the system bus. The security perimeter of information stored in the SoC is merely the SoC package. This is similar to the protection offered by Intel’s SGX. Figure 2.10 compares the security boundary of SGX to the security boundary of an OCM based solution. Both solutions offer protection against bus and memory probing attacks. However, the SGX security boundary is limited to the CPU package while the OCM based solution security boundary contains the entire SoC.

The OCM is typically too small to meet all of the TEE memory requirements, and thus it cannot be used as a sole memory resource. When the TEE requires more memory than the OCM offers, it can use the system memory as a swap area for the OCM. The TEE reads data and executes code only from the OCM pages, if the entire OCM is occupied the TEE selects a page to be swapped out to the main memory. Before swapping out the page, the TEE encrypts it and copies the encrypted page to the main memory. If the TEE needs to use a swapped out page, it first copies the encrypted page to the OCM and only then decrypts it. In that way all memory pages outside of the OCM are encrypted (and thus protected).

2.6.2.1 Memory Encryption in OP-TEE

According to its documentation [47], OP-TEE assumes that for security reasons some implementations may want to limit the usage of physical memory to the SRAM alone. Since the SRAM size is usually not sufficient to run the entire TEE, OP-TEE implements on demand paging mechanism, called the pager. The pager is used to swap out memory pages from the SRAM to the DRAM (secure or non-secure) in order to free memory,
and to swap them back to the SRAM on demand.

The swapped out memory pages are protected according to the page access permissions:

**Read/Write** AES-GCM encrypted. The pager encryption key is randomly generated at boot time. The encrypted data is stored in the DRAM, IV and GCM tag are stored by the pager in SRAM.

**Read Only** Integrity protected plain text. The pager holds SHA256 hashes of every RO swapped out page. The page content is verified before swap in. According to the documentation RO pages are not encrypted since the binary is not encrypted anyway.

Replay attacks are not possible, since the pager always holds the swapped out pages integrity protection tag (may it be SHA256 hash in the case of RO pages or GCM-TAG in the case of WR pages).

To the best of our knowledge, OP-TEE is the only TrustZone-based TEE that provides a memory encryption mechanism. In regards QSEE and Kinibi, according to many documentations and research paper, neither one provides memory encryption.
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Related Work

The first step towards the definition of TEE was introduced by Terra [18]. Terra uses hardware virtualization to create isolated execution environments that run side by side on the same hardware. Qubes [52] is an operating system which uses a similar technique to increase its security. In Qubes, the application are running in isolated *qubes*, thus allowing to compartmentalize various parts of the system. These *qubes* are virtual machines, and the isolation is achieved by utilizing the hardware virtualization capabilities. Recently, Microsoft introduced Virtualization-based Security [38] (VBS), which is basically a virtualization based TEE.

The idea of an isolated execution environment that can withstand attacks even from the high privileged software was extended by OMTP in [46] and later by GlobalPlatform [24] to define TEE. In [67] McCune adds to GlobalPlatform’s TEE definition a list of five requirements that a TEE must fulfill, which are now widely considered as a part of the TEE definition (these requirements were detailedly described in the introduction).

3.1 The GlobalPlatform Specification

GlobalPlatform [21] is a nonprofit organization that develops and publishes specifications for secure chip technology. It is the leading organization in standardization of trusted execution environments specification.

GlobalPlatform’s TEE System Architecture [24] describes the hardware and software architectures required in order to implement a TEE. It provides a description of a TEE design and lists its requirements. Most of the TrustZone-based TEE architectures resembles the architecture suggested by GlobalPlatform, but do not fully comply with their specification.

The TEE Client API Specification [22] defines the external API, which is a set of protocols by which a TA may communicate with the MEE. It defines the concept of *sessions* (which are communication channels between a TA and an application running in the main execution environment), the messages structure, and a method to transfer data between the MEE and the TEE via a shared memory region.
Table 3.1: Compliance to the GlobalPlatform API

<table>
<thead>
<tr>
<th>Name</th>
<th>Compliance</th>
</tr>
</thead>
<tbody>
<tr>
<td>QSEE</td>
<td>X</td>
</tr>
<tr>
<td>Kinibi</td>
<td>✓</td>
</tr>
<tr>
<td>OP-TEE</td>
<td>X</td>
</tr>
</tbody>
</table>

The TEE Internal API Specification v1.0 [23] defines the internal API, which specifies how TEE components interact with each other. It defines basic OS functionalities (such as memory management, timer, and access to configuration properties), communication methods, trusted storage facilities, cryptographic facilities and time management facilities. The specification also provides some guidelines for the security features that a TEE must fulfill.

Despite GlobalPlatform efforts, not all TrustZone-based TEEs comply with their specifications. For example, the most prevalent TEE is Qualcomm Secure Execution Environment (QSEE) which does not comply to GlobalPlatform specification. OP-TEE is another widely used TEE, which does not comply with the specification. On the other hand, Trustonic’s Kinibi fully comply with GlobalPlatform specification. Table 3.1 summarize this discussion. The lack of standard TEE API takes a toll on TAs development. For example, it is very hard to port a TA from one TEE to another. Moreover, the MEE application also needs to be re-written in case the TEE is changed.

3.2 TrustZone-Based TEEs Related Work

There are various TrustZone-based TEE implementations, designed by both the academy and the industry. A TrustZone-based TEE includes the monitor mode code and the secure OS. In the industry, Qualcomm’s QSEE [48] is the most common with a market share of around 60% [32]. Trustonic [65] (formerly known as Mobicore) is also a major player on commodity devices. There are a few open source TrustZone-based TEE projects, out of which the most complete and mature one is Linaro’s OP-TEE [35].

The academia focuses mainly on special propose TEEs (e.g., specially designed for industrial control systems or real time). For example, Andix [17] is a TEE OS for ICS that was developed in Gratz university, and SafeG [55] is a TEE OS designed for embedded systems with real time restrictions, developed in Nagoya university.

3.2.1 Attacks on TrustZone-Based TEEs

A few vulnerabilities were successfully exploited on various TrustZone-based TEEs. Rosenberg [51] exploited a QSEE integer overflow vulnerability to achieve arbitrary code execution in the TEE. Affected devices include various poplar smartphones like LG Nexus 5, LG G2, HTC One and Samsung Galaxy S4. Another work by Rosenberg [50] shows how to unlock the Motorola Razr series bootloader by exploiting an arbitrary
memory write vulnerability. An exploit to a vulnerability on Mobicore (later called Trustonic) that allows to run code in the TEE was published by SensePost in [56]. More recently, Beniamini successfully exploited both QSEE and Kinibi to achieve arbitrary code execution inside the TEE [12].

To the best of our knowledge all the attacks on TrustZone-based TEEs are software attacks on the code running in the TEE (exploited via the TEE interface). We are not familiar with any attack exploiting a weakness in the TrustZone hardware implementation itself or its specification.

3.3 Side-Channel Attacks on TEEs

A side channel attack uses measurable side-effects gathered from the environment or the attacked system, rather than just the intended API of the attacked system. For example, by monitoring households electric usage the police is able to identify illegal marijuana farms, since these farms require constant electric consuming lighting, their electric usage spikes and can be identified.

By their definition TEEs are implemented alongside with the MEE, i.e., the TEE is sharing the system with untrusted code. For example, in TrustZone the TEE and the MEE share the same CPU. This fact makes TEEs susceptible to side channel attacks.

Cache timing attacks are a type of side-channel attack, that uses the time difference between accessing cached memory to accessing non-cached memory. The cache is typically a shared resource, which is used by various components. In a cache timing attack, the attacker and its victim share the same cache. By measuring the effects its victim has on the cache, the deduces the memory content of the victim, i.e., information leaks from the victim to the attacker. As described in the following subsection, both TrustZone and SGX are vulnerable to cache timing attacks.

3.3.1 Side-Channel Attacks on TrustZone

TrustZone does not use a separate cache for its memory access, but uses the same cache as the MEE. Instead, an attribute bit in the cache tags indicates which CPU state (secure or non-secure) is the owner of each cache line. While in non-secure state, the CPU cannot access any cache line marked as secure (and if it tries, a cache miss occurs).

However, cache eviction policies ignore the tag’s NS bit Therefore, a non-secure memory access may cause the eviction of a secure cache line and vice-versa. This fact in used on [36] and more extensively in [72] to mount cache timing attacks on TrustZone from the MEE. In particular, it is demonstrated in [72] how encryption keys used by a TA within TrustZone can be leaked to unprivileged MEE code.
3.3.2 Side Channel Attacks on SGX

The SGX specification explicitly states that side-channel attacks are not part of its threat model, i.e., SGX is not promised to be protected from side-channel attacks. And indeed, many side channel attacks on SGX were published.

Discussing all side channel attacks on SGX is out of scope for this thesis. Instead, we mention the two most significant attacks. The first [25] shows that SGX is vulnerable to cache timing attacks, and that they can be used to leak AES encryption keys from within enclaves. The second introduces the Foreshadow [66] attack, which uses a speculative execution bug in the CPU to extract enclave secrets from the cache. This attack was then used to leak the SGX remote attestation private keys, thus completely breaking SGX ability to perform reliable remote attestation.

3.4 Shadow Stack Protection Mechanisms for Return Flow Hijacking

The program’s return flow can be protected by a shadow stack, a second stack used only to store the return addresses. On every procedure call the return address is stored on both the program stack and the shadow stack. Before every return instruction the return address is compared to the address on the shadow stack. If the addresses match, the procedure returns. If they do not match, an attack is assumed and proper action is taken.

Shadow stacks promise complete protection against return flow hijacking. However, currently there is no shadow stack based solution available in the market. It turns out that it is not easy to properly implement a shadow stack based solution.

The problem seems to be with contradicting requirements: Unlike the call stack which is writable by nature, the shadow stack should be write-protected to prevent shadow stack overwrites, and at the same time it should support push and pop instructions (i.e., be writable). In addition, the shadow stack is accessed at every procedure call and at every procedure return, so these accesses must be fast enough to have minimal performance overhead. The combination of these requirements complicates any shadow stack based solution implementation.

In this section we describe two attempts to build a shadow stack based return flow protection solution. We also explain why none of these solutions can provide a complete remedy for the problem.

3.4.1 Intel Control Flow Enforcement Technology

Intel control flow enforcement technology [28] (CET) incorporates two hardware features for preventing control flow hijacking. The first is a shadow stack, whose goal is to stop return flow hijacking. The other is an indirect branch protector, whose goal is
prevent the program from preforming indirect branches to unintended locations. For the purpose of our work we are interested only in the former.

Intel’s CET introduces a new register, the shadow stack pointer (SSP) was introduced. Recall that without CET, a call instruction pushes the return address to the regular stack, as pointed by the regular stack pointer (RSP). When CET is enabled, the call instruction also pushes the return address to the shadow stack (pointed by the SSP), as illustrated in Figure 3.1. The ret instruction pops the shadow stack and the call stack, and compares the popped values. If the values are equal, the procedure returns. Otherwise, the CPU raises a security exception.

The CET shadow stack resides in the protected program (virtual) memory space. However, it is protected from overwrites since it is mapped into non-writable pages. CET does not add new control bits to mark that is memory pages are shadow stack related. Instead, this is done by a specific pattern of the R/W and dirty bits throughout the page tables hierarchy: in all non-leaf page table entries of the shadow stack, the R/W bit is set to 1, and in the leaf page table entries of the shadow stack the R/W bit is set to 0 with the dirty bit set to 1. Even though the shadow stack pages are non-writable, the call instruction is allowed to write to these pages.

If for some reason a certain memory page is mistakenly configured like a shadow stack page, an attacker can direct the SSP to this memory page and use the control flow instructions to write it. We now show that this is a plausible scenario.

Let’s consider the code segment of a program. This memory region is first mapped as writable, then it is filled with the code and finally marked as non-writable. This means that it is likely that the leaf page table entry R/W bit is set to 0 and that the
dirty bit is set to 1 (unless intentionally set to 0). The non-leaf page table entries R/W bits are likely to be set to 1, as the kernel needs to write to these pages. To summarize, we can see that unless carefully built the code segment can be configured as a shadow stack region and thus writable by the shadow stack push command.

CET enables to allocate a different shadow stack for each CPU privilege level (ring). The CPU automatically switches shadow stacks on privilege level changes. Additionally, instructions for shadow stack switching are defined by CET, which can be used by the operating system to switch shadow stacks on context switches.

Finally, it is interesting to note that although Intel has released a preview of the control flow enforcement technology, it has not presented a timeline for its deployment.

3.4.2 Microsoft Return Flow Guard

Microsoft Return Flow Guard [31] (RFG) is an experimental software implementation of a shadow stack. In RFG the shadow stack resides in the process memory, and the shadow stack push and shadow stack pop commands are automatically added by the compiler. When configured to support RFG, the compiler adds a shadow stack push instruction to every procedure prologue, and adds a verification and a shadow stack pop before the ret instruction. Unlike in CET, the RFG shadow stack contains not only a copy of the return addresses, but also place holders to all other data that is stored on the stack, as illustrated in Figure 3.2. This stack structure enables to access the shadow stack using the stack pointer (RSP) and a dedicated segment selector (i.e., FS:RSP). By using RSP there is no need to manage a separated pointer for the shadow stack, which improve the performance.

The way RFG is implemented is inherently flawed. Any reasonable threat model
assumes that the attacker can write to the process memory. In many cases, the attacker can write to arbitrary memory locations. For example, a format string vulnerability typically allows an attacker to write to arbitrary memory locations. Therefore, it is very likely that the attacker is also able to overwrite the shadow stack, in which case he renders it useless.

Therefore, it is not surprising that Itkin [29] published an attack that can bypass RFG. In his attacks he used a write primitive that can simultaneously overwrite both the stack and the shadow stack, thus nullifying the shadow stack protection. We should mention that Itkin’s attack also provides a technique to locate the shadow stack in the process memory.

In parallel, Microsoft announced that RFG is discontinued due to issues found by its red team.
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TROOS – Trusted Open Operating System

In this chapter we present TROOS: TRusted Open Operating System. TROOS is an OS for TrustZone-based TEEs, with a minimal attack surface. TROOS provides strong isolation for its trusted application. Moreover, trusted applications running on TROOS enjoy a very small TCB.

The rest of this chapter is organized as follows: Section 4.1 describes our threat model. Section 4.2 discusses the security level of various TrustZone-based TEEs. Section 4.3 presents the TROOS architecture and discuss its advantages, and finally, Section 4.4 describes our prototype implementation.

4.1 The Threat Model

The threat model of TROOS assumes that the attacker has physical access to the device, advanced reverse engineering abilities and sophisticated lab equipment. In particular, the model assumes that the attacker has unlimited access to the system’s non-volatile storage devices, and that he is able to probe the system’s main memory. The model further assumes that the attacker has complete control over the MEE, and that he is trying to mount an attack from within the MEE against any TEE asset.

However, the attacker is limited by the SoC boundaries, as he is unable to penetrate them. Hence, the attacker cannot access the internal SoC content. Storage devices that are physically placed within the SoC boundary (if such devices exist) are out of the attacker’s reach.

On the tools and equipment level, the threat model assumes that the attacker has access to various TA and TEE kernel versions (the attacker can even get hold of versions that were not provided with the system). These kernel and TA versions are legitimate, i.e., they were produced by a certified entity, but may contain known unpatched vulnerabilities.

The model also assumes that the attacker may have established a partial foothold
within the TEE by exploiting another TA than the one he is targeting. In this scenario the attacker may be able to run arbitrary unprivileged code inside the TEE, and use it to interact with TEE components via the TEE internal API.

Recall that the main justification for using a TEE is because the MEE cannot be trusted. Therefore, it is reasonable to assume that the MEE is under the attacker’s control. Moreover, in many cases the attacker is the owner of the device (like in the secure media player example in Section 2.2), hence he can easily access the non-volatile storage.

We claim that this threat model is realistic since it includes all the techniques and vulnerabilities that a sophisticated attacker is expected to use, and leaves out threats that give the attacker too much power, which in practice he is not expected to have.

4.2 The Security of TrustZone-Based TEEs

In this section we discuss the security level of some of the most widely deployed TrustZone-based TEEs:

- Qualcomm’s QSEE.
- Trustonic’s Kinibi.
- Linaro’s OP-TEE.

We focus our discussion on weaknesses and vulnerabilities regarding the TEEs attack surface and TCB, since they might jeopardize the entire system. Some of these findings are ours and some were already published by other researchers.

A slightly different approach for building a TrustZone based TEE is presented in Komodo [16]: TrustZone is used to create secure-enclaves, and the API provides a very small set of command that are used to create these enclaves resulting in a very lean implementation. In particular, Komodo does not use a trusted OS running in TrustZone. The enclaves are managed by the MEE OS, and cannot use in secure OS request. Komodo’s architecture is meant to imitate Intel’s SGX architecture. A big advantage of Komodo is that its implementation is formally verified. However, the lack of secure OS presents limitation to the use cases Komodo can support, and it does not fully utilizes TrustZone features. In particular, the enclaves cannot use the services of secure devices, and no secure interrupts can be implemented.

For the purpose of this work we focus only on TEEs that use their own OS.

4.2.1 Deployment of Control Flow Hijacking Mitigations

Experience shows us that any computer system might contain vulnerabilities. Such vulnerabilities can be exploited by attackers, and put the system at risk. Mitigations, such as stack canaries and ASLR, can be utilized in order to prevent attackers from
A particularly important group of vulnerability mitigations is used to prevent control flow hijacking. The importance of these mitigations is due to the fact that such vulnerabilities are widespread and relatively easy to exploit. Additionally, the potential impact of control flow hijacking is devastating, as it enables an attacker to take over the system. We focus our discussion on the major control flow hijacking mitigations: NX, ASLR, stack canaries and guard pages.

Naturally, one might expect from a security oriented system, such as a TEE, to provide the highest level of security, and to deploy every possible vulnerability mitigations. This expectation is especially important in the case of control flow hijacking. Unfortunately common TEEs are not protected by all these mitigations.

The OP-TEE kernel does not support stack canaries, ASLR or guard pages. The only protection against control flow hijacking in the OP-TEE kernel is NX. Moreover, the OP-TEE TAs also suffer from the same problems as the kernel. Kinibi status is similar to the status of OP-TEE, i.e., neither Kinibi kernel nor its TAs utilize any mitigation other than NX.

QSEE does a better job than OP-TEE and Kinibi in utilizing mitigations. In addition to NX, QSEE TAs also enjoy the protection of stack canaries and ASLR, but guard pages are not used. Even though QSEE supports ASLR, it does not implement it in an effective manner: QSEE uses a flat memory mapping scheme (i.e., the virtual addresses are equal to the physical addresses). As the physical memory region assigned to QSEE is roughly 100MB (i.e., at most 15 bits of randomness), its ASLR does not have sufficient entropy to be effective.\textsuperscript{1}

\textsuperscript{1}Even if we assume small 4KB pages, and assume that each page can be randomized, and assume that the memory size is 128MB, we only get $128MB/4KB = 2^{15}$ locations of pages. Therefore, we only have 15 bits of entropy.

A summary of these findings is presented in Table 4.1.

<table>
<thead>
<tr>
<th>Name</th>
<th>NX</th>
<th>ASLR</th>
<th>Canaries</th>
<th>Guard Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>QSEE Kernel</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>TAs</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>Kinibi Kernel</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>TAs</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>OP-TEE Kernel</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>TAs</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 4.1: TrustZone-Based TEEs Vulnerabilities Mitigations Summary

\textsuperscript{1}

4.2.2 Least Privileges Principle Usage

In the context of secure systems, a privilege is the ability to perform certain operations on specific objects, typically security sensitive operations. The privileges are determined by the system’s security policy. For example, in Linux not every process can change the internal firewall settings, since this operation requires a special privilege.

The least privileges principle [53] states that a computer program should have the minimal set of privileges necessary to complete its task. When this principle is applied, a successful exploitation of a program has the minimal impact on the system.

In the context of an OS, the privileges are the permission to use services provided by the OS. Therefore, by the principle of least privileges the OS should provide a service to a program only if it is necessary for it to complete its task, i.e., not every program can access every OS service. This principle improves the OS security as it limits the interface exposed to certain programs. In other words, an OS that applies the principle of least privileges reduces its attack surface.

A TA can ask the trusted OS for services, e.g., access to securely stored keys, device operations or memory mapping manipulations. By the principle of least privileges, a TA should have access only to the services necessary for its task, i.e., not every TA can access every service. For example, a Bitcoin wallet TA may require cryptographic services, but may not directly access the screen buffer. On the other hand, a secure media player TA typically needs to access the screen, while certainly it is not allowed to access the Bitcoin keys.

Unfortunately, not even a single TrustZone-based TEE utilizes the least privileges principle. Both OP-TEE and QSEE offer more than 150 services to the TAs, but in both any running TA can access any service the OS provides (regardless of whether it is necessary for it to complete its task). The services themselves typically enforce some kind of restrictions. For example, any TA can call the file system’s “read file” service, but access is granted according to the requested file permissions.

Kinibi takes a step towards complying with the least privileges principle, by providing the trusted OS services drivers [12]. Indeed, well designed drivers can restrict TAs from performing certain operations. Nonetheless, it is preferred that the principles are enforced centrally by the trusted OS, rather than being patched in small pieces all over the system.

4.2.3 TAs Revocation in TEEs

The fact that TAs are designed with security in mind does not automatically ensure that they are immune to attacks. An attacker may locate a vulnerability in a TA, and use it to exploit the TA, or even the TEE itself. The impact of such an exploitation depends on the vulnerability and the TA implementation. It may lead to a minor information leak in some cases, but if we are not fortunate enough it may also lead to full blown arbitrary code execution within the TA context.
Once a TA is exploited, the damage is not necessarily limited to the exploited TA. The attacker can try to use his foothold in the TA to mount an attack on the TEE kernel, thus putting the entire TEE at risk. To make things worse, as shown above, security mitigations are not widely deployed in TEEs. Therefore, once a vulnerability in a TA is found, it can probably be exploited and used to launch further, more dangerous, attacks.

Typically, after a TA vulnerability is made public, the TA owner fixes it, and issues a patched version of the TA. Naturally, we expect the TEE to update the TA to its latest version, and even to deny the usage of any older TA versions that are already known to be vulnerable. Hence, the TEE should support a mechanism to revoke TAs.

We suspect that the reader is not surprised by the fact that neither QSEE, Kinibi nor OP-TEE provide proper support for TA revocation. This fact by itself is a crucial threat as it can be used to bypass all other security features and mitigations, and leave the system totally unprotected.

In [12] Beniamini shows how to exploit QSEE by using a legitimate but already known to be vulnerable TA. In his attack Beniamini used a two years old vulnerable version of the Widevine TA. This vulnerable version contains a vulnerability, that allows arbitrary code execution [41]. Although this version was already known to be vulnerable, and although a patched version of the the TA was already issued, the old vulnerable TA was still successfully loaded to QSEE.

In the same work, Beniamini used the same technique to investigate Kinibi TAs revocation status. He found that Kinibi versions before 400 suffered from the same problem. However, the same attack fails on the Kinibi 400 family. According to Beniamini, an eMMC feature called *replay protected memory block* [59] (RPMB) was utilized to implement the revocation mechanism.

After examining the OP-TEE code and documentation we conclude that it does not have any support for TA revocation. However, we found that as a part of its secure storage implementation OP-TEE defines an RPMB interface. This RPMB interface can be used (like in Kinibi 400) as a basis for a future TA revocation mechanism, and we hope that the implementors will indeed implement such a mechanism.

4.3 The TROOS Architecture

We designed TROOS in light of the security gaps we have just discussed. The leading design concern is to reduce the TEE’s attack surface without losing any of its functionality.

It is not easy to design an OS, and even more so a security oriented OS. In particular, there is a constant need for compromises between the system’s security requirements and other important requirements of the system. For example, one of the standard IPC mechanisms is a shared memory region. By defining a shared memory region, two processes can communicate with each other very efficiently and transfer large amounts
of data with low overhead. On the other hand, a shared memory region breaks the process isolation boundary, and hence it has a negative impact on the system security. The decision whether to allow two processes to share memory is a compromise between the system’s security and its performance.

In order to keep security as our top priority, we need to define guidelines that can lead us to make security aware decisions. Therefore, we decided that whenever there is a trade-off between security and other requirements, TROOS follows the following principles:

1. **Least Privileges** Every component in the system should have the minimal set of rights it needs to complete its task.

2. **Strong Isolation** Component boundaries must be maintained. We do not allow solutions that violate component isolation (e.g., shared memory).

3. **Minimal TCB** We refrain from adding features that unnecessarily enlarge the TCB (even at the cost of forfeiting certain features).

4. **KISS** As long as it is secure, we use the simplest solution available (even if it is not optimal in terms of performance, memory capacity, etc.).

5. **Preformance** We are willing to sacrifice performance in order to achieve better security. However, we inspire to have minimal performance impact.

The first decision we had to make is whether to take the monolithic kernel or the micro-kernel approach. Needless to say that we are aware of the long lasting debate regarding the security of monolithic kernels vs micro-kernels [61, 62]. However, we feel that a micro-kernel better suits our guidelines. Therefore, we opted to build TROOS based on a micro-kernel. Further considerations follow with more details.

### 4.3.1 TROOS System Components

As a micro-kernel based OS, most of TROOS services are provided by user mode components. In TROOS, these components are implemented as user mode processes, and called the *system components*. The system components include the following components:

1. **Dispatcher** Manages the communication with the MEE.

2. **TAs Manager** Creates and destroys TAs.

3. **Crypto** Provides cryptographic services.

The system components also include a kernel mode component. Figure 4.1 is a block diagram that outlines the interactions between the various system components of TROOS.
Each of these components is running in a different process, therefore the system components are isolated from each other by the micro-kernel process isolation mechanisms. The system components use TROOS internal API to communicate with each other, and system calls to interact with the micro-kernel. The micro-kernel utilizes the least privileges principle, and restricts the services it offers to the system components. For example, only the TAs manager is allowed to assign new memory mappings.

If it possess the proper capability, a TA can use the TROOS internal API to interact with a system component. However, TAs are not allowed to directly interact with the micro-kernel, nor with other TAs. The micro-kernel interacts only with the system components, which provide the necessary services to the TAs.

### 4.3.1.1 The Kernel Mode Component

The only component with supervisor privileges is the kernel mode component. It consists of two modules: the micro-kernel and the monitor mode code (referred to as the monitor).

The micro-kernel provides the basic OS services, such as scheduling, memory management and inter-process communication. In order to be able to preform its task, the micro-kernel must run in an elevated privileged level.

The monitor intercepts the SMC instructions and handles the interaction between the MEE and the TEE. The monitor is responsible to save the state of the caller and to transfer the control to the callee. When TROOS is called, the monitor always transfers control to the dispatcher, which is an unprivileged system component that analyzes the request and then passes it to its target.
4.3.1.2 The Dispatcher Component

The dispatcher component receives the MEE requests from the monitor and transfers them to the relevant system component by using TROOS internal API, i.e., by invoking an RPC in the target component. For example, a request to destroy a TA is passed to the TAs manager by invoking the corresponding TAs manager RPC, while an I/O request to a TA is passed directly to the target TA by a write RPC in the target TA.

4.3.1.3 The TAs Manager Component

The TA manager is responsible for the creation and destruction of TAs. To create a new TA, the TA manager creates a new sub-process and loads the TA executable to that process, after properly verifying it. Like the system services, the TAs are isolated from each other by the OS isolation mechanisms. Upon TA creation, the TAs manager assigns to the newly created process capabilities according to the TA manifest. These capabilities remain fixed for the entire process lifetime.

In order to be able to complete its task the TAs manager is allowed to ask the micro-kernel to add new virtual address mappings for the TA it is creating (in order to map the shared I/O buffer) and for itself (in order to map the buffers used in the TA creation request). It is the only system component with that privilege.

4.3.1.4 The Crypto Component

The Crypto component provides the TAs with various cryptographic services, such as:

- Cryptographic keys.
- Remote attestation.
- Random number generator.
- Monotonic counter.

To meet the minimal interface approach, the Crypto component offers only the bare minimum of services required. In particular, it does not provide encryption or signature services (these can be implemented in a user library added to the TA).

4.3.1.4.1 The Cryptographic Keys Service

Provides a set of unique cryptographic keys to each TA. Every TA has its own set of cryptographic keys accessible only by itself. The keys are only available to the TA while it is running in the TEE. The keys set is platform dependent, hence it is different on different devices.

These keys can be used by the TA for various cryptographic purposes. For example, a TA can use the keys provided by the Crypto component to create its own secure storage, by creating keys that can only be obtained only by it and only from within the TEE. These keys can be used to encrypt the stored data, and in that way only the TA can decrypt them.
4.3.1.4.2 The Remote Attestation Service

Provides remote attestation services, which enable TAs to prove their state to a remote party. The attestation service provides a signed report that describes the state of system and the TA. This report includes (but not limited to) the following information: the measurement of the TA code (at the time of the TA creation) and the TROOS version number.

The attestation report is created and filled by the attestation service, and the TA has no control over its content. To prevent forgery, the attestation service uses a platform specific key, such as the TPM’s endorsement key [63], to sign the report (after utilizing a proper privacy protection scheme).

Once the report is received by a remote party, the remote party can verify the report using the public part of key, in order to make sure that is was created by a genuine TA running under TROOS.\footnote{The PKI necessary for remote attestation is out of scope for this work.}

4.3.2 Scheduling

In a TrustZone-based TEE, the TEE and the MEE share the same CPU, and must operate in a time sharing manner. This means that some scheduling policy between the two environments must be applied.

TROOS does not interrupt the MEE OS while it is running. When the MEE is controlling the CPU, it uses its OS scheduler to manage its processes. At any time it may choose to pass the control to TROOS (using the TROOS API) in order to use a trusted service. Once TROOS receives control over the CPU, it keeps it until it finishes to handle the service request. TROOS also operates with masked interrupts, i.e., any interrupt received while TROOS is running is ignored by the TEE, and is later served by the MEE. This means that from the point of view of the MEE OS, any trusted service request is blocking.

Recall that when using TrustZone, two operating systems are running in parallel. Each of these OSes has its own scheduler for its processes. TROOS has no specific requirements from the MEE OS scheduler, and it may run alongside the MEE regardless of its OS processes scheduling policy, with the MEE scheduler controlling the switch to TROOS. In particular, the MEE may never pass the control to TROOS (i.e., DoS is possible).

For the purpose of this work, TROOS uses a non-preemptive scheduler. Any service request is handled without being stopped until it is completed, and only then the control is passed back to the MEE. This is merely an arbitrary choice for simplicity. TROOS could easily use a more complex scheduler without any significant design changes.

4.3.3 TROOS External API (MEE ⇔ TEE)

In order to keep the TEE attack surface as small as possible, we wish to minimize the interface between the TEE and the MEE. At the same time, we want to keep our TEE
Table 4.2: TROOS External API

<table>
<thead>
<tr>
<th>Command</th>
<th>Description</th>
<th>Return Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCREATE(exec, mani, cert, io buffer, io buffer size)</td>
<td>Creates a new TA.</td>
<td>TAID</td>
</tr>
<tr>
<td>TDESTROY(taid)</td>
<td>Destroys an existing TA</td>
<td>Status</td>
</tr>
<tr>
<td>TWRITE(taid, n, cmd)</td>
<td>Notifies the TA that data was written to its I/O buffer</td>
<td>#Bytes written</td>
</tr>
<tr>
<td>TREAD(taid, n, cmd)</td>
<td>Notifies the TA that data was read from its I/O buffer</td>
<td>#Bytes to read</td>
</tr>
</tbody>
</table>

useful and versatile, and have an external API that supports the most common use cases.

We chose not to follow the GlobalPlatform Client API, since it is too broad for our purposes, and contains interfaces which unnecessarily enlarge the TEE attack surface. For example, the GlobalPlatform API exposes a few commands to create sessions between a TA and its client application. While sessions may be useful in some cases, they are not necessary in others. Therefore, we think that only TAs that require sessions should expose such interfaces rather than make it a part of the TEE API.

Another example for common TEE interface that we chose not to include in TROOS API is firmware update. Many TEE offer a secure service which enables the MEE to update secure firmware (after properly authenticating it). TROOS does not provide such an interface. However, if firmware update service is needed it can be implemented by a dedicated system component, or preferably a dedicated TA.

In this subsection we propose an external API consists of only four commands, which meets our requirements. This API is presented in Table 4.2, it includes a command for the creation of TAs, a command for the destruction of TAs, and two commands for I/O operations. The following subsubsections provide a detailed description of the external API.

### 4.3.3.1 TCREATE

The TCREATE command creates a new TA. The MEE provides the TA code and initial data in a single file called the **TA executable**. The TCREATE command receives all of its arguments via memory buffers. These memory buffers are untrusted since they are shared with the MEE. Hence TROOS first operation is to copy the input buffers into its own internal buffers. Then, the TA executable is measured and authenticated using the provided manifest and certificate. Trust is then gained through these measurements authentication. These measurements are also used in the remote attestation reports and enable remote parties to know exactly who they are communicating with.

If the TA executable is successfully authenticated, the TA manager creates a new subprocess for the TA. TROOS maps the I/O buffer to the TA memory space and assigns a TAID to the subprocess. The new TA capabilities are set according to the manifest.

The TCREATE parameters are:
1. **TA Executable:** A pointer to a buffer containing the TA executable file.

2. **Manifest:** A pointer to a buffer containing the TA manifest.

3. **Cert:** A pointer to a buffer containing a certificate for the manifest signing key.

4. **I/O buffer:** The physical address of the shared I/O buffer. The TEE OS maps this address to the TA memory space.

5. **I/O buffer size:** The size of the I/O buffer to be mapped.

**Return Value:** Upon success returned is the new TAID. A negative return value indicates an error.

### 4.3.3.2 TDESTROY

The TDESTROY command destroys an existing TA. The MEE can decide that it no longer requires the services of a certain TA, e.g., when the MEE process that used the TA services exits. In such a case, the OS should destroy the TA in order to free the resources of the TA. Another reason to destroy unnecessary TAs is that they enlarge the TEE attack surface, while they no longer provide any useful services.

Once invoked, the TDESTROY command stops the TA execution, kills the relevant TROOS process and frees its resources.

The TDESTROY parameters are:

1. **TAID:** The TA to destroy.

**Return Value:** Upon success a non-negative return value is returned. A negative return value indicates an error.

### 4.3.3.3 TWRITE

The TWRITE command notifies a TA that new data has been written to its I/O buffer by the MEE. It is used by the MEE by writing $n$ bytes to the TA I/O buffer (which is stored in shared memory), and then calling the TWRITE API command to notify the TA that the new data is available. Upon receiving the command, the TA attempts to read $n$ bytes from the I/O buffer.

The TWRITE parameters are:

1. **TAID:** The TA to be notified.
2. **N:** The number of bytes written to the buffer.
3. **Cmd:** An auxiliary argument. Can be used by the TA to determine how to handle the new data.

**Return Value:** Upon success the return value is the number of bytes (zero or positive) read from the I/O buffer by the TA. A negative return value indicates an error.
4.3.3.4 TREAD

The TREAD commands notifies a TA that its client application wishes to read from the I/O buffer. The TA writes data to the I/O buffer and passes the control back to the MEE.

The TREAD parameters are:

1. TAID: The TA to be notified.
2. N: The maximum number of bytes to read from the buffer.
3. Cmd: An auxiliary argument. Can be used by the TA to determine how to handle request.

Return Value: Upon success the return value is the number of bytes (zero or positive) written to the I/O buffer by the TA, i.e, the number of bytes ready to be read by the client application. A negative return value indicates an error.

4.3.3.5 TWRITE and TREAD Usage Example

Consider a TA that provides access to a secure RNG device. Such a TA typically offers various trusted services, such as random data generation and device configuration operations. For the purpose of this example we focus on one specific service provided by the TA, which we name getrandom_bytes(n). This service uses the RNG device to generate n bytes of random data, and returns them to the MEE.

In our example, a client application wishes to get n random bytes by calling getrandom_bytes(n). We assume that the TA already runs, and that it is waiting to serve its client applications.

A client application first writes n to the shared I/O buffer, and then uses the TWRITE interface with a cmd argument which indicates that the getrandom_bytes service is called.

The TWRITE command passes control to the TA, which then parses the request and identifies that getrandom_bytes is called. It then reads n from the I/O buffer, asks the RNG device to produce random data, and passes the control back to the MEE.

After the successful completion of TWRITE the client application uses TREAD, and passes control again to the TA, which writes the random data it received from the device to the shared buffer, and then passes control back to the MEE. Now the client application can read the random data from the shared buffer.

The getrandom_bytes service could have been implemented using a single API command, which blocks the MEE until the random data is generated. By splitting the service to two API command, we allow the MEE to regain control while the RNG device is producing the random data.

Listing 4.1 and Listing 4.2 provide a pseudo-code description of the TA and client application respectively.
0. Wait for service request
3. Parse service request
4. Read n from the shared buffer
5. Ask the RNG device to generate n bytes
6. Wait for service request

9. Parse service request
10. Write random data to the shared buffer
11. Wait for service request

12. If r == error then: handle error
13. Read n random bytes from the buffer

Listing 4.1: TWRITE and TREAD Usage
Example: The TA

Listing 4.2: TWRITE and TREAD Usage
Example: The Client Application

4.3.4 TROOS Internal API (TAs ↔ System Components)

TROOS internal API follows a client-server model. A service request is submitted by triggering an RPC in the component that offers the desired service. The component that triggers the RPC request plays the role of the client, and the component that executes the procedure plays the role of the server. A component may offer and receive services, therefore it may act both as a server and as a client.

The client is eligible to receive a service from the server only if it possesses the relevant capability to access the particular server. The enforcement of the capabilities model is done by the micro-kernel component as a part of the IPC implementation.

For example, consider a Bitcoin wallet TA. A Bitcoin transaction is valid only if it is signed by the coin ownership key. The Bitcoin wallet TA is responsible to sign the transaction. The TA can trigger an RPC in the Crypto component, which allows it to access the coin ownership key. The TA then signs the transaction with this key. The TA should have the proper capability for calling the service that provides access to the signature keys.

TROOS internal API does not provide direct communication between different TAs. TAs that wish to interact with other TAs, must do so via the MME. Although the indirect communication may have a negative effect on performance, by not allowing direct communication we simplify TROOS, eliminate unnecessary APIs. In particular, we avoid sharing memory between TAs. However, the TAs may interact with each other via the MEE, thus the functionally of TROOS is not effected, and TROOS can support every TA supported by other TrustZone-based TEEs (with proper adjustments).
4.3.5 The Advantages of the TROOS Architecture

In this subsection we show how the TROOS architecture mitigates attacks on the TEE, by analyzing a real life attack. Our analysis shows how the TROOS API significantly limits the attacker ability to attack the TEE.

We chose to demonstrate TROOS’s API advantages through the attack of Beniamini in [11], which we already discussed. Beniamini showed how a local unprivileged MEE user can exploit his way to full control over the QSEE kernel. This methodical attack advances step by step until achieving its final goal.

The first step of the attack is to exploit a vulnerability in the Linux kernel in order to freely interact with QSEE, then a vulnerable TA is exploited in order to gain initial foothold in QSEE. Finally, the exploited TA is used to exploit the QSEE kernel. For the purpose of this discussion we are only interested in the last two steps.

4.3.5.1 Exploiting the TA

In this step of the attack Beniamini [11] exploits a buffer overflow vulnerability in the Widevine DRM TA [69]. This vulnerability allows the attacker to copy an arbitrary size buffer to a global buffer in the TA memory, thus enabling him to overwrite any memory location after this global buffer. Once the attacker has established this write primitive he uses ROP to hijack the TA control flow and to gain full control over the TA. Although it is out of our scope to fully describe the exploiting techniques used in this attack, we would like to mention that they are extremely sophisticated.

To start the ROP chain execution, the attacker replaces a data structure, called session, used by the TA with a “poisoned” one by overwriting its pointer. In order to do so, the attacker needs to allocate the poisoned data structure in the TA memory.

The TA’s writable memory areas are carved out of a special memory region called secapp. TrustZone isolates secapp from the MEE, however QSEE TAs have unlimited access to all allocated memory pages within that region, i.e., every TA can access every allocated page within secapp. This fact is used by the attacker to find a valid memory location for his poisoned session. This memory locations is located by using a global read primitive, which is able to read data from every allocated secapp page even outside of the TA context.

In TROOS, the buffer overflow vulnerability introduced by the Widevine DRM TA may still exist, and might be exploited by the attacker to overwrite the session pointer. However, the TROOS architecture does not allow TAs to share memory, and therefore the technique used by the attacker to create the poisoned session would have failed.

4.3.5.2 Exploiting the Kernel

In this step of Beniamini’s attack an unverified write address vulnerability in the QSEE kernel is exploited. This vulnerability is found in one of the 69 (!) QSEE kernel
API commands exposed to the MEE. The exploit allows the attacker to write zero to arbitrary kernel memory locations (a.k.a write-zero primitive).

The write-zero primitive is then cleverly extended to an arbitrary write primitive, which is then used to inject code to the QSEE kernel (after bypassing its read-only memory protection). In order to do so, two more API commands are used.

To put it all together, the attacker is able to locate a vulnerable API command, and then by combing it with two more API commands, he mounts an attack on the QSEE kernel and takes over the TEE.

This attack is clearly caused by the high complexity of the QSEE API. In particular, the large number of API commands exposed to the MEE makes it much harder to verify that they do not contain vulnerabilities. Moreover, as demonstrated in this attack, the abundance of API commands provides the attacker more options to exploit the vulnerabilities he finds.

On the other hand, TROOS has a very simple API with only four commands. Therefore, it is easier to verify that it does not contain vulnerabilities. Moreover, even if there is a vulnerability in one of the API commands, it is harder to exploit it, since the attacker does not have a rich selection of API commands to utilize in his attack.

4.4 Implementation Details

Our goal was to design a real and usable OS for TEEs, and we did it by implementing a prototype of TROOS. Our prototype includes a top to bottom TEE implementation that complies with the TROOS architecture, a couple of example TAs, and an MEE driver that interacts with TROOS.

For obvious reasons we chose not to implement the kernel from scratch. Instead, we used an existing kernel that suits our needs. Since according to the TROOS architecture the kernel mode component is based on a micro-kernel, we needed to use a micro-kernel rather than a monolithic kernel.

In order to be able to comply with the TROOS architecture, the OS kernel should support the following properties:

- Process isolation.
- Inter-process communication with fine grained access control.
- Minimal application TCB.

When we checked the alternatives, we observed that the Genode OS framework meets all of these requirements, while it also has native TrustZone support.

The Genode security model is capability driven. It provides strong process isolation and enables us to easily create a set of capabilities for each TA. Moreover, TROOS requires RPCs for its internal API, and Genode supports RPC as an IPC mechanism. Finally, Genode enables its applications to define their TCB by the services they are
Figure 4.2: The TCB of a Genode Application. The TCB of the yellow sandbox is marked in red. The TCB includes all of the sandbox’s ancestors, and an additional sandbox it interacts with. The rest of the system is not included in the TCB (figure taken from [40]).

using, i.e., a Genode application only needs to include in its TCB the system components it is actually interacting with.

For these reasons we opted to use Genode as a kernel for TROOS.

### 4.4.1 Genode OS Framework

The *Genode OS Framework* [20] is a toolkit for building highly secure special-purpose operating systems. The system is built in a recursive manner: each application is executed in its own sandbox with the bare minimum of access rights needed to complete its task. Any application can create and manage sub-sandboxes, which use a subset of its own resources. Genode provides mechanisms for communication between sandboxes, these mechanisms are controlled by the system’s security policy which restricts the interactions between the sandboxes.

The Genode OS is micro-kernel based (a variation of L4 [34]). The framework provides many building blocks (such as device drivers, file systems and network stacks), which allow users to quickly build sophisticated complex system. However, due to its recursive structure, Genode is able to keep a small TCB for its applications, even when the system itself is very complex. In Genode, the TCB of an application includes all of its ancestors as well as the sandboxes it is interacting with (along with their ancestors as well). Other sandboxes are not included in the application’s TCB. This concept is illustrated in Figure 4.2.

The Genode security policy is capability driven. In Genode, an application may be granted capabilities to interact with other applications in various manners. This
security model nicely suits the needs of a TEE, as it allows fine grained control over each trusted application ability to interact with other components.

4.4.2 Implementing TROOS System Components with Genode

The first thing we need to clarify in order to continue with our discussion regards to our terminology. We named the different parts of TROOS components. Genode terminology also uses the name components, but with a slightly different meaning. In Genode a component is basically a process, i.e., this is basic execution unit of the OS. For clarity, the term components in this subsection refers to TROOS system components. When addressing Genode components, we will explicitly say “Genode Components”.

In our prototype each system component and each TA is implemented in a separate Genode component (i.e., a different Genode process). These components interact with each other using Genode’s native RPC API. The system structure is outlined in Figure 4.3. Genode provided us the basic OS services, and we built our system’s components based on these services. To clarify which parts of the system are Genode-native and which are ours different colors are used in Figure 4.3.

4.4.2.1 The TAs Manager

The TAs manager is the parent of all the TAs. It delegates capabilities to each TA according to the TA manifest, and controls every service request made by the TAs.

In order to create the TAs the TAs manager uses an auxiliary component called the loader. The loader is a native Genode component, which creates new Genode components from executables. The TAs resources are taken from the TAs manager budget, and are disconnected from the loader after the creation process is finished.

---

3The Genode components are user mode processes.
4.4.2.2 The TZ-VMM Component

The TZ-VMM component is the native Genode component that implements TrustZone support. It interacts with the monitor and receives the MEE requests. We use the TZ-VMM component to implement the dispatcher.

Recall that an SMC instruction causes an exception which is handled by the monitor. The monitor parses the SMC arguments and passes the control to the TZ-VMM component.

Although the TROOS architecture allows the dispatcher to directly interact with the TAs, this is not the case in our prototype. Instead the TZ-VMM component passes the request to the TAs manager which in turn passes the request to the relevant TA (if needed). This flow is outlined in Figure 4.4.

4.4.3 Utilizing the Genode Architecture

Various Genode features are utilized in order to realize the concepts specified in the TROOS architecture. The following subsubsections describe how the Genode architecture is leveraged to achieve compliance with TROOS architecture.

4.4.3.1 Components Isolation

In Genode each component operates in its own protection domain. These protection domains consist of a virtual address space and a capability space. Protection domains are isolated from each other, and can interact with each other only by sharing memory or by triggering RPCs. However, the TA manager does not allow its TAs to share memory. Moreover, TAs are not allowed to directly interact with Genode.

As a result, the desired strong isolation is achieved. Moreover, we are ensured that all components obey the interaction requirements of the TROOS architecture (as presented in Figure 4.1).
4.4.3.2 TA Capabilities

Recall that Genode has a native RPC mechanism, which allows a component to offer services to other components. Moreover, in order to trigger an RPC the client must have a capability allowing it to access the service.

In our prototype, the TAs manager poses capabilities to every service in the system, and delegates these capabilities to the TAs according to their manifest. Therefore, TAs may only access services allowed by their manifest.

4.4.3.3 Minimizing the TAs TCB

Recall that in Genode the TCB of an application includes all of its ancestors. Moreover, the recursive system structure allows each application to decide which additional parts of the system are included in its TCB.

Thanks to the system structure (as presented in Figure 4.3) a TA running under TROOS is not forced to include the entire system in its TCB. Instead, the TCB of a TA consists only the the kernel, the TA manager and the TA itself. However, if the TA wishes to use a service provided by a system component this component is also included in the TA TCB.

Notice that the dispatcher component (i.e., the TZ_VMM component) is not part of the TA’s TCB. The requests from the MEE are considered untrusted, and the dispatcher only transfers them to the TAs. Therefore, the dispatcher only has the power to control untrusted data.

4.4.4 The TROOS MEE Driver

As a part of our TROOS prototype, we implemented a simple MEE driver for Linux that supports the interface to the TROOS trusted kernel. The driver, which is implemented as a char device, enables to interact with the external API of TROOS, and supports all of the four TROOS API commands.

The driver supports the API commands using the following technologies: the TREAD and TWRITE commands are implemented as the device’s read and write operations. The TCREATE and TDESTROY commands are provided via the driver’s iotcl interface.

Upon every TA creation request the driver allocates a new buffer to serve as the TA’s shared I/O buffer, and links it to the file descriptor used to issue the request. When the TEE creates the new TA, it maps the buffer to the TA’s address space. The state of the shared I/O buffer after a successful TA creation is outlined in Figure 4.5. Once the TA is created, the client application can use the driver’s read and write interfaces to communicate with the TA.

The read and write interfaces allow only sequential transfer of data, which is not always the most convenient way to communicate. However, random memory access can be achieved by using the driver’s mmap interface. This interface enables Linux char devices to map portions of their memory into the address space of their client. By
Figure 4.5: TROOS MEE Driver Shared I/O Buffer. The shared I/O buffer is allocated by the TROOS driver in kernel memory. The TA can directly access the buffer, since it is mapped to its memory during TCREATE. The client application uses the driver’s read and write operation to access the buffer.

using mmap, the TROOS MEE driver can (theoretically) map the shared I/O buffer directly into the address space of the client application. However, this feature was not yet implemented in our driver.

4.5 Epilogue

In this chapter we presented the design of TROOS, an OS for TrustZone based TEEs. At the core of our design stands the principle that the design of a trusted system must take into account well known security concepts, and use them as the guidelines for the design. As banal as it may seem, we showed that is not the case in existing many TEEs.

We then demonstrated how the security concepts implemented in TROOS (such as least privileges, attack surface minimization and TCB reduction) improve its overall security relatively to QSEE (Qualcomm’s widespread TrustZone based TEE). We did so by analyzing a real attack on a TEE and compared the results to a TEE that uses TROOS.

We believe that the theoretical tools presented in Chapters 1 and 2 combined with the approach we used to design TROOS should be implemented whenever designing a secure system.

Naturally, there is still much work to be done in order to bring TROOS to production level quality. However, we are certain that this effort, if invested, will not be in vain, and would lead to more secure systems.
Chapter 5

TKRFP – Trusted Kernel Return Flow Protection

In this chapter we present a TEE-based protection against return flow hijacking attacks, to which we call TKRFP: Trusted Kernel Return Flow Protection. This protection mechanism addresses the unfortunately forgotten problem of protecting the kernel against return flow hijacking attacks. Our solution uses the TEE to protect the return flow information in a secure way, such that even the MEE OS itself cannot manipulate it. Such a mechanism can also be extended to other kinds of security mitigations in order to reduce the attack surface of the MEE further, e.g., by using the TEE to implement an indirect branch protection mechanism.

Control flow hijacking is a family of attacks that takes over the program execution by modifying its control flow. These attacks usually utilize a write primitive (i.e., the ability to write to a memory location) to overwrite some data that the program uses to control its flow. For example, by overwriting a return address stored on the stack, an attacker can direct the program execution to an address of his choice, which may point to some code that the attacker wishes to run. This particular type of control flow hijacking is called return flow hijacking. Although initially the scope of return flow hijacking attacks seemed limited, by utilizing advanced techniques such as return oriented programming (ROP) an attacker may be able to run almost anything he desires. As described in the introduction, return flow hijacking attacks are frequently preformed by attackers. Thus, return flow hijacking attacks pose a serious security threat, and an effective protection mechanism for these attacks can significantly improve the system security.

There are several possible mechanisms to prevent control flow hijacking. Kernel address space layout randomization (KASLR) can somewhat reduce the impact of control flow modification. Unfortunately, most KASLR implementations offer only limited protection, while even a minor information leak suffices to bypass the KASLR protection of the most popular systems [44, 42, 43]. Stack canaries are also a very common and effective solution, but they can only protect against a limited set of
attacks. Intel recently announced a new planned technology to prevent control flow hijacking dubbed Control-flow Enforcement Technology (CET) [28], but no timeline for its availability was published. Microsoft also implemented a software-based control flow hijacking mitigation which they call Control-flow Guard (CFG). CFG protects against various types of control flow hijacking, but return flow hijacking is not one of them. Microsoft also developed Return-flow Guard (RFG), which is an experimental security mechanism designed to provide protection against return flow hijacking. RFG was implemented in Windows 10 beta releases, but was then discontinued due to major flaws found in its design [29]. Both CFG and RFG were designed for the protection of unprivileged (user space) code. See Section 1.4 for a detailed discussion on these protection mechanisms.

In this chapter, we present Trusted Kernel Return Flow Protection (TKRFP), which is a TEE-based return flow hijacking protection specifically designed to protect the kernel. Our solution is based on a shadow stack: Whenever a return address is stored in the call stack, a copy of that return address is also stored on the shadow stack. Before the actual return is performed, the top address stored in the shadow stack is compared to the target of the return instruction (which is stored on the regular stack). If there is a match, the shadow stack is popped, and the return instruction is executed. Otherwise, the mismatch causes the kernel to stop running, thus enforcing protection from a modified return address on the regular stack. By utilizing TEEs (such as TrustZone) to protect the shadow stack, TKRFP prevents an attacker who gained kernel read and write privileges from successfully controlling the code execution by the means of return flow hijacking.

The rest of this chapter is organized as follows: In Section 5.1 we define the TKRFP threat model. The architecture of TKRFP is presented in Section 5.2, and Section 5.3 provides the details of our proof of concept implementation. We continue by evaluating our proof of concept implementation in Section 5.4. Finally, we discuss various related issues in Section 5.5.

5.1 TKRFP Threat Model

We assume a local unprivileged attacker, i.e., that the attacker has an initial foothold in the userland, and that this foothold cannot bypass the security policy enforced by the kernel. Under this threat model the attacker is able to run arbitrary userland code, and he can also interact with the kernel through various kernel APIs.

Moreover, we assume that the attacker has successfully exploited some kernel vulnerabilities, through which he gained arbitrary read and write primitives to the kernel memory. The attacker is then trying to leverage these primitives to gain arbitrary code execution within the kernel.

On the other hand, the kernel is assumed to be relatively well protected, e.g., it is assumed to use the most common vulnerability mitigations such as KASLR, NX and
stack canaries.

The attacker’s read and write primitives enable him to bypass security mitigations deployed in the kernel, and hijack the kernel return flow. A write primitive can be used to hijack to program execution flow by overwriting a return address. Moreover, since we assume that the attacker can write to arbitrary memory locations, he can bypass the stack canaries protection by overwriting only the return addresses while leaving the stack canaries intact. Another way to bypass stack canaries is to use a read primitive to leak their content, thus nullifying their protection. A read primitive may also be used to bypass KASLR by leaking address information.

However, we assume that the attacker cannot change the kernel code segment. This is a reasonable assumption for two main reasons:

1. Previous works (such as [10, 19]) already showed how the kernel can protect its code from being changed by attackers with kernel read and write primitives.

2. The kernel code is mapped to non-writable memory pages. Although an attacker with read and write primitives can re-map the code pages such that they are writable, this kind of attack is much more complicated.

5.2 The TKRFP Architecture

We designed TKRFP to protect the kernel against a variety of attacks that manipulate return addresses stored on the stack. Since the stack is necessarily writable, the attacker typically has write access to it. Such attacks include ROP attacks which write to the stack directly (e.g., by overflowing a buffer with specific content chosen by the attacker), as well as more complex attacks that manipulate the stack indirectly. The latter kind may use the OS to perform writing: We present such an attack, in which the attacker manipulates a process to write to another process’s stack, in Chapter 6.

Various solutions were proposed for protecting user space programs. Some of which protect the stack data by making it (or a copy of it) accessible only to the OS kernel, ensuring that user programs cannot manipulate or modify it. However, we are not aware of any existing solution targeting kernel protection, and which can protect the kernel from an attacker with kernel write privileges. Our solution is designed especially to protect the OS kernel. We use TEEs in order to protect the stack data from the OS kernel and also from user programs that succeed to gain access to the OS kernel memory. In this work a TrustZone-based TEE is used.

TKRFP adopts the idea of a shadow stack. In order to overcome weaknesses of other shadow stack implementations, our solution protects the shadow stack by disabling any direct read or write access by any entity of the MEE (both user space programs and the MEE operating system kernel). Our shadow stack is created and managed by a dedicated code in the TEE. The shadow stack is therefore accessible only to the TEE in a way that prevents the MEE OS and any of its entities from accessing it.
The MEE must still be able to instruct the TEE code to push or pop the return address to/from the shadow stack, so operations asking the TEE to push or pop must be provided to the MEE OS. In TKRFP, these push and pop operations are added to the MEE OS code during compilation: The shadow stack push operation is added to the procedure prologue, as demonstrated in Listing 5.1, and the shadow stack pop operation is added to the procedure epilogue, as demonstrated in Listing 5.2. These listings illustrate ARM assembly, as we implemented our prototype on an ARM CPU. The assembly instructions in these listings are the standard prologue and epilogue codes, and the capitalized markers show the locations of the added instructions.

An ideal implementation that requires an ISA modification would contact the TEE directly by the procedure call and procedure return instructions of the architecture, instead of the additional code in the prologue and epilogue.

On most systems the OS kernel does not have a single call stack. Instead, each process has its own kernel mode call stack. TKRFP can support both single and multi-stack systems, with as many stacks as needed. It maintains a shadow stack for each kernel mode stack. Whenever the kernel switches the stack (e.g., during a context switch), the shadow stack must also be switched. It is the OS kernel responsibility to ask the TEE to allocate new shadow stacks when needed and to ask the TEE to switch shadow stacks on a kernel stack switch. Our solution offers the OS kernel all the services required in order to do so, while still ensuring that the MEE kernel cannot directly access the shadow stacks.

### 5.2.1 TKRFP Security Properties

As stated above TKRFP’s main goal is to catch all return flow hijacking attacks. In addition it also satisfies the following properties:

- The shadow stack is not accessible (neither for write nor for read) to any entity outside the TEE.
- Support for multi stack kernels.
- As transparent to the kernel developer as possible, i.e., a typical kernel developer does not need to interact with TKRFP (since most of the necessary code is added by the compiler).
• Backward compatibility. The ability to add shadow stack protection to existing kernels with minimal code changes.

• Forward compatibility. The interface between the the MEE and TKRFP is simple and fixed, so future OS updates will not require to wait for corresponding TEE updates.

• Reasonable performance impact.

5.2.2 The Shadow Stack Software Modules

The shadow stacks are managed by a dedicated TEE software module. The module uses several data structures:

(a) A mapping between shadow stack outer representation (stack id) to the shadow stack inner representation (stack state).

(b) Active shadow stack state pointer and SSP.

(c) Stack state data structures storing metadata for each shadow stack. In particular, the stack state stores the state of inactive stacks.

(d) The shadow stacks themselves. Each shadow stack is protected against downward-s/uswards overflow by two adjacent guard pages.

An overview of the module components and their interactions is illustrated in Figure 5.1. All the module’s components (code and data) resides in the TEE memory space.
Table 5.1: The TKRFP API

<table>
<thead>
<tr>
<th>Command</th>
<th>Parameters</th>
<th>Return Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TKRFP_ALLOC</td>
<td>void</td>
<td>stack id</td>
<td>Allocate a new SS</td>
</tr>
<tr>
<td>TKRFP_SET_ACTIVE</td>
<td>stack id</td>
<td>void</td>
<td>Set as active SS</td>
</tr>
<tr>
<td>TKRFP_PUSH</td>
<td>return address</td>
<td>void</td>
<td>Push to the active SS</td>
</tr>
<tr>
<td>TKRFP_POP</td>
<td>return address</td>
<td>void</td>
<td>Pop from the active SS and verify</td>
</tr>
<tr>
<td>TKRFP_FREE</td>
<td>stack id</td>
<td>void</td>
<td>Free a shadow stack</td>
</tr>
</tbody>
</table>

5.2.3 The Shadow Stack Operations

The shadow stack code and data reside in the TEE, and cannot be directly accessed by the MEE OS. However, the MEE OS can use the TEE interface to access the shadow stack API. The API is small and simple, as summarized in Table 5.1. Two operations, TKRFP_PUSH and TKRFP_POP are frequently called, while the other three are used to manage the stacks. The API operations are discussed below.

5.2.3.1 Initialization

During the system’s boot process the TEE is typically booted before the MEE. At this stage TKRFP is initialized, and it is ready when the MEE starts to boot.

TKRFP initializes its data structures such that the first shadow stack activation operates in a similar manner to the subsequent calls. The active shadow stack pointer points to a dummy stack state, which is used to store the “previous” state, and each stack state stores the address of its stack head.

5.2.3.2 Creating a Shadow Stack (TKRFP_ALLOC)

It is the kernel responsibility to ask the TEE to allocate shadow stacks when needed (i.e., when allocating a new kernel stack). Upon receiving a request for shadow stack allocation (called TKRFP_ALLOC), the TEE allocates a new shadow stack (along with its guard pages), and assigns it an unused stack id. A stack state structure is also allocated to hold the new stack metadata, and a mapping between the stack id and stack state is created. Finally the stack id the returned to the MEE as the return value. The MEE kernel is expected to store this value in its process table.

5.2.3.3 Activating a Shadow Stack (TKRFP_SET_ACTIVE)

Among all the allocated shadow stack, only one is active at any time. The shadow stack push and shadow stack pop operations are always preformed on the active shadow stack. The MEE kernel is responsible to decide which of the allocated shadow stacks is the active one and ask the TEE to set it as active using the TKRFP_SET_ACTIVE API command. This command stores the current SSP in the stack state pointed by the active stack pointer, and then updates the TEE data structures with the new active
shadow stack. This update includes updating the SSP and the active shadow stack pointer.

For example, whenever the kernel switches stacks, it should also switch the active shadow stack by calling to the TKRFP_SET_ACTIVE API command with the shadow stack id of the stack to be activated.

5.2.3.4 Pushing to the Shadow Stack (TKRFP_PUSH)

The compiler adds to the procedure prologue a call to the TEE push command. The push command operates on the active shadow stack, and stores the procedure return address, which is received as a parameter, to the memory location pointed by the SSP. An alternative implementation can let the the TEE to read the return address directly from the MEE (e.g., read the banked LR). After storing the return address on the shadow stack, the SSP is incremented. If there is no active shadow stack while calling a push command an attack is assumed.

5.2.3.5 Verifying and Popping from the Shadow Stack (TKRFP_POP)

The compiler adds to the procedure epilogue (or any return sequence) a call to the TEE pop command. The pop command is called TKRFP_POP. It operates on the active shadow stack. After popping the top of the active shadow stack (pointed by the SSP), the result is compared to the address the MEE is about to use as the return address, which is given as a parameter to the pop command. If the addresses do not match, an attack is assumed, and the TEE preforms a security lockdown of the MEE and stops its execution.

There are various alternatives for lockdown. For example, once an attack is identified, the TEE may pass control to a dedicated code in the MEE that is assumed to be safe and unmodified by the malicious code. In this case, even though we know that the MEE was attacked, we still trust some specific MEE code to handle its protection. But, of course, in this case the TEE should take precaution measures (e.g., measure the relevant MEE code and verify its authenticity) before passing control back to the MEE.

5.2.3.6 Freeing a Shadow Stack (TKRFP_FREE)

When the MEE frees a kernel stack it should also ask the TEE to free the corresponding shadow stack, using the shadow stack free command, TKRFP_FREE. The TEE frees the stack control structures, and memory and deassigns the shadow stack id.

The active shadow stack cannot be freed (an error is returned if that happens). This fact allows the TKRFP_PUSH and TKRFP_POP to assume that there is an active shadow stack, and not verify the shadow stack before their operation.
5.3 Prototype Implementation

We implemented a prototype of TKRFP with TrustZone-based TEE. The prototype is composed of three parts:

- A TEE module with TKRFP API, running inside TrustZone.
- A Linux kernel with TKRFP support, with a dedicated code to allocate, free and switch TKRFP stacks using the TKRFP API.
- A GCC plugin to generate the TKRFP procedure prologues and epilogues during the kernel compilation.

5.3.1 The TKRFP TEE Module

The TKRFP TEE module creates and manages the shadow stacks. The module is loaded to TrustZone at system boot time, and exposes the TKRFP API to the MEE via the SMC mechanism.

In order to achieve better performance we implemented TKRFP in a way that never performs a full world switch. The TKRFP commands are simple enough that the monitor mode is capable of handling them, without the extra overhead of switching to NS=0: When a TKRFP command is invoked, the monitor mode code handles the shadow stack operation from start to finish, and then returns control to the MEE, without the usual (costly) transfer of control to “non-monitor” secure code.

The TKRFP TEE module uses two arrays as its main data structures. The first is an array of shadow stacks, 4KB each. A size of 4KB is more than enough, since the shadow stack size is bounded by the kernel stack size which is very limited. Additionally, recall that our shadow stacks store only return addresses, therefore a stack of 4KB can store over 500 of return address, which is much more than the kernel typically needs. The second array is of the same length, but each entry in it is a stack state record (the record definition is given in Listing 5.3), which holds the metadata of a corresponding shadow stack. A shadow stack id is the array index of the corresponding stack state record. In addition to the two arrays, two auxiliary global variables are also used:

1. The SSP, which points to the head of the active shadow stack.
2. The active stack pointer, which points to stack state record corresponding to the active shadow stack.

Listing 5.3: The Stack State Record

struct ss_state {
    void *head;
    ss_status_t status;
};
The TKRFP_SET_ACTIVE, TKRFP_ALLOC, and TKRFP_FREE operations update the metadata and the global variables. The last two operations only change the stack status to mark it as allocated or free. But the TKRFP_SET_ACTIVE operation stores the SSP on the active stack state before restoring its value from the requested stack state.

The TEE module code needs to increment the SSP on every TKRFP_PUSH, and decrement it on every TKRFP_POP. These maintenance operations have considerable impact on the TKRFP overhead. We discuss a way to reduce this maintenance time in Subsection 5.5.2.

5.3.2 The TKRFP Customized Linux Kernel

In order to support TKRFP, the MEE OS kernel must be aware of the services provided by the TEE, and TKRFP push and TKRFP pop commands must be added to the procedure prologues and epilogues. Since our threat model assumes that the kernel code cannot be changed by the attacker, the TKRFP commands cannot be removed, and the protection of TKRFP is promised. The kernel code is only slightly modified compared to the original kernel in order to allocate the shadow stacks and switch them at context switches. Most of the modifications are those made by the compiler at compile time.

We customized a Linux Kernel 2.6.35 to support TKRFP by making the following changes to the kernel code:

- A new field, tkrfp_id, was added to the process descriptor record (struct task_struct). This field is used to store the id of the shadow stack that is allocated for the process.

- When a new process is created, the kernel allocates a kernel stack for that process. In order to support TKRFP, the kernel is required to also allocate a new shadow stack (using the TKRFP API) for the new process. The shadow stack id is stored in the tkrfp_id field in the process descriptor.

- The active TKRFP shadow stack should always be the one protecting the process which is currently running. When the kernel performs a context switch, it must also switch the active TKRFP shadow stack.

- When the kernel frees a kernel stack, it should also free the corresponding TKRFP shadow stack.

All these changes are controlled by a new configuration flag, CONFIG_TKRFP, that we added to the kconfig security menu.

5.3.3 The TKRFP GCC Plugin and Automatic Kernel Modifications

GCC offers the possibility to extend its features by loading plugins [58], which are loadable modules that interact with the compiler via a rich subset of GCC internal
foo:
push {r0,r1}
mov r0, #TKRFP_PUSH
mov r1, lr
smc #0
pop {r0,r1}
push {fp, lr}
...

Listing 5.4: Procedure Prologue with TKRFP Protection as Generated by The Plugin

... push {r0,r1}
mov r0, #TKRFP_POP
mov r1, [fp]
smc #0
pop {r0,r1}
sub sp, fp, #8
pop {fp, pc} //the return instruciton

Listing 5.5: Procedure Epilogue with TKRFP Protection as Generated by The Plugin

API. GCC compilation is composed of a series of passes. Each pass takes the current program representation a step forward towards an object file, which is the result of the compilation process. A plugin enables us to add our own pass before or after any of the existing passes in the series.

In order to deploy the TKRFP push and pop commands, we wrote a dedicated GCC plugin, and added it in the late stages of the compilation process, specifically after the pro_and_epilogue pass. This means that our plugin gets an intermediate representation of the program (called RTL), which already contains the generated procedure prologues and epilogues. Our plugin adds the required call to the TKRFP API command for every procedure prologue and epilogue. See Listing 5.4 and Listing 5.5 for details of the two cases.

As previously stated, on the ARM architecture, leaf procedures do not store their return address on the call stack, and are not vulnerable to return flow hijacking attacks. Therefore, our plugin identifies leaf procedures and skips them. Deployment of TKRFP protection is performed only to non-leaf procedures.

Since we intervene only in the late stages of the compilation process, most of the optimizations done by the compiler do not affect our plugin. However, two of these optimizations, the sibcalls optimization and the conditional return optimization, are directly linked to the procedure epilogue, and our plugin must handle them correctly.

5.3.3.1 Handling GCC’s Sibcalls Optimization

Sibling procedures are procedures that share both return type size and arguments size. A Tail call is when a procedure ends with a call to a procedure and returns its return value to the original caller. When a tail call is done to a sibling procedure it is called a Sibcall.

One of GCC’s optimization passes handles sibcalls. When GCC identifies that a certain procedure ends with a sibcall, the procedure does not return, but instead “calls” the sibling procedure in a special way. This “call” preforms some necessary stack adjustments, pops the return address to LR, and then branches to the sibling procedure. Listing 5.6 and Listing 5.7 demonstrate such a case.
void bar(void)
{
    foo();
    foo();
}

Listing 5.6: Sibling Procedures Example

<bar>:
push { r4, lr }
bl foo
pop { r4, lr }
b foo

Listing 5.7: The Generated Assembly with Sibcalls Optimization

Listing 5.8: TKRFP GCC Plugin Sibcall Handling

Sibcalls present a problem for our plugin. Let us consider the case demonstrated in Listings 5.6 and 5.7. On one hand, the procedure \texttt{bar} is not a leaf procedure, hence a TKRFP\_PUSH command is added to its prologue. On the other hand, \texttt{bar} ends with a call to \texttt{foo}, and not with an epilogue that can properly clean the shadow stack. Therefore the call to \texttt{bar} leads to a shadow stack mismatch.

To handle this issue, our plugin must identify sibcalls, and add a corresponding TKRFP\_POP command to the stack adjustments code, in way that bypasses the described problem. See Listing 5.8 for an example.

5.3.3.2 Handling GCC’s Conditional Return Optimization

ARM architecture supports adding a condition code to almost any instruction. When a condition code is added, the instruction is executed only if that condition holds. For example, if we add the \texttt{eq} condition code to the \texttt{mov} instruction, then it is executed only if the zero flag is set.

GCC uses conditional return instructions for both code size shrinking and performance improvement. By using conditional return GCC reduces the number of branches it is inserting to the object file, thus reducing the code size. The reduction of branches also reduces the number of instructions executed in run time. This optimization is particularly useful for procedures that verify their arguments and return on failure, as
Listing 5.9: Conditional Return Example

```c
void foo(void *p)
{
    if ( p == NULL )
        return;
    ... 
}
```

Listing 5.10: The Generated Assembly with Conditional Return Optimization

```asm
Listing 5.10: The Generated Assembly with Conditional Return Optimization

<foo>:
    mov ip, sp
    push { fp, ip, lr, pc}
    ...
    cmp r0, #0
    ldmeq sp, { fp, sp, pc} // cond return inst
    ...
```

Listing 5.11: TKRFP GCC Plugin Conditional Return Handling

```asm
Listing 5.11: TKRFP GCC Plugin Conditional Return Handling

<for>:
    mov ip, sp
    push {fp, ip, lr, pc}
    ...
    cmp r0, #0
    stmfdeq sp!, {r0,r1} // cond push inst
    moveq r0, #TKRFP_POP // cond mov inst (TKRFP arg1)
    moveq r1, [fp] // cond mov inst (TKRFP arg2)
    smceq #0 // cond SMC inst
    ldmfdeq sp!, {r0,r1} //cond pop inst
    ldmeq sp, {fp, sp, pc} //cond return inst
    ...
```

described in Listings 5.9 and 5.10.

Notice that a special stack frame handling is used to enable the conditional return: The initial stack pointer value is pushed to the stack (by pushing the ip register) in addition to the regular pushed registers in case that there is any conditional return in the procedure. In such a case, at time of procedure return (either conditional or non-conditional) the stack pointer is added to the list of popped registers, and thus the rest of the pops are preformed correctly.

To handle conditional returns we created a conditional TKRFP pop call. When our plugin identifies a conditional return, it simply inserts the conditional TKRFP pop command with the same condition. We made sure that this addition does not change the control flags, so both the return and TRKFP pop are either preformed together or skipped together. See Listing 5.11 for an example.

5.4 Performance Evaluation

We tested our modified kernel with TKRFP protection under the Re-aim framework [68] using various workloads. The Re-aim framework provides a set of micro-benchmarks which can be combined to create a simulation of a real workload, such as database, files server or heavy computing. Our tests show that the performance impact of TKRFP is small. In this section we provide an evaluation of the duration (in cycles) of various
<table>
<thead>
<tr>
<th></th>
<th>Linux</th>
<th>Linux With Canaries</th>
<th>Linux With TKRFP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>3116796B</td>
<td>3173792B</td>
<td>3168500B</td>
</tr>
<tr>
<td>Security Overhead</td>
<td>1.8%</td>
<td>1.6%</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Return Flow Protection Impact on the Kernel Image Size

CPU instructions including the SMC instruction (which switches the CPU to monitor mode and back), and then present the overall effect of TKRFP on the Re-aim workloads. We also compare the overhead of TKRFP to the overhead of stack canaries on the same workloads.

5.4.1 The Experimental Setup

We tested the TKRFP prototype on a Freescale’s iMX53qsb board. The iMX53qsb is a low cost development board with an ARM Cortex-a8 (1Ghz) CPU, 1GB of RAM and full TrustZone support.

The MEE software used in our prototype is BusyBox 1.2.1 on top of Linux 2.6.35 complied with TKRFP support as described in Section 5.3.2. The TEE software used in our prototype is the TKRFP TEE module as described in Section 5.3.1, without an OS on the TEE side.

5.4.2 Kernel Image Size

The TKRFP compiler adds instructions to the kernel image. The first step in evaluating the feasibility of TKRFP was to measure the impact of these extra instruction on the kernel image size. As shown in Table 5.2, we observed an increase of 1.6% in the kernel size, which is similar to the impact of compiling the kernel with canaries.

5.4.3 Timing the SMC Instruction

Besides the SMC instruction, all the TKRFP instructions are “regular” instructions. As a first step in evaluating the TKRFP performance overhead we measured the execution time of the SMC instruction.

Upon SMC invocation, the CPU mode is switched to monitor mode and an handler is called according to the registered monitor table (as illustrated in Figure 2.3). In our measurements we use a void handler, that is an handler that simply returns once called. Since in TKRFP an SMC is used to trigger the API commands, the execution overhead of an SMC needs to be measured from the call to the SMC till its return. We also measured simple instructions such as MOV, STR and LDR. The results are listed in Table 5.3.\(^1\)

In the “not cached” scenario, TKRFP has quite a considerable impact on the procedure execution time where the code runs for the first time. This behavior is not

\(^1\)NONE actually measures the timing measurement overhead. This value served us to tune the timing of all the other instructions.
expected to repeat in the next time TKRFP protection is called, as we expect the TKRFP code and data to be cached after its first call (or few first calls).

### Timing Protection Overhead of a Called Procedure

In order to measure the performance impact of the shadow stack, we timed the execution of an almost empty non-leaf C procedure (recall that in the ARM architecture leaf procedure are not vulnerable to return flow hijacking). Once compiled, this C procedure consists mostly of its prologue and epilogue, thus it allows us to measure the impact of changing the prologue and epilogue. We measured three cases: (1) a procedure without return flow protection (2) return flow protection by shadow stack and (3) return flow protection by stack canaries. For each case we measured two scenarios. First, a single call to the procedure (which is highly affected by cache overheads). Second, an average of 10,000 successive calls (which forces all memory accesses to reside in the cache, thus eliminating the cache overhead). The results are listed in Table 5.4.

Since our procedure consists mostly of its prologue and epilogue, most of it operations are stack accesses. Once the relevant stack address and the procedure code are cached its execution time is considerably reduced. The canaries protections only adds a couple of memory accesses, therefore its impact in cached scenario is small. On the other hand, TKRFP is more complex, as it uses the costly SMC instruction two times for each procedure. Therefore, its impact on the procedure execution time is larger. However, the cached scenario shows us that TKRFP also enjoys the cache benefits. We continue to discuss the TKRFP performance impact in the following subsubsection.

#### Deconstructing the Performance Overhead

Let us take a look on the execution time of a TKRFP protected procedure. As seen in Table 5.4, the (cached) execution time is 199 cycles. It also shows that the procedure code itself takes 30 cycles, so the TKRFP protections costs $199 - 30 = 169$ cycles per procedure call and return. To support TKRFP two SMC instructions are added to the procedure (one for TKRFP push and one for TKRFP pop), so of these 169 cycles 116 are due to the two SMC invocations, which takes 58 cycles each according to Table 5.3.

<table>
<thead>
<tr>
<th></th>
<th>NONE</th>
<th>MOV</th>
<th>STR</th>
<th>LDR</th>
<th>SMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cached</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>58</td>
</tr>
<tr>
<td>Not cached</td>
<td>15</td>
<td>1</td>
<td>15</td>
<td>16</td>
<td>450</td>
</tr>
</tbody>
</table>

Table 5.3: Basic Instructions Cycles Consumption

<table>
<thead>
<tr>
<th></th>
<th>No protection</th>
<th>TKRFP</th>
<th>Canaries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cached</td>
<td>30</td>
<td>199</td>
<td>39</td>
</tr>
<tr>
<td>Not cached</td>
<td>495</td>
<td>2666</td>
<td>591</td>
</tr>
</tbody>
</table>

Table 5.4: Return Flow Protection Performance Impact on a Single Procedure
The remaining 53 cycles preform the actual push and pop code in the TKRFP TEE module.

5.4.5 The Re-aim Framework Workloads

Now, that we know the overhead of TKRFP on a single procedure call, we wish to measure the impact of TKRFP on the whole system. For this purpose we used the Re-aim framework, and tested our prototype under various workloads. The Re-aim framework tests consist of “jobs”, which are functions focused on a specific aspect of the system (math operation, disk write, etc.). Each test runs the same list of jobs, under several sub-processes.

The Re-aim framework measures its tests execution time, and reports the following metrics:

1. **Forks** Number of subprocesses in the test.
2. **JPM** Number of jobs finished per minute.
3. **JPM_C** Number of jobs finished per minute divided by the number subprocesses.
4. **P_tnm** The total time of the test.
5. **C_utm** The total user space time scheduled for subprocesses.
6. **C_stm** The total kernel space time scheduled for subprocesses.

In our protection mechanisms analysis we add two more metrics, which measure the impact of the protection mechanism compared to the “original” kernel:

1. **S_oh** The system time overhead, i.e., $C_{stm_{new}}/C_{stm_{original}} - 1$.
2. **T_oh** The total time overhead, i.e., $P_{tm_{new}}/P_{tm_{original}} - 1$.

We applied two Re-aim workloads: The compute workload, which consists of multiple CPU-bound jobs, and the disk workload which consists of multiple I/O-bound jobs.

In the compute workload, the test processes does not call any OS service. Notice, that context switches are still performed, so TKRFP commands are called by the MEE. Moreover, the Linux scheduling policy assigns a time slice to each process, causing a CPU-bound process to quickly consume its time slice, and to be switched out by the OS. Therefore, the compute workload creates a fair number of context switches.

Under this workload we observed an overhead of around 5% to the overall test time, while canaries caused an overhead of around 3%. The results are listed in Table 5.5.

The disk workload consists of multiple jobs that perform frequent disk I/O operations, such as reading from files or writing to files. Each job requires very small CPU time, and spends most of its time waiting for I/O operations to be completed. In such a workload the test processes use the OS services very frequently.
<table>
<thead>
<tr>
<th>JPM</th>
<th>JPM_C</th>
<th>P_tm</th>
<th>C_ntm</th>
<th>C_stm</th>
<th>S_oh</th>
<th>T_oh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linux</td>
<td>518 103</td>
<td>58</td>
<td>52</td>
<td>1.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>With TKRFP</td>
<td>495 99</td>
<td>61</td>
<td>52</td>
<td>1.9</td>
<td>11%</td>
<td>5%</td>
</tr>
<tr>
<td>With Canaries</td>
<td>505 101</td>
<td>60</td>
<td>52</td>
<td>1.7</td>
<td>0%</td>
<td>3%</td>
</tr>
</tbody>
</table>

Table 5.5: Return Flow Protection Performance Impact on a CPU-Heavy Workload

<table>
<thead>
<tr>
<th>JPM</th>
<th>JPM_C</th>
<th>P_tm</th>
<th>C_ntm</th>
<th>C_stm</th>
<th>S_oh</th>
<th>T_oh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linux</td>
<td>88 17</td>
<td>337 0.1</td>
<td>4.27</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>With TKRFP</td>
<td>89 17</td>
<td>335 0.29</td>
<td>5.13 20%</td>
<td>-1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>With Canaries</td>
<td>82 16</td>
<td>364 0.17</td>
<td>5.15 20%</td>
<td>8%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.6: Return Flow Protection Performance Impact on a Disk-Heavy Workload

Under this workload both TKRFP and canaries caused an overhead of around 20% to the system time. But since the total test elapsed time is much longer than the system time, the overall overhead on the whole system is of -1% and 8% respectively. The results are listed in Table 5.6.

On both workloads the impact of TKRFP on the whole system is relatively low. The impact on the system time is larger, but still remains reasonable. In the disk workload the TKRFP overhead is similar to the overhead of canaries. Although, at first glance it seems that TKRFP presents poor results in comparison to canaries under the compute workload, a deeper look shows that this is because canaries do not protect any procedure in the context switch execution path, while TKRFP does so.

Considering the extensive protection TKRFP provides, and its relatively low overhead we conclude that TKRFP is a very attractive return flow protection mechanism for the kernel.

5.5 Discussion

We conclude this chapter with a few possible improvements to TKRFP. Some of these improvements can reduce the TKRFP overall overhead, while others mitigate security flaws in the prototype implementation.

5.5.1 TKRFP With TrustZone-M

As shown in Subsubsection 5.4.4.1, a significant part of the TKRFP overhead is due to the switches from the MEE to the TEE and vice versa (i.e., the SMC instruction). It is a price we must pay in order to use TKRFP. We cannot reduce the overhead caused by these transitions.

However, a TEE that provides faster transitions could further reduce the overhead of TKRFP. The ARM Cortex-M series with TrustZone-M provides such an opportunity. In fact, the minimization of this overhead is one of the main design goals in the TrustZone-M architecture [71]. Keeping that in mind, we programmed our prototype in a way that
supports quick porting to the ARMv8-M architecture.

5.5.2 Further Reducing the TKRFP Overhead

Another considerable part of the TKRFP overhead is due to the management of the SSP. The ARM architecture offers a separate state registers bank for each processor mode. In particular, the monitor mode has its own SP register. By using the monitor SP register for our SSP instead of its intended use, we can reduce the TKRFP overhead, since now the TKRFP TEE module does not need to preform SSP increments or decrements separately from the memory access. Instead, the pointer is managed by the architecture using ARM’s push or pop instructions. A disadvantage is that we have no call stack to use for the monitor mode itself, which makes programming much more difficult. This improvement is left to later versions of TKRFP.

5.5.3 TOCTOU

We are aware of a possible TOCTOU vulnerability in our compiler TKRFP pop command implementation. Since we take the return address from the stack, there is a (small) gap from the time we finish our check to the time the return address is used by the return instruction. If an attacker overwrites the return address inside the gap, he can bypass our protection.

We can fix this by first popping the return address to LR, then calling TKRFP POP and then returning using LR. It is not a simple fix, and once fixed, performance is expected to reduce slightly.

5.5.4 TKRFP Push Cannot Be Used as a Write Primitive

The shadow stack present somewhat contradicting requirements: On one hand it require protected memory to store the shadow stack, and on the other hand the program must modify this memory on every procedure call and procedure return. This fact, can expose the system to unwanted threats.

For example, recall that in Intel’s CET the shadow stack memory is a part of the virtual address space. In order to be protected from overwrites, the shadow stack memory pages are marked by a special configuration of the page tables that makes them non-writable. Only the call instructions can write to these non-writable memory pages. It is therefore that the shadow stack push operation is a write primitive to non-writable memory regions.

TKRFP does not create such an unwanted write primitive. First, TKRFP uses the TEE memory to protect the shadow stack, and does not write to any unintended non-writable pages. Second, in TKRFP we are ensured that the SSP always points to a shadow stack memory page. In TKRFP there are three ways to change to SSP value:
1. Switching shadow stacks: the TKRFP_SET_ACTIVE command changes the SSP value. The new value is selected from a stack state, thus points to a shadow stack.

2. Pushing to the shadow stack: the TKRFP_PUSH command increases the SSP. An upper guard page ensures that this command cannot overflow the shadow stack.

3. Popping from the shadow stack: the TKRFP_POP command decreases the SSP. A lower guard page ensures that this command cannot underflow the shadow stack.

By (1) we are ensured that on context switch the SSP points to a shadow stack memory, and by (2) and (3) we are ensured that neither the TKRFP_push nor the TKRFP_POP operations can cause the SSP to cross the shadow stack memory boundaries.
Chapter 6

Context-Switch Oriented Programming Attacks

In this chapter we present the context switch oriented programming (CSOP) attack, which is a new attack that can potentially bypass any shadow stack protection. The attack uses the fact that the kernel is responsible for the context switches, and in particular for the management of the process descriptors that contain the shadow stacks information.

For example, in TKRFP the kernel stores the stack id returned by TKRFP_ALLOC in the process descriptor table, and uses it as an argument to TKRFP_SET_ACTIVE, and in Intel CET the SSP is typically stored in the kernel stack when the process is switched out.

An attacker that has write capabilities to the kernel memory can overwrite this data, and control which shadow stack is chosen by the kernel at every context switch. The attacker can use this capability to partially control the shadow stacks content with the intention of overwriting the return addresses in a way that lets him choose his favorite return addresses. The result is similar to ROP [57] attack, where an attacker chooses code segments and calls them through a list of return addresses on the stack.

We should mention that it does not matter for security purposes if the selection of a shadow stack is done by explicit arguments passed by the kernel (e.g., a shadow stack id or SSP address) or by directly reading the kernel data structures (e.g., pid, kernel stack pointer, etc.). The attacker has the power to forge both kinds of data.

6.1 Kernel Control Paths

A kernel control path is the sequence of instructions executed by the kernel in response to a system call, an interrupt, or an exception. It starts when one of the three is invoked, and ends upon completing the service request. In the simplest situation, the CPU executes a kernel control path sequentially, i.e., beginning with the first instruction and ending with the last instruction. However, this is not always the case, and control paths
are often interrupted by other control paths. There are several situations where the CPU might interleave sequences originating from two different control paths:

1. An exception occurs while running a kernel control path (e.g., attempting to access data that is currently not in memory).

2. An hardware interrupt occurs while the CPU is running a kernel control path with the interrupts enabled.

3. When a kernel control path cannot immediately grant a request, that was issued by a user mode process by invoking a system call (e.g., when reading from disk). In this case, the OS puts the process in a wait queue, and calls the OS scheduler to switch context.

Typically in these situations the control paths are interrupted and the control is passed to another process via context switch. But notice that signals may allow an interrupted process to run user mode code which in turn may call other system calls.

Figure 6.1 exemplifies some control paths. In (a) an uninterrupted control path is illustrated. This control path is executed from start to finish without any interference. In (b) a control path is interrupted by an hardware interrupt. The control path execution is paused before it is finished, and a control path to handle an interrupt is invoked and executed to completion. Then, the original control path is switched back and completed. In (c) a control path is interrupted due to a direct call to the scheduler. The control path starts by a system call invocation, but calls the scheduler before its completion, and is switched out. Another control path is executed, after which the OS passes control
back to user space. Finally, the scheduler chooses the original process again and the control path is completed.

6.2 The Structure of Non-Active Shadow Stacks

Return flow hijacking attacks manipulate the stack in order to take over the program control flow. When a shadow stack is used to protect the regular stack, it must be manipulated as well in order to perform a successful attack. Therefore, it is important to understand the structure of the shadow stack. We do so by analyzing the structure of the kernel stacks of non-running processes.

The structure of the shadow stack follows the structure of the kernel stack, without the local variables and other data, as it contains the same return addresses as the kernel stack. We concentrate only on non-running processes, and thus all the processes we discuss have context switch frame at the top of the kernel stack.

Consider processes that were switched out during the execution of some kernel control path. The kernel stack contains a few frames, one for each procedure that was called (but did not yet return) during the current control path. As the shadow stack contains all (and only) the return addresses of the called procedures, it contains three sub-regions: A region that consists of the return addresses of the kernel entry, to which we call the prologue. A region that consists of return addresses of the functionality of the called control path, which might be empty in some cases, and a region consists of the return addresses of the scheduler and context switch code, to which we call the epilogue. Figure 6.2 outlines this structure. A more detailed illustration of the content of a shadow stack in the case of the Linux’s sleep, sched_yield and waitpid system calls is provided in Figure 6.3.

6.3 Shadow-Stack Manipulation Techniques

Recall that under our threat model, the attacker can write to arbitrary locations in the kernel memory. Under this threat model an attacker has the power to overwrite the stack-id fields of processes, and completely control their content. But we assume that he can select only from a set of existing stack-ids (since the shadow stack implementation
can easily detect and forbid use of unassigned stack-ids). Similarly, the attacker can select only from a set of valid SSP values. The next context switch to such an attacker-controlled stack-id, uses the modified stack-id as the argument to the shadow stack switch command.

The attacker may use this ability to bypass the shadow stack protection, and exploit the kernel. In such an attack, the attacker forces two or more processes to use the same shadow stack (either sequentially or simultaneously).

### 6.3.1 The Simple Case: Cascaded Frames

There are several ways to create cascaded frames. We describe here one that is most useful as a base for rest of this chapter.

If the attacker overwrites stack-ids of processes that are paused during control path execution through a direct call to the scheduler, and forces them to use a single legitimate shadow stack id, then he can cascade frames of different processes on the same shadow stack. Although the attacker can choose specific frames that would be beneficial for him, the exact content of each frame cannot be fully controlled by the attacker. Each frame starts with a prologue (which later causes a return to user space) and ends with an epilogue (which returns to the control path). In between these two there are other return addresses related to the control path functionality. This situation is illustrated in Figure 6.4.

Once the attacker finishes crafting the victim process shadow stack, he can overwrite the kernel stack of that process to fit the content of the shadow stack. Then, when the process is executed again, a sequence of control paths with context switches in between is executed. The algorithm for creating cascaded frames is presented in Algorithm 6.1. The resulting shadow stack structure is illustrated in Figure 6.5.

Notice that all the control paths executed in that manner were previously called by the involved processes. Therefore, this sequence of control paths could have been created by the OS scheduler anyway, but on different shadow stacks. Moreover, such cascades of control paths may be legally created by user space processes without any kernel write primitive. We elaborate on cascaded frames in this subsection mainly to
Algorithm 6.1 Creating Cascaded Frames

1: Create a new process $P_0$
2: for $i = 1$ to $n$ do
3: Create a new process $P_i$ in suspended mode
4: $SSP[P_i] \leftarrow SSP[P_{i-1}]$
5: Release $P_i$ so it invokes control path $i$
6: Suspend $P_i$ after it is switched out

Figure 6.4: Cascaded Frames on a Shadow Stack

Figure 6.5: Cascaded Frames Execution
serve as a basis for the next techniques.

### 6.3.2 Trimmed-Cascaded Frames

In the cascaded frames technique only complete frames can be pushed to the manipulated shadow stack. However, by creating an overlap between two different frames, the attacker can remove parts of the frames and achieve better control over the manipulated shadow stack content.

In such overlapping frames, one frame is written on top of part of the other frame, which may either be a consecutive part at the beginning or at the end of the other frame. Such a construction enables the attacker to construct shadow stack content that contain parts of frames, either on the side of the prologue or the side of the epilogue.

A possible way to create such an overlap between frames is to force different processes to use the same shadow stack (like in the cascaded frames technique), but to use SSP values that cause the frame to overlap. If the SSP is slightly incremented before the switch to another process, the frame is written on top on the previous one. The more interesting case is to start cascading the frames in the reverse order from the upper one in the Figure 6.6 towards the bottom, and use slightly decremented SSPs, which then force the bottom frames to be written on top of part of the ones above them.

### 6.3.3 SSP Injection

An attacker that can control the SSP value may direct it to any address on the shadow stack. By doing so, attacker can start the control path execution not only from its start, but from any point in the control path. SSP injection by itself may not be very useful. However, when combined with other shadow stack manipulation techniques, such as the trimmed-cascaded frames technique, it can add more power to the attacker.
6.3.4 Simultaneous Use of a Single Shadow Stack

On multi-core systems several processes are running at any time, each on a different core. Each running process may be executing a kernel control path. Therefore, multiple shadow stacks are used at the same time. Each core has its own SSP register, and typically each process has a different shadow stack.

An attacker may deliberately force two processes to use the same shadow stack at the same time. The attacker first overwrites the stack-ids of both processes with the same value. Then, he carefully times both processes such that they execute their control paths simultaneously. The result is that two processes are now running, using the same shadow stack, and writing on the same stack entries.

While the initial SSP values are equal on both processes, each process is running on different core and uses a different SSP register. Typically different control paths call different procedures in different timings, so the SSP registers soon start to drift from each other, while one SSP register advances faster than the other for a while, and later the other may catch up and pass.

The result is that instead of getting two shadow stacks, each with return addresses from a certain control path, we get a melted shadows stack consists of return addresses from both control paths, in some order (determined by the procedures call frequency). This situation is illustrated in Figure 6.7.

Notice that some return addresses are necessarily removed from the melted shadow stack. Since both processes write to the same stack and use the same addresses, each
address is used twice (in the case of two processes using the same stack). Only the return address that is written last appears on the melted shadow stack. This phenomena creates much flexibility to attackers that carefully time the control paths and succeed in predicting those “last” addresses.

6.4 The CSOP Attack

In this section we present the Context Switch Oriented Programming (CSOP) attack. This attack uses the above techniques to bypass the shadow stacks protection.

Recall that our threat model assumes that the attacker has gained an arbitrary write primitive to the kernel memory. In particular, the attacker can overwrite the kernel stack, and the shadow stack identifier (or the SSP) stored in the process descriptor table.

We present two variants of the attack.

6.4.1 The Basic Attack: Manipulating the SSP

For the purpose of this subsection we consider a shadow-stack based solution that stores the SSP address in the process descriptor table. In this simple solution the shadow stacks are stored in a dedicated (protected) memory region, and switched by storing and loading the SSP addresses to/from the corresponding process descriptor during a context switch. The only verification performed checks whether the new address is actually contained in a valid shadow stack memory region.\(^1\)

In this scenario the attacker can use his ability to control the SSP in order to create overlapping frames on the shadow stack, by using the trimmed cascaded technique of Subsection 6.3.2, where the frames are trimmed on their prologue side. Thus, the addresses that force a return to user space after the control path is completed. The result is a shadow stack with a series of control paths separated by a call to the scheduler.

Notice that the attacker builds the shadow stack frames in a reverse order (with respect to their execution). Frame 1 is the first to be created, but the last to be executed. In that manner, the attacker overwrites the prologue addresses that force the return to user mode.

Once the attacker finish to overwrite the return addresses, he can execute a series of control paths in a manner that cannot otherwise be created by the scheduler. These control paths act as the widgets in ROP, and can be used for the benefit of the attacker. Moreover, if the attacker uses a target process with a high priority, all the widgets are later executed by the same process at the last stage of the attack, as illustrated in Figure 6.8. Since no actual context switch is performed, the state of the process is preserved between the different widgets. Thus, the attacker is able to achieve a “ROP like” capability.

\(^1\)Indeed Intel CET keeps the SSP in the kernel memory, and stores/loads the SSP during context switch.
A pseudo-code of the attacking algorithm is given in Algorithm 6.2. The content of

**Algorithm 6.2 The Basic CSOP Attack**

1. Create a new process $P_0$
2. $B_0 \leftarrow \text{sizeof(prologue of } P_0)$
3. $\alpha_0 \leftarrow \text{top address of shadow stack of } P_0$
4. for $i = 1$ to $n$ do
   5. Create a new process $P_i$ in suspended mode
   6. $S_i \leftarrow \text{sizeof(control path } i)$
   7. $B_i \leftarrow \text{sizeof(prologue of control path } i)$
   8. $\alpha_i \leftarrow \alpha_{i-1} + S_i$
   9. $SSP[P_i] \leftarrow \alpha_i - B_{i-1}$
   10. Release $P_i$ so it invokes control path $i$
   11. Suspend $P_i$ after it is switched out
12. $SSP[P_n] \leftarrow \text{top address}$
13. Overwrite $P_n$’s kernel stack (and stack pointer) to fit the shadow stack return addresses with a content favorite for the attacker
14. Release $P_n$ so it executes the CSOP chain

the shadow stack in some locations of this attack algorithm are outlined in Figure 6.9.

### 6.4.2 A More Powerful Attack on Multi-Core Systems

For the purpose of this attack we assume a multi-core system. On such a system several processes are running at any time, each using a shadow stack. Now, consider an attacker that forces two processes that are running simultaneously (on different cores) to use the same shadow stack.

If these two processes call kernel control paths roughly at the same time, they both write on the same shadow stack in some arbitrary order each using its own SSP register. So each of them may write its return address on top of another return address of the other, like presented in Subsection 6.3.4. The result is that return addresses of two different control paths are mixed on the same shadow stack without being separated by returns to user space.

By carefully selecting the control paths and their timing, while considering the computation time that it takes to the control paths between one procedure call to the
next, the attacker can gain control over the creation of the melted shadow stack and manipulate it so it suits his needs. The attacker may perform several attempts until achieving a specific desired structure on the melted shadow stack. An example of such shadow stack structure is outlined in Figure 6.10.

In such a manner, the attacker can create CSOP chains that could not have been generated from any existing control path. This capability significantly advances the attacker’s ability to create useful CSOP chains. The rest of the attack follows the basic attack.

6.5 Discussion

TKRFP was designed with CSOP attacks in mind, in order to be protected against them. To protect itself from attacks that are based on SSP manipulation techniques TKRFP uses handles as stack-ids. These handles allow the OS kernel to choose which stack is used, but it cannot directly set the SSP value. TKRFP also forbids the simultaneous use of the same shadow stack by more than one process by verifying in the TKRFP_SET_ACTIVE command that an a shadow stack cannot be activated if it is already active.

Intel CET protects the SSP from being manipulated by writing a special token at the top of non-active shadow stacks. This token is used to verify that the SSP may only be loaded with addresses that were pointed by the SSP before the process was switched out. Even though the token is invalidated once used, we suspect that due to
synchronization issues two processes can be forced to use the same shadow stack. Hence, the attack described in Subsection 6.4.2 is likely possible on Intel CET.

The mitigations for CSOP include two types: Mitigations intended to prevent SSP manipulation, and mitigations intended to prevent simultaneous use of a shadow stack. In TKRFP we chose to protect the SSP by using handles, which point to a protected data structure that keeps the actual SSPs, while in Intel CET tokens, that are stored on top of the stack and uniquely identify it, are used. In order to prevent the simultaneous use TKRFP takes a direct approach by forbidding an active stack activation while it still active. On the other hand, Intel CET uses token invalidation, which is a riskier approach that relies on the fact that the to-be-invalidated token cannot be used before its invalidation. As said above, we expect that this is not a foolproof solution.

Designers of shadow-stack-protected solutions must be aware of the CSOP attacks and include the necessary mitigations in their design, since naive implementations of shadow stack solutions are not protected against them.
Chapter 7

Summary

In this thesis we discussed various aspects of trusted execution environments. We started by evaluating the security level of existing TrustZone-based TEE implementations, and offered ways to improve them. Then we showed how a TEE can effectively be used to improve the security of the main system by protecting it from return flow hijacking attacks.

7.1 TROOS: TRusted Open OS

At the beginning of Chapter 4 we described design flaws in current TrustZone-based TEE. In particular, we showed that the API (both external and internal) of these TEEs is too broad. This broadness is especially important, as the API commands are the main attack vector on the TEE, and as attackers frequently use vulnerabilities found in the API to mount successful attacks on these TEEs.

We then presented TROOS: a trusted OS for TrustZone-based TEEs designed to mitigate these flaws. TROOS is designed as a fully functional TEE while keeping a very limited attack surface. The attack surface reduction is achieved due to a carefully designed compact external API (which consists of only four commands). TROOS also limits its internal API by enforcing a capabilities based security policy on its TAs. Another important security feature of TROOS its ability to reduce its TA TCB.

We believe that by implementing these concepts we can improve the security level of trusted execution environments and build more secure systems.

7.2 TKRFP: Trusted Kernel Return Flow Protection

In Chapter 5 we presented TKRFP: A TEE-based return flow protection. Our solution is capable of catching all return flow hijacking attacks (including ROP) against the MEE OS kernel. TKRFP offers effective protection even when considering a wide threat model, in which an attacker has arbitrary read and write primitives to the kernel memory.
We implemented a prototype for TKRFP, consisting of a TrustZone-based TEE implementation, and a compatible MEE. In particular, we created a customized Linux kernel and a GCC plugin that support TKRFP. We analyzed the performance of our prototype and showed that a TEE-based return flow protection is a feasible and efficient solution.

We showed that TKRFP can be incorporated on various systems and architectures and improve their security. Considering the reasonable performance overhead and the comprehensive protection that it provides, TKRFP offers a significant advancement in kernel protection.

### 7.3 CSOP: Context Switch Oriented Programming Attack

In Chapter 6 we presented CSOP: A new attacking technique against shadow stacks. This attack enables an attacker with arbitrary write privileges to bypass the protection offered by the shadow stacks, and thus to achieve arbitrary code execution. CSOP is a real threat to shadow-stack-based solutions, which must be considered when designing such solutions.

We also offer effective defenses to protect shadow stacks from CSOP, that we incorporated in TKRFP. We hope that other shadow-stack-based solutions, such as Intel’s CET, will also consider CSOP in their threat model, and protect against it, in order to provide the best protection possible.
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תקציר

התקלות במישור מחשב מחולקות בצורות שונות. אנשי התוכנה��サイトincreased interest in the field of computer science and engineering. With the rise of machine learning and artificial intelligence, the need for advanced security measures is becoming increasingly apparent. This thesis aims to explore the vulnerabilities of modern operating systems and the methods used to exploit them.

In this context, we analyze the security threats posed by malware and the methods used to protect against them. We focus on the use of virtualization technology in enhancing the security of operating systems. We discuss the SubVirt framework, which allows for the creation of secure and isolated virtual environments.

We also investigate the BluePill framework, which provides a secure environment for operating systems, allowing for the execution of sensitive operations. We conclude that the combination of these technologies can provide a high level of security for operating systems.

In summary, this thesis aims to explore the vulnerabilities of modern operating systems and the methods used to exploit them. We analyze the security threats posed by malware and the methods used to protect against them. We focus on the use of virtualization technology in enhancing the security of operating systems. We conclude that the combination of these technologies can provide a high level of security for operating systems.

SubVirt

BluePill

המחקרה בעבועה ליהנותו של פרופסור אליביהםו של דוקטור סירה ביתן, בפקולטה להנדסת מחשבים.

**תודה**

בראשית ובראשית, אני רוצה להודות להנחייתו של פרופ' אלא ביתן ו"ר" שרה ביתן, על התמכחות הרבח. בולחת העביה על התובה האית. תודות לענין של התובה האית,حركة ו赤ちゃん.

הנחייתו והbreaking הכספים. למעדים מוכנים הרב

אני רוצה להודות להנחייתו של אתא מוחית, על התמכחות לארוך תקופת העמדה והעמדה האית. תודות

שהיית שים בשביי, לכל פועם שנדבקתי ליכן. תודות למיתנוקת ידלית לארוך הדיסציפלינה,

אחס ממלאים את חי בואכר.

התודה רבה על התמכחות שלכם, על שיעור ברוחיה.

להתודה רבה מובסקלה מיה לאישית, ליאור. תודה לענין המתוכנה האית אמיתית, על שיעור ברוחיה.

לצאת על עצמנו ותור זה לתיה, ואת זוהים את ענינו, על כל שאיתו דחופת אנטי דימה.

את האור של ויбли אוחז אתמקוד.

אני מודע לצלטננים, ولم紋ה המחקרה ללבשת מסיב של חירוב פוליווררה למלוער הסייבר הלאומית

של ישראל על התמכחת המאמרים ומיתנה במחאתם.
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