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Abstract

A common problem in the process of acquiring a signal is its corruption by noise. When dealing with photon counting, which is common when acquiring certain weak signals, such a noise can be modeled by the Poisson distribution, where each measurement is a Poisson random variable, with its mean equal to the clean signal value. Restoration of the clean signal out of its noisy measurement is essential in various fields, and thus effective and efficient algorithms are required for this task.

In the case of high signal-to-noise-ratio (SNR), where the noise level is low, the Poisson statistics resemble the Gaussian one. In such cases it is possible to approximately transform the Poisson contaminated signal into a Gaussian additive noise form, with a variance independent of the mean. This is done by a variance stabilizing transform (VST), such as the well known and widely used Anscombe transform. This transform is important and appealing, as it is easy to compute, and becomes handy in various inverse problems with Poisson noise contamination. The solution to such problems can be done by first applying the Anscombe transform, then applying a Gaussian-noise-oriented restoration algorithm of choice, and finally applying an inverse Anscombe transform. The attractiveness of this approach is due to the abundance of high-performance restoration algorithms designed for white additive Gaussian noise. This process is known to work well for high SNR images, where the Anscombe transform provides a nearly constant variance. When the noise level is high, the above path loses much of its effectiveness, and the common practice is to replace it with a direct treatment of the Poisson distribution. Naturally, with this we lose the ability to leverage on the vastly available solvers for Gaussian noise.

In this work we suggest a novel method for coupling Gaussian denoising algorithms to Poisson noisy inverse problems. Our proposed method is based on a recently proposed approach termed “Plug-and-Play Priors”. Deploying the Plug-and-Play Prior approach to such problems leads to an iterative scheme that repeats several key steps: (i) A convex programming task of simple form that can be easily treated; (ii) A powerful Gaussian denoising algorithm of choice; and (iii) A simple update step. Such a modular method, just like the Anscombe transform based path, enables other developers to plug their own Gaussian denoising algorithms to this scheme in an easy way. While the proposed method bears some similarity to the Anscombe operation approach, it is in fact based on a different mathematical basis, which holds true for all SNR ranges. We demonstrate the effectiveness of the proposed scheme for Poisson image denoising and deblurring, showing that in both applications we outperform existing Anscombe-transform-based methods in high noise regimes and compete favorably with leading direct method.
Abbreviations and Notations

AVG. : Average
Alg. : Algorithm
SNR : Signal to Noise Ratio
MAP : Maximum a posteriori Probability
PIP : Poisson Inverse Problems
VST : Variance Stabilizing Transformation
ADMM : Alternating Direction Method of Multipliers
PaPP : Plug and Play Prior
P^4IP : Plug and Play Priors for Poisson Inverse Problems
M-P^4IP : Multiple Plug and Play Priors for Poisson Inverse Problems
µ : Expected value
σ : Standard deviation
φ : Noise operator
P(x) : probability of x
P(y|x) : probability of y given x
N(µ, σ) : Normal (Gaussian) distribution with mean µ and variance σ²
δ(·) : Kronecker delta function
R(·) : Gaussian restoration algorithm
Dσ(·) : Gaussian denoising algorithm with parameter σ
l(x) : −ln (P(y|x))
s(x) : −ln (P(x))
L_λ : Augmented Lagrangian with parameter λ
Chapter 1

Introduction

In an inverse problem we are given a degraded signal, $y$, and aim to recover from it the original signal, $x$. The mathematical relation between the two signals is broadly given by $y = \phi(Hx)$, where $H$ is some linear degradation matrix and $\phi(\cdot)$ is a noise operator. A popular way to handle this reconstruction is to use a Bayesian probabilistic model that contains two ingredients: (i) the measurement forward model, mathematically given by the conditional probability, $P(y|x)$; and (ii) a prior distribution model for clean signals, given by $P(x)$.

In this work we concentrate on the case of Poisson Inverse Problems (PIP), where $\phi(\cdot)$ stands for Poisson noise contamination. In such a model for an image, the gray levels of the pixels are viewed as Poisson distributed random variables. This model is relevant in various tasks such as very low light imaging [HN03], PET and SPECT reconstruction [RSBD08], fluorescence microscopy [BKB+10], astrophysics [SSC+10] and spectral imaging [KK04]. Common to all these tasks is the weak measured signal intensity, which acts as a counter of particle (e.g. photons).

A fundamental property of the Poisson noise is that the SNR of the noisy image is proportional to the square root of the original image intensity values. Therefore the peak value of an image is a useful measure for the level of noise in the image. For high peak levels, there exist several very effective ways to solve Poisson inverse problems. Many of these methods rely on the fact that it is possible to perform a Variance Stabilized Transform (VST) that converts the Poisson distribution into an approximately unit variance Gaussian additive one, which is independent of the mean of the transformed distribution [Ans48], [FN04]. Since there are highly effective algorithms for Gaussian noise restoration (e.g. [DFKE07], [EA06], [MBP+09], [YSM12], [DKE12]), such methods can be used, preceded by a VST and followed by the VST’s inverse. Such an approach is taken in [MF11], [ZFS08].

When dealing with lower peaks, such transformations become less efficient, and alternative methods are required, which treat the Poisson noise directly (e.g. [GE14], [SHDW14]). In recent years this direct approach has drawn considerable attention, and seems to be very successful. In this work we propose a novel strategy for Poisson inverse
problems, which belongs to the direct approach family. The appeal of the proposed method is the fact that it offers an elegant bridge between the direct and indirect methods, as it relies too on Gaussian noise removal techniques, applied iteratively.

The proposed strategy has two advantages. First, it works well for all noise levels. Second, it enables the use of existing and well-performing Gaussian denoising algorithms. Our algorithm is derived from the Plug and Play Prior (PaPP) [VBW13] scheme, which we introduce and further develop. We show empirical experiments that demonstrate the power of our algorithm in treating Poisson denoising and deblurring problems.

This thesis is organized in the following way: In Chapter 2 we explain more thoroughly the concept of Poisson noise. We also discuss the MAP estimation and ADMM optimization techniques, which are topics that are used for explaining our algorithm. In Chapter 3 we introduce several existing methods for solving the Poisson denoising problem. In Chapter 4 we explain the PaPP framework, which is a key concept in our work. Then, in Chapter 4.2, we suggest an extension to the PaPP for handling several different priors, which we later use. In Chapter 5 we discuss the main algorithms developed in our work, termed P^4IP (Plug and Play Priors for Poisson Inverse Problems) and M-P^4IP (Multiple Priors Plug and Play for Poisson Inverse Problems). In Chapter 6 we present numerical experiments of our algorithm, which demonstrate that the proposed algorithm outperforms existing VST based methods and compares favorably with state of the art algorithms which are based on a direct approach restoration. Finally, in chapter 7 we summarize our work and suggest open questions and further extensions for future study.
Chapter 2

Preliminaries

2.1 Poisson Noise

Signals and images are often degraded by noise. This disturbance is naturally described by a statistical model. The most common of these noise models is the additive white Gaussian noise, which describes many physical phenomena such as thermal noise. Less common but nevertheless important is the Poisson noise that obeys a Poisson distribution: Gray levels of the noisy pixels are each an independent Poisson distributed random variables. More specifically, given a clean image pixel $x[i]$, the probability of getting a noisy value $y[i]$ is given by:

$$ P(y[i] \mid x[i]) = \begin{cases} \frac{(x[i])^{y[i]}}{y[i]!} e^{-x[i]} & \text{if } x[i] > 0 \\ \delta(y[i]) & \text{if } x[i] = 0 \end{cases}, \quad (2.1) $$

where $\delta(\cdot)$ is the Kronecker delta function. Due to the properties of Poisson distribution, the mean $\mu_i$ and the variance $\sigma^2_i$ of the $i$-th pixel’s gray level are equal to the original clean value $x[i]$. Consequently, the SNR is given by $\frac{\mu}{\sigma} = \sqrt{x[i]}$. Thus, if the measurement is generated from a clean low intensity signal, it will suffer from a stronger noise than a signal generated from a high intensity value. Therefore, it is common to use the peak value of an image for evaluating the level of the noise in it.

Poisson noise appears in imaging mainly when the image is generated from a measure of discrete events such as photon (or any other particle) counting. The stronger the intensity of the original image is, the more photons can reach the sensor. The weaker the intensity is, the fewer the photons that are measured and the stronger the noise will be. Poisson distribution describes this relation between the intensity and the probability of acquiring a certain number of photons. In a strong signal regime, the noise can be viewed approximately as a Gaussian additive one. However, in the case of low photon count the noise becomes more severe and the Gaussian approximation is much less accurate (see Figure 2.1). This happens in applications such as PET/SPECT [RSBD08] (where you count Positrons instead of photons), fluorescence microscopy.
[BKB+10], astrophysics [SSC+10], spectral imaging [KK04] and many others. In all these applications, an effective methods for restoring the original image is required.

Figure 2.1: Poisson distribution for different values of $\lambda$.

### 2.2 MAP Estimation

When the noise statistics is known, a commonly used way to reconstruct an image based on its noisy measurements is by finding the image that has the highest probability to generate the noisy image. This can be done by maximizing the posterior probability:

$$\hat{x} = \arg \max_x P(x|y) = \arg \max_x \frac{P(y|x) P(x)}{P(y)} = \arg \max_x P(y|x) P(x),$$  \hspace{1cm} (2.2)

where $y$ is the noisy image and $\hat{x}$ is the reconstructed one. The above objective function contains two ingredients: (i) the measurement forward model, mathematically given by the likelihood function $P(y|x)$; and (ii) a prior model for clean images, given by $P(x)$. The term $P(y|x)$ is the probability of generating a noisy image $y$, given the clean image $x$. It is usually easy to formulate this term mathematically. Particularly, in the case that $y$ is a Poisson noisy image of $x$, this term is given by Equation (2.1). The term $P(x)$ is the prior knowledge on the image $x$. Ideally, this term should be large for data that represent actual images, and small otherwise. In the absence of such a term, the
image reconstruction problem is often ill posed, and its solution might be none-unique. A pursuit for the appropriate prior term has drawn a lot of interest over the years, and has had a great impact on the quality of image reconstruction. Few examples for such a prior are the popular sparsity prior, where the image is assumed to be generated out of a small amount of atoms [Ela10], and the self similarity prior, where similar patches are assumed to be found abundantly in the image [BCM05].

Typically, it is more convenient to minimize the minus of the log of Equation (2.2), which leads to the same solution achieved by maximizing Equation (2.2) directly, as log(·) is a monotonically increasing function. This log-likelihood minimization reads as

\[ \hat{x} = \arg \min_x \log (P(y|x)) - \log (P(x)). \]  

(2.3)

The following two propositions present the MAP estimators of Gaussian and Poisson noises. These estimators will be used later in our work.

**Proposition 2.2.1.** Let \( y = x + n \), where \( x \) is a clean image and \( n \sim N(0, \sigma^2 I) \). The MAP estimator \( \hat{x} \) is given by

\[ \hat{x} = \arg \min_x \|y - x\|^2_2 - 2\sigma^2 \log (P(x)). \]  

(2.4)

**Proof.** First, note that \( y \sim N(x, \sigma^2 I) \), and thus

\[ P(y|x) = \text{const} \cdot \exp \left( -\frac{\|y - x\|^2_2}{2\sigma^2} \right). \]  

(2.5)

Taking -ln(·) we get

\[ -\log (P(y|x)) = \text{const} + \frac{\|y - x\|^2_2}{2\sigma^2}. \]  

(2.6)

Plugging the above into Equation (2.3) we have

\[ \hat{x} = \arg \min_x \frac{\|y - x\|^2_2}{2\sigma^2} + \text{const} - \log (P(x)). \]  

(2.7)

This concludes the proof as addition and multiplication by constants have no influence on the minimizer \( \hat{x} \). \( \square \)

**Proposition 2.2.2.** Let \( y \sim \text{Pois}(Hx) \), where \( x \) is a clean image and \( \text{Pois}(Hx) \) is a Poisson distribution with mean \( Hx \). The MAP estimator \( \hat{x} \) is given by

\[ \hat{x} = \arg \min_x -y^T \ln(Hx) + 1^T Hx - \log (P(x)). \]  

(2.8)

**Proof.** By the Poisson distribution formula we have

\[ P(y|x) = \prod_i \frac{(Hx)_i^{y_i}}{\Gamma(y_i + 1)} e^{-(Hx)_i}. \]  

(2.9)
Taking \(-\ln(\cdot)\) on both sides leads to
\[
- \ln(P(y|x)) = - \sum_i \ln \left( \frac{(Hx)_i^y}{\Gamma(y_i + 1)} e^{-(Hx)_i} \right) = - y^T \ln(Hx) + 1^T Hx + \text{constant.} \tag{2.10}
\]

Plugging the above to Equation (2.3) provides
\[
\hat{x} = \arg\min_x -y^T \ln(Hx) + 1^T Hx + \text{const} - \ln(P(x)), \tag{2.11}
\]
which concludes the proof.

Remark. A Poisson denoising problem is given for the case \(H = I\), and thus its MAP estimator \(\hat{x}\) is given by
\[
\hat{x} = \arg\min_x -y^T \ln(x) + 1^T x - \ln(P(x)). \tag{2.12}
\]

2.3 The Alternating Direction Method Of Multipliers

Consider the following problem:
\[
(\hat{x}, \hat{v}) = \arg\min_{x \in \mathbb{R}^m, v \in \mathbb{R}^n} f(x) + g(v),
\]
\[
s.t \ Ax + Bv = c \tag{2.13}
\]
for some functions \(f\) and \(g\), matrices \(A\) and \(B\), and a constant vector \(c\). This formulation is common in numerous applications in many fields such as image processing and machine learning. A recent popular approach for solving Equation (2.13) is the alternating direction method of multipliers (ADMM). First, we construct an augmented Lagrangian of the form
\[
L_\lambda = f(x) + g(v) + y^T (Ax + Bv - c) + \frac{\lambda}{2} \|Ax + Bv - c\|_2^2, \tag{2.14}
\]
where \(y\) is the dual variable and \(\lambda > 0\) is called the penalty parameter. Then we iterate until convergence over the following three steps:
\[
x^{k+1} = \arg\min_x L_\lambda(x, v^k, y^k)
\]
\[
v^{k+1} = \arg\min_v L_\lambda(x^{k+1}, v, y^k) \tag{2.15}
\]
\[
y^{k+1} = y^k + \lambda(Ax^{k+1} + Bv^{k+1} - c).
\]
Steps one and two update \(x\) and \(v\) respectfully, in an alternating fashion. Step three is the dual variable update. By introducing the scaled dual variable \(u = \frac{1}{\lambda}y\), the ADMM algorithm becomes simpler and more intuitive for our purposes. The new form is called
the scaled form, and the augmented Lagrangian can be rewritten as:

\[
L_\lambda = f(x) + g(v) + \frac{\lambda}{2} \|Ax + Bv - c + u\|_2^2 - \frac{\lambda}{2} \|u\|_2^2.
\] (2.16)

The scaled ADMM is shown in Algorithm (2.1). This version is often more convenient to use. In particular, regarding our work, some observations are seen more clearly in this formulation, and we thus later refer only to it.

**Algorithm 2.1** Scaled ADMM algorithm

1. **Initialization:** set \( k = 0 \), set \( u^0 \) and \( v^0 \) to some initialization;
2. while !stopping criteria do
   - \( x^{k+1} = \arg\min_x f(x) + \frac{\lambda}{2} \|Ax + Bv^k - c + u^k\|_2^2 \)
   - \( v^{k+1} = \arg\min_v g(v) + \frac{\lambda}{2} \|Ax^{k+1} + Bv - c + u^k\|_2^2 \)
   - \( u^{k+1} = u^k + Ax^{k+1} + Bv^{k+1} - c \)
   - \( k = k + 1 \)
3. **Output:** \( x^k \)

Under some reasonable conditions (i.e \( f \) and \( g \) are closed, proper and convex, and the unaugmented Lagrangian \( L_0 \) has a saddle point – Refer [BPC+11] for additional information) ADMM is guaranteed to converge to the proper and unique solution. Under additional conditions ADMM is guaranteed to converge even when each of the above steps is computed inexactly [BPC+11], [SVW+15]. This is useful, for instance, when \( v^{k+1} \) is given by an expression that only approximates the actual minimization result.

The convergence rate of ADMM is quite slow and it requires many iterations to get to the exact solution. However, for practical scenarios, a modestly accurate solution is sufficient, and ADMM often achieves this quite fast (e.g [ABDF10]). The choice of the parameter \( \lambda \) has a great impact on the convergence speed in practical scenarios, and thus should be chosen wisely. ADMM has drawn a lot of interest in recent years. More information about ADMM and its convergence analysis can be found in [BPC+11].
Chapter 3

Previous Work

Restoration of Poisson noisy images was studied in various papers. There are two main approaches. The first is to transform the problem into a Gaussian restoration one (e.g. [FN04], [ZFS08]). The second is to perform the restoration process directly on the Poisson noisy image (e.g. [SHDW14], [GE14]). In this chapter we discuss both approaches.

3.1 Variance Stabilizing Transform Based Methods

If we apply a function $f(\cdot)$ on a random variable, its probability density function will change. It is possible to use this fact to approximately transform an image contaminated with Poisson noise into one with additive white Gaussian noise. This is helpful because there exists a vast amount of well studied, powerful restoration algorithms for problems with Gaussian noise. The function $f(\cdot)$ should be such that the variance of the transformed variable is not dependent on its mean. Such functions are called Variance Stabilizing Transformations (VST).

For our purposes it is of interest to find such a transform that approximately turns a Poisson random variable into a Gaussian one that has roughly a unit variance. One example for such a transformation is the function $f(y) = 2\sqrt{y}$, where $y$ is our Poisson distributed random variable. Anscombe [Ans48] showed that it is usually better to use $f(y) = 2\sqrt{y + \frac{3}{8}}$, as this function provides a better variance stabilization on the peak ranges that are relevant to images. Using this transform we can construct the naïve Algorithm 3.1 that applies a Gaussian restoration (denoted by $\mathcal{R}(\cdot)$) preceded by the Anscombe transform and followed by its algebraic inverse.
Algorithm 3.1 Poisson restoration based on Anscombe transform with naïve inverse transform

| Input: Degraded image $y$, Gaussian restoration algorithm $R(\cdot)$; |
| Step 1: $y_{Ansc} = 2\sqrt{y + \frac{3}{8}}$ |
| Step 2: $\hat{x}_{Ansc} = R(y_{Ansc})$ |
| Step 3: $\hat{x} = \left(\frac{1}{2}\hat{x}_{Ansc}\right)^2 - \frac{3}{8}$ |

**Output:** $\hat{x}$

The third step of Algorithm 3.1 which is applying the algebraic inverse of the Anscombe function in order to remove the distortion created by this transformation at the first step, is actually inaccurate. This is due to the fact that the Anscombe transform is non-linear and thus

$$E[f(x)|\mu] = \sum P(x|\mu)f(x) \neq f\left(\sum P(x|\mu)x\right) = f(E[x|\mu]),$$  \hspace{1cm} (3.1)

where $\mu$ is the mean of $x$, which is equal to the clean pixel value. This leads to the following inequality:

$$f^{-1}\left(\sum P(x|\mu)f(x)\right) \neq E[x|\mu].$$ \hspace{1cm} (3.2)

This implies that the naïve algebraic inverse transform is biased, and in order to get better reconstruction a different one should be used, which does not violate the above. To have an unbiased inverse we need to look at a transform $T$ that obeys the relation:

$$T\left(E[f(x)|\mu]\right) = \mu.$$ \hspace{1cm} (3.3)

By substituting $f$ with the Anscombe transform and using the definition of the mean we have

$$E\left[f(x|\mu)\right] = \sum_{k=0}^{\infty} 2\sqrt{x + \frac{3}{8}} \cdot \frac{\mu^xe^{-\mu}}{x!}.$$ \hspace{1cm} (3.4)

Thus, $T$ must obey:

$$T\left(\sum_{k=0}^{\infty} 2\sqrt{x + \frac{3}{8}} \cdot \frac{\mu^xe^{-\mu}}{x!}\right) = \mu.$$ \hspace{1cm} (3.5)

By plotting $\mu$ as a function of $\sum_{k=0}^{\infty} 2\sqrt{x + \frac{3}{8}} \cdot \frac{\mu^xe^{-\mu}}{x!}$ for enough values, we can create a look-up table and calculate the inverse transformation at any given point by using a simple interpolation. This process is done only once, and offline. This transform can replace step 3 in Algorithm 3.1 to produce superior results. This improved inverse transformation was proposed in [MF11]. Obviously, this method to construct an unbiased inverse transform could be applied to other VSTs.

The Anscombe transform works well only for large $\mu$ values. In this case the transformed random variable is indeed distributed normally with $\sigma = 1$. However, when
using this transform on a Poisson random variable with a small value of $\mu$, it behaves differently, and cannot be restored accurately by Gaussian restoration algorithms. Figure 3.1 shows the variance of the random variable that is produced by the Anscombe transform as a function of its mean $\mu$. The result clearly show that for $\mu < 4$ this transform is ineffective.

![Figure 3.1](image.png)

**Figure 3.1:** $\sigma^2$ of Anscombe tranform as a function of $\mu$

Clearly, for small mean values, $\mu$, the VST proposed is ineffective. Therefore there is a need for another approach which treats the Poisson noise directly and is effective for small peak values as well as for large ones.

### 3.2 Direct Reconstruction Method

The second approach to restore Poisson noisy images is to directly treat the Poisson distribution. Methods that take this path usually perform better than VST-based algorithms, especially in the lower peak regime.

We start by recalling Proposition 2.2.2, which states that the MAP estimator of a Poisson noisy image is

$$\hat{x} = \arg\min_x -y^T \ln(x) + 1^T x - \ln(P(x)).$$  \hspace{1cm} (3.6)
The regularization term $-\ln(P(x))$ incorporates the prior knowledge we have on the clean image. If we simply choose to neglect this term, we actually assume that each $x$ has the same probability to represent an actual image. The known Maximum Likelihood Estimator (MLE) is the solution to this problem. When considering the denoising case we can get the following analytical solution by simply differentiating the objective function in Equation (3.6) and zeroing it:

$$\nabla_x (-y^T \ln(x) + 1^T x) = -y./x + 1 = 0,$$

(3.7)

where ./ stands for an element-wise division and 1 is a vector of all ones. This gives the analytical solution $x = y$, which means that the ”denoised” reconstruction is the noisy image itself. Obviously this is useless, and thus the prior term is needed.

Several effective regularizations were suggested in the literature, which led to good reconstruction results. Those regularizations were typically used in a Gaussian framework, but as the prior knowledge does not depend on the inversion problem, they can be used in other problems, such as ones with Poisson noise. We now survey several recent priors and their corresponding regularization terms. We present techniques from the Gaussian framework, and explain how they may be generalized to other cases as well.

### 3.2.1 The Self-Similarity Model

Self-similarities are common in natural images. This property has led to a number of powerful restoration algorithms, all sharing the same concept: For each patch, find a group of similar patches. Then, reconstruct each of them by a weighted average of all other similar corresponding patches. The most popular algorithm that takes this approach is the Non-Local Means (NLM) scheme [BCM05]. This approach was also applied in [DTD10] for Poisson denoising. Another strategy that uses self similarities in images was introduced in the block-matching and 3D filtering (BM3D) method [DFKE07]. Here, similar patches are stacked in a 3D tensor, and a hard thresholding is applied on their coefficients in the 3D-DCT domain. Initial version of the reconstructed image is achieved by putting the patches back into their original locations. The final recovery is generated by repeating the same process but with a Wiener filter, which relies on the initial reconstruction of the first phase of the algorithm, instead of the hard thresholding step.

### 3.2.2 The Sparsity Model

The Sparsity model [Ela10] builds upon the assumption that natural signals are generated out of a small amount of basis elements in some space. Algorithms relying on this model have been shown to lead to very good results. The basic optimization problem (for the
Gaussian framework) that corresponds to this model is

\[
\begin{aligned}
\text{arg min} & \quad \|\alpha\|_0 \\
\text{s.t.} & \quad \|y - D\alpha\|_2^2 \leq \sigma^2,
\end{aligned}
\]  

(3.8)

where the reconstructed image is \(\hat{x} = D\alpha\). The matrix \(D\), which is not necessarily a square matrix (in the case where the number of columns in \(D\) is larger than the number of rows, \(D\) is referred to as an over-complete dictionary), is called the dictionary. The vector \(\alpha\) is called the sparse code and it is assumed to have a small amount of non zeros, a property which is enforced by the \(L_0\) pseudo-norm. As \(L_0\) is non convex, it is common to replace it with the \(L_1\) norm, which is the "closest" convex norm. It has been shown that this norm also promotes sparsity in many cases [DH01]. Rewriting Equation (3.8) in an unconstrained form with the \(L_1\) norm instead of the \(L_0\) one, provides us with

\[
\hat{x} = \text{arg min}_{\alpha} \|y - D\alpha\|_2^2 + \beta\|\alpha\|_1,
\]  

(3.9)

where \(\beta\) should be chosen such the constraint \(\|y - D\alpha\|_2^2 \leq \sigma^2\) is met. Note that this term is of the same form as the MAP for Gaussian noise with \(\|\alpha\|_1\) standing as the prior regularization term.

Many enhancements to the model were suggested in the literature, often leading to superior results [MBP+09], [EA06]. A common approach is to find sparse codes for every patch and estimate it, instead of the entire image. The final image can be reconstructed by averaging overlapping patches. Another improvement considers the selection of the correct dictionary \(D\). The dictionary \(D\) can be pre-defined such as the DCT, or it can be learned [EA06]. Learned dictionaries have been demonstrated to produce superior results.

An additional gain to the scheme may be achieved by using simultaneous sparse coding [MBP+09]. In this scheme similar patches are encouraged to have a similar sparse coding support (non zero locations). This strategy enjoys the advantages of both the sparsity model and the self similarity model mentioned earlier.

We now turn to describe two algorithm which suggest specific reconstruction algorithm of Poisson noisy images using the above ideas.

### 3.3 Direct Poisson Denoising Algorithms

#### 3.3.1 The Non-Local PCA (NLPCA) and variations

By using the sparsity model prior, together with a dictionary learning technique, a possible strategy for denoising a Poisson noisy signal \(y\) is

\[
\text{arg min}_{\alpha} -y^T \ln(D\alpha) + 1^T D\alpha + \lambda\|\alpha\|_0.
\]  

(3.10)
If we are to treat a large image, it can be broken into all its overlapping patches, such that we sum the above log-posterior over all the patches, in an attempt to find the global denoised result. This leads to the following MAP approach:

$$\arg \min_{\alpha_1, \alpha_2, \ldots, \alpha_N} \sum_{i=1}^{N} -y^T \ln(D\alpha_i) + 1^T D\alpha_i + \lambda \|\alpha_i\|_0$$  \hspace{1cm} (3.11)

This optimization problem can be also used to find the dictionary $D$ that best fits the given image $y$. This implies that the minimization is done w.r.t. to $D$ as well, in the spirit of the image denoising algorithm introduced in [EA06].

The problem with the above scheme is the fact that $D\alpha_i$ appears inside the $\ln(\cdot)$, which requires us to add constraints on the positivity of $D\alpha_i$. Such constraints will necessarily complicate the overall scheme. As a remedy to this problem, in the non-local PCA (NLPCA) algorithm, Salmon et. al. [SHDW14] proposed to define the local recovered patches as $e^{D\alpha_i}$. Thus we would like to solve

$$\arg \min_{D, \alpha_1, \alpha_2, \ldots, \alpha_N} \sum_{i=1}^{N} -y^T D\alpha + 1^T e^{D\alpha} + \lambda \|\alpha\|_0.$$ \hspace{1cm} (3.12)

Here the authors suggest to partition the image into overlapping patches, group the patches into disjoint groups and solve for each group the minimizing problem

$$\arg \min_{D, \alpha_1, \alpha_2, \ldots, \alpha_N} \sum_{i=1}^{N} 1^T e^{D\alpha_i} - y^T D\alpha_i$$ \hspace{1cm} (3.13)

where $D$ is a dictionary with only $k$ columns, associated to the group, and $\alpha_i$ is the sparse codes of patch $i$. Because $D$ has only $k$ columns, the sparse codes vectors $\alpha_i$ are $k$-sparse by the construction. Finally, the $i$-th patch gets the value $e^{D\alpha_i}$ and is returned to its location. The further improved non-local sparse PCA (NLSPCA) algorithm [SHDW14] adds a $L_1$ penalty term and minimizes for each group the expression

$$\arg \min_{D, \alpha_1, \alpha_2, \ldots, \alpha_N} \sum_{i=1}^{N} 1^T e^{D\alpha_i} - y^T D\alpha_i + \lambda \sum_{i=1}^{N} \|\alpha_i\|_1.$$ \hspace{1cm} (3.14)

In both algorithms, each group has its own narrow $D$. This may weaken the expressibility of this model, resulting in weaker denoising effect.

### 3.3.2 The Sparse Poisson Denoising algorithm (SPDA)

An improvement to the previous method is suggested in the sparse Poisson denoising algorithm (SPDA) [GE14]. As in the NLPCA and NLSPCA algorithms, here too, the patches are arranged in disjointed groups. However, in SPDA, the sizes of the groups are much smaller and a global dictionary is learned for all sets of patches together, instead of learning a unique dictionary for each group. The minimization objective of
SPDA can be formulated as

$$\arg \min_{D, \alpha_1, \alpha_2, \ldots, \alpha_N} \sum_{i=1}^{N} 1^T e^{D\alpha_i} - y^T D\alpha_i,$$

s.t. \( \|\alpha_i\|_0 \leq k \) \hspace{1cm} (3.15)

In SPDA a simultaneous sparse coding is used for each group of patches. This generates a global force on the restoration process, which produces superior denosing results.
Chapter 4

The Plug-and-Play Priors (PaPP) Approach

4.1 Standard Plug-and-Play Prior

The Plug-and-Play Prior (PaPP) framework, proposed by Venkatakrishnan, Bouman and Wohlberg [VBW13], allows simple integration between inverse problems and priors, by applying a Gaussian denoising algorithm, which corresponds to the used prior. One of the prime benefits in the PaPP scheme is the fact that the prior to be used does not have to be explicitly formulated as a penalty expression. Instead, the idea is to split the prior from the inverse problem, a task that is done elegantly by the ADMM optimization method [BPC+11]. Then the prior is deployed indirectly by activating a Gaussian denoising algorithm of choice. For specific such algorithms, the convergence is proven and guaranteed [SVW+15].

The goal of the PaPP framework is to maximize the posterior probability in an attempt to implement the MAP estimator. Mathematically, this translates to the following:

$$\max_{x \in \mathbb{R}^{m \times n}} P(x|y) = \max_{x \in \mathbb{R}^{m \times n}} \frac{P(y|x) P(x)}{P(y)} = \max_{x \in \mathbb{R}^{m \times n}} P(y|x) P(x). \quad (4.1)$$

The above suggests to maximize the posterior probability $P(x|y)$ with respect to the ideal image $x$, which is of size $n \times m$ pixels. Taking element wise $-\ln (\cdot)$ of this expression gives an equivalent problem of the form

$$\min_{x \in \mathbb{R}^{m \times n}} -\ln (P(x|y)) = \min_{x \in \mathbb{R}^{m \times n}} -\ln (P(y|x)) - \ln (P(x)). \quad (4.2)$$

In order to be consistent with the notations in [VBW13], we denote $l(x) = -\ln (P(y|x))$ and $-\ln (P(x)) = \beta s(x)$, where $s(x)$ is a prior on $x$ associated with a denoising algorithm $\mathcal{D}_\sigma(\cdot)$ such that

$$\mathcal{D}_\sigma(y) = \arg \min_{x \in \mathbb{R}^{m \times n}} \frac{1}{2}||y - x||_2^2 + \sigma^2 s(x). \quad (4.3)$$
Note that the constant $\beta$ sets the weight of the prior in the optimization problem and is dependent on the noise variance. Thus our task is to find $x$ that solves the problem

$$\hat{x} = \arg \min_{x \in \mathbb{R}^{m \times n}} l(x) + \beta s(x).$$

(4.4)

Note that in both Equations (4.2) and (4.3) $y$ is constant. By using a variable splitting technique in the optimization problem, we get

$$\hat{x} = \arg \min_{x,v \in \mathbb{R}^{m \times n}} l(x) + \beta s(v),$$

s.t. $x = v$

(4.5)

This problem can be solved using ADMM [BPC+11] by constructing an augmented Lagrangian which is given by

$$L_\lambda = l(x) + \beta s(v) + \frac{\lambda}{2} \|x - v + u\|_2^2 - \frac{\lambda}{2} \|u\|_2^2.$$

(4.6)

ADMM theory [BPC+11] states that (under proper conditions) minimizing Equation (4.5) is equivalent to iterating until convergence over the following three steps:

$$x^{k+1} = \arg \min_x L_\lambda(x, v^k, u^k),$$
$$v^{k+1} = \arg \min_v L_\lambda(x^{k+1}, v, u^k),$$
$$u^{k+1} = u^k + (x^{k+1} - v^{k+1}).$$

(4.7)

By plugging $L_\lambda$ we get

$$x^{k+1} = \arg \min_x l(x) + \frac{\lambda}{2} \|x - (v^k - u^k)\|_2^2,$$
$$v^{k+1} = \arg \min_v \frac{\lambda}{2} \|x^{k+1} + u^k - v\|_2^2 + \beta s(v),$$
$$u^{k+1} = u^k + (x^{k+1} - v^{k+1}).$$

(4.8)

There exist ADMM variations that modify $\lambda$ at each iteration. Thus $\lambda$ could be dependent on $k$. For several simple cases $\lambda$ can be set analytically. One such scenario is shown in Appendix A. The first step is dependent on the inversion problem we are trying to solve. Note that the second step corresponds to applying the Gaussian denoising algorithm $D_{\beta/\lambda}$, on the image $x^{k+1} + u^k$ with variance of $\sigma^2 = \frac{\beta}{\lambda}$. Therefore, as already mentioned above, we do not have to know the formulation of the prior explicitly, as we can simply use a Gaussian denoising algorithm which corresponds to it. The third step is a dual variable update. The PaPP framework’s convergence was analyzed in [SVW+15]. It is shown that there exist Gaussian denoisers which are guaranteed to converge. However, other denoisers may lead to good results as well despite the lack of solid theoretical foundations.

In Chapter 5 we show how PaPP may be used for Poisson inverse problems. We
shall see that in this case, step 1 in Equation (4.8) is convex and can be easily computed. When handling the Poisson denoising problem, this step turns to be even simpler as it is also separable, resulting with a scalar formula that resembles the Anscombe transform.

4.2 Plug-and-Play Priors Extention

4.2.1 Plug-and-Play with Multiple Priors

We can propose a simple extension of the Plug-and-Play Priors method that enables the usage of several Gaussian denoisers. We start from the following ADMM formulation, which follows Equation (4.5)

\[
\begin{align*}
\text{arg min} & \quad l(x) + \beta s(v) \\
\text{s.t} & \quad Ax - Bv = c
\end{align*}
\]  

(4.9)

By choosing

\[
A = \begin{bmatrix} I \\ I \end{bmatrix} \Rightarrow Ax = \begin{bmatrix} x \\ x \end{bmatrix},
\]

\[
v = \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}, B = I \Rightarrow Bv = \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}.
\]

(4.10)

c = 0,

and if \( \beta s(v) = \beta_1 s_1(v_1) + \beta_2 s_2(v_2) \) we get the equivalent formulation

\[
\begin{align*}
\text{arg min} & \quad l(x) + \beta_1 s_1(v_1) + \beta_2 s_2(v_2), \\
\text{s.t} & \quad x = v_1, x = v_2
\end{align*}
\]  

(4.11)

where \( s_1 \) and \( s_2 \) are two priors that we aim to use, and \( v_1 \) and \( v_2 \) are two auxiliary variables that will help in simplifying the solution of this problem. Following the steps taken above in the derivation of the PaPP, we have

Step 1:

\[
x^{k+1} = \arg \min_x l(x) + \lambda \left\| x - v_1^k + u_1^k \right\|_2^2 + \lambda \left\| x - v_2^k + u_2^k \right\|_2^2,
\]

(4.12)

As in the regular PaPP, this expression is convex if \( l(x) \) is convex, and separable if \( l(x) \) is separable.

Step 2:

\[
\begin{align*}
v_1^k &= \arg \min_v \beta_1 s_1(v_1) + \lambda \left\| x^{k+1} - v_1 + u_1^k \right\|_2^2, \\
v_2^k &= \arg \min_v \beta_2 s_2(v_2) + \lambda \left\| x^{k+1} - v_2 + u_2^k \right\|_2^2.
\end{align*}
\]  

(4.13)

which are two Gaussian denoising steps, each using a different prior.
Step 3:

\[
\begin{align*}
    u_{1}^{k+1} &= u_{1}^{k} + x^{k+1} - v_{1}^{k+1}, \\
    u_{2}^{k+1} &= u_{2}^{k} + x^{k+1} - v_{2}^{k+1},
\end{align*}
\]  
(4.14)

this step updates the dual variables.

Obviously, this scheme can be generalized to use as many priors as needed. The core idea behind this generalization is that often times we may encounter different priors that address different features of the unknown image, such as self-similarity; local smoothness or other structure; scale-invariance; etc. Merging of two priors into the PaPP scheme may lead to an overall benefit, as they complement each other. Another possible usage of this extension is to force the solution to reside in some convex set. This can be done by using an indicator function for \(s_{2}(v)\).

The idea of using several prior terms has appeared previously in the context of Poisson noise in [PCP11]. Here, the authors use a compound of TV and a wavelet domain regularization, and show improvement over using each regularization term separately. In this work any mixture of available priors that are beneficial in Gaussian denoising may be used with complete freedom and flexibility.

4.2.2 Over Relaxed Plug-and-Play Priors

The over relaxed ADMM states that it is possible to replace the \(x^{k+1}\) term with \(\alpha x^{k+1} - (1 - \alpha)z^{k}\) in the \(v^{k+1}\) and \(u^{k+1}\) update steps, where \(\alpha \in (0, 2]\). When \(\alpha > 1\) this version of ADMM is called over relaxed. This version can, in many scenarios, results with faster convergence.

The resulting PaPP formulation that corresponds to the over relaxed ADMM is

\[
\begin{align*}
    x^{k+1} &= \arg \min_{x} l(x) + \frac{\lambda}{2} \|x - v^{k} + u^{k}\|_{2}^{2}, \\
    \tilde{x}^{k+1} &= \alpha x^{k+1} - (1 - \alpha)z^{k}, \\
    v^{k+1} &= \arg \min_{v} \frac{\lambda}{2} \|\tilde{x}^{k+1} + u^{k} - v\|_{2}^{2} + \beta s(z), \\
    u^{k+1} &= u^{k} + \tilde{x}^{k+1} - v^{k+1}. 
\end{align*}
\]  
(4.15)

The \(x\) update step is convex if \(f(\cdot)\). The \(v\) update step, just like in the regular PaPP, means applying a Gaussian denoising algorithm.
Chapter 5

Plug and Play Priors for Poisson Inverse Problems

5.1 The core P^4IP Algorithm

We now turn to introduce the "Plug-and-Play Prior for Poisson Inverse Problem" algorithm (P^4IP), and how it uses the plug-and-play Priors framework. We start by invoking the proper log-likelihood function \( l(x) \) into the above-described formulation, enabling the integration of Gaussian denoising algorithms to the Poisson inverse problems. Then we discuss two applications of our algorithm – the denoising and the deblurring scenarios.

We denote an original (clean) image, with dimensions \( m \times n \), by an \( m \times n \) column-stacked vector \( x \). Similarly, we denote a noisy image by \( y \). The \( i \)'s pixel in \( x \) (and respectively \( y \)) is given by \( x[i] \) (respectively \( y[i] \)). We also denote by \( H \) the linear degradation operator that is applied on the image, which could be a blur operator, down-scaling or even a tomographic projection. In order to proceed we should find an expression for \( l(x) \). As mentioned before, this is given by taking \(-ln (\cdot)\) of \( P(y|x) \).

When taking \( H \) into account we have

\[
P(y|x) = \prod_i \frac{(Hx)[i]^y[i]}{\Gamma(y[i] + 1)} e^{-(Hx)[i]}.
\]

Thus, \( l(x) \) is given by

\[
l(x) = -\ln(P(y|x)) = -\sum_i \ln \left( \frac{(Hx)[i]^y[i]}{\Gamma(y[i] + 1)} e^{-(Hx)[i]} \right)
= -y^T \ln(Hx) + 1^T Hx + \text{constant}. \quad (5.2)
\]

Relying on Equation (4.8), the first ADMM step in matrix form is therefore

\[
\arg \min_x L_\lambda = \arg \min_x -y^T \ln (Hx) + 1^T Hx + \frac{\lambda}{2} \|x - v + u\|^2_2. \quad (5.3)
\]
This expression is convex and can be solved quite efficiently by modern optimization methods. By using Equation (5.3), we get Algorithm 5.1. The parameter \( \lambda \) can be changed in many forms in each iteration. We chose to use the update rule \( \lambda^{k} = \lambda_{0} \cdot (\lambda_{\text{step}})^{k} \), where \( \lambda_{0} \) and \( \lambda_{\text{step}} \) are some constants.

**Algorithm 5.1 - P⁴IP**

**Input:** Distorted image \( y \), Gaussian denoising algorithm \( \mathcal{D}_{\sigma}(\cdot) \);
**Initialization:** set \( k = 0, u^{0} = 0, v^{0} = \text{some initialization}, \lambda_{0} = \text{const}; \)
**while** !stopping criteria **do**

\[
\begin{align*}
    x^{k+1} &= \arg \min_{x} -y^{T} \ln (Hx) + \frac{1}{2} Hx + \frac{\lambda^{k}}{2} \|x - v^{k} + u^{k}\|^{2}_{2} \\
    v^{k+1} &= \mathcal{D}_{\sigma}(x^{k+1} + u^{k}) \text{ with } \sigma^{2} = \frac{\beta}{\lambda^{k}} \\
    u^{k+1} &= u^{k} + (x^{k+1} - v^{k+1}) \\
    \lambda^{k+1} &= \lambda^{k} \cdot \lambda_{\text{step}} \\
    k &= k + 1
\end{align*}
\]
**end while**

**Output:** Reconstructed image \( x^{k} \)

### 5.2 M-P⁴IP Algorithm

Obviously we could use the Plug-and-Play Priors extension that employs several denoising methods, as shown in the previous section. Such a change requires only slight modifications to Algorithm 5.1. The resulted M-P⁴IP algorithm is shown in 5.2.

**Algorithm 5.2 M-P⁴IP**

**Input:** Distorted image \( y \), Gaussian denoising algorithms \( \mathcal{D}_{\sigma}^{1}(\cdot) \) and \( \mathcal{D}_{\sigma}^{2}(\cdot) \)
**Initialization:** set \( k = 0, u_{1}^{0} = 0, v_{1}^{0} = \text{some initialization}, \)

\[
\begin{align*}
    u_{2}^{0} = 0, v_{2}^{0} = \text{some initialization}, \lambda_{0} = \text{const};
\end{align*}
\]
**while** !stopping criteria **do**

\[
\begin{align*}
    x^{k+1} &= \arg \min_{x} l(x) + \lambda^{k} \|x - v_{1}^{k} + u_{1}^{k}\|^{2}_{2} + \lambda^{k} \|x - v_{2}^{k} + u_{2}^{k}\|^{2}_{2} \\
    v_{1}^{k+1} &= \mathcal{D}_{\sigma}^{1}(x^{k+1} + u_{1}^{k}) \text{ with } \sigma^{2} = \frac{\beta_{1}}{\lambda^{k}} \\
    v_{2}^{k+1} &= \mathcal{D}_{\sigma}^{2}(x^{k+1} + u_{2}^{k}) \text{ with } \sigma^{2} = \frac{\beta_{2}}{\lambda^{k}} \\
    u_{1}^{k+1} &= u_{1}^{k} + x^{k+1} - v_{1}^{k+1} \\
    u_{2}^{k+1} &= u_{2}^{k} + x^{k+1} - v_{2}^{k+1} \\
    \lambda^{k+1} &= \lambda^{k} \cdot \lambda_{\text{step}} \\
    k &= k + 1
\end{align*}
\]
**end while**

**Output:** Reconstructed image \( x^{k} \)

### 5.3 Poisson Denoising

For the special case of Poisson denoising \( H = I \). The solution to the first ADMM step can be solved by a closed form solution, as can be seen in the following theorem.
Theorem 5.1. When $H = I$ the first ADMM step is separable, and can be solved for each pixel individually. Moreover, this step can be solved by the closed form solution

$$x^{k+1}[i] = \frac{\left(\lambda (v^k[i] - u^k[i]) - 1\right) + \sqrt{\left(\lambda (v^k[i] - u^k[i]) - 1\right)^2 + 4\lambda y[i]}}{2\lambda},$$  \hspace{1cm} (5.4)

where $x^k[i]$ is the $i$-th pixel of $x^k$ (and $v^k[i]$, $u^k[i]$ and $y[i]$ are the $i$-th pixels of $v^k$, $u^k$ and $y$ respectively).

Proof. In the denoising case $H = I$ and we get that $l(x)$ is given by

$$l(X) = -y^T \ln (x) + 1^T x.$$  \hspace{1cm} (5.5)

The augmented Lagrangian is thus,

$$L_\lambda = -y^T \ln (x) + 1^T x - \beta \ln (P (v)) + \frac{\lambda}{2} \|x - v + u\| - \frac{\lambda}{2} \|u\|^2,$$  \hspace{1cm} (5.6)

and the first ADMM step becomes

$$x^{k+1} = \arg \min_x L_\lambda (x, v^k, u^k) = \arg \min_x -y^T \ln (x) + 1^T x + \frac{\lambda}{2} \|x - v^k + u^k\|^2.$$  \hspace{1cm} (5.7)

The first step ($x$ update) is a convex and separable, implying that each entry of $x$ can be treated separately. Furthermore, computing the elements of $x$ is easily handled leading to a closed form expression. By differentiating $L_\lambda$ by $x[i]$ and equating to 0 we get

$$-\frac{y[i]}{x[i]} + 1 + \lambda \left(x[i] - v^k[i] + u^k[i]\right) = 0.$$  \hspace{1cm} (5.8)

Thus, we have

$$x[i] = \frac{\left(\lambda (v^k[i] - u^k[i]) - 1\right) + \sqrt{\left(\lambda (v^k[i] - u^k[i]) - 1\right)^2 + 4\lambda y[i]}}{2\lambda}.$$  \hspace{1cm} (5.9)

As $y$ is non negative, the expression inside the square root is also non negative and causes the resulted $x$ to be non negative as well. Another possible solution could have been the second root of Equation (5.8), but this solution is purely negative and thus uninformative.

Such a result makes each $P^4IP$ iteration as efficient as the Gaussian denoising algorithm in use.

A closer look at the expression given in Equation (5.4) reveals some resemblance to the Anscombe transform. Indeed, for the initial condition $u^0 = 0, v^0 = 4 \left(\sqrt{\frac{3}{8}} + 1\right)$, and $\lambda = 0.25$, the transformed random variable $y$ after (5.4) is applied onto it is given by $2\sqrt{\frac{\lambda}{8}} + 2\sqrt{\frac{3}{8}} + y$. Thus the variance is the same as the one achieved by Anscombe’s transform, because the two differ only by a constant. Figure 5.1 shows
the Anscombe transform and the one obtained by Equation (5.4) with the parameters \( \lambda = 0.25, v^k[i] - u^k[i] = 4 \left( \sqrt{\frac{3}{8}} + 1 \right) + c \) for \( c = \{0, 3, 6, 9\} \).

While the curve (5.4) may look like the Anscombe one, P4IP is substantially different than the Anscombe transform based denoising in two ways: (i) The curve by Equation (5.4) changes (locally) from one iteration to another due to the change in \( u \) and \( v \), and; (ii) P4IP has no inverse transform step after the Gaussian denoising. This leads to improved restoration compared to the classical VST denoising scheme.

![Figure 5.1: P4IP and Anscombe transformations as a function of the current intensity of the noisy images. \( \lambda = 0.25 \).](image)

5.4 Poisson Deblurring

When dealing with the deblurring problem, \( H \) represents a blur matrix. The first PaPP step is no longer separable and usually no analytical solution is available. However the problem is convex and a common way to solve it is by using iterative optimization methods, which usually require the gradient. Turning back to our problem, the gradient of \( L_\lambda(x) \) is given by

\[
\nabla_x L_\lambda = -H^T \left( y ./ (Hx) \right) + H^T 1 + \lambda (x - v + u). \tag{5.10}
\]
Where "/" stands for element-wise division. As can be seen, this gradient is easy to compute, as it requires blurring the temporary solution $x$, the constant vector 1 and the vector $y./ (Hx)$ in each such computation.

5.5 Relation to previous work

In the context of Gaussian deblurring, a similar derivation is adapted in [DKE10]. Here too, the authors use a splitting of the fidelity term and a prior term, but unlike the PaPP, an explicit formulation of the prior is required. The authors chose to use a spatially adaptive filter, which groups similar patches, applies the thresholding operator in a 3-D transform which consists of a 2-D discrete sine and 1-D Haar transforms, and finally restoring the patches to their original locations.

This splitting of the two terms appears also in Poisson restoration algorithms [DFS12],[FBD10], and is shown to be a beneficial technique in this scenario as well. The work reported in [DFS12] relies on the proximal splitting tool, where the assumed prior is based on positivity of the unknown, along with sparse representation of the image in a dictionary of waveforms such as wavelets or curvelets. The authors use analysis and synthesis based sparsity. The work in [FBD10] uses the ADMM technique to enable the splitting. The authors test the Total Variation (TV) and analysis and synthesis priors. In [MMYZ13] a dictionary learning technique is also added, and a variable splitting technique produces the algorithm, which treats every term separately. In contrast, our work can apply any prior that is used in the context of Gaussian denoising (even an implicit one), which gives us the freedom to use leading denoising techniques and thus get to superior results.

The idea of using several prior terms has appeared previously in the context of Poisson noise in [PCP11]. Here, the authors use a compound of TV and a wavelet domain regularization, and show improvement over using each regularization term separately. In this work any mixture of available priors that are beneficial in Gaussian denoising may be used with complete freedom and flexibility.
Chapter 6

P$^4$IP Experiments

6.1 Implementation Details

In both the denoising and deblurring scenarios, we use BM3D as our Gaussian denoiser, as it provides very good results in the Gaussian case and has an efficient implementation. In the denoising scenario we also test the multiple prior algorithm, M-P$^4$IP. As our second denoiser we use a simplified version of the multi-scale KSVD algorithm [SOE14], which takes into account multi-scale considerations in the denoising process. These considerations are not used in BM3D, and therefore the two algorithms joint together may form a more powerful denoising prior.

In the low SNR case in the denoising problem, an improvement in the recovery can be achieved by using a technique called binning: The noisy image is first down-scaled by aggregating neighbor pixels, which leads to a higher photon count in each pixel in the resulted smaller image and therefore also a better SNR, and then the denoising algorithm is applied on this smaller sized image. Mathematically, the binned image is $y_{bin} = SB_y$ where $B$ is the uniform blur operator and $S$ is the sampling operator. An estimate for the high resolution image is obtained by applying a simple linear interpolation on the denoised small image. In addition to the better recovery quality, the binning strategy also reduces the runtime as the denoising is applied to smaller images. In our experiments we use a 3:1 down-scaling in each axis for the binning. Binning can only be used in the denoising scenario as down-sampling does not commute with the blur operator. This can be seen by looking at the binned version of an image blurred by some kernel $H$:

$$SB_y \neq HSB_y.$$  \hspace{0.5cm} (6.1)

For a general blur matrix $H$, equality does not necessarily hold. This means that using binning on deblurring tasks may be viewed as merely an approximation because the blur kernel undergoes down-sampling too. Another problem with binning which holds true for denoising, but has much stronger effect in deblurring, happens in the up-scaling stage, where artifacts from the restoration algorithm are amplified during this process. Thus
using binning in the debluring scenario leads to sub optimal reconstruction. Obviously, binning could be used in the debluring scenario by choosing down sampling as the forward operator $H$.

As mentioned in Section 5.4, when dealing with the deblurring scenario, P4IP requires an optimization technique that can find a minimum of the first PaPP step:

$$ x^{k+1} = \arg \min_x -y^T \ln (Hx) + 1^T H x + \frac{\lambda}{2} \| x - v^k + u^k \|_2^2. $$ (6.2)

L-BFGS was empirically chosen for this task. In order to avoid calculating $\ln(\cdot)$ on negative $Hx$ values, we modify the $\ln(\cdot)$ term by the surrogate function

$$ \tilde{f}(z) = \begin{cases} 
\ln(z), & z \geq \varepsilon \\
ax^2 + bx + c, & z < \varepsilon. 
\end{cases} $$ (6.3)

We thus approximate the first PaPP step with:

$$ x^{k+1} = \arg \min_x -y^T \tilde{f}(Hx) + 1^T H x + \frac{\lambda}{2} \| x - v^k + u^k \|_2^2 $$ (6.4)

instead of Equation (6.2). The coefficients $a$, $b$ and $c$ are chosen such that $\tilde{f}(\cdot)$ and $\nabla \tilde{f}(\cdot)$ coincides with $\ln(\cdot)$ and its derivative at $x = \varepsilon$. Thus we have that $a = -\frac{1}{2\varepsilon^2}$, $b = \frac{2}{\varepsilon}$ and $c = \ln(\varepsilon) - 1.5$. Obviously this is not the only option for choosing those coefficients. As $x \to 0$ we get that $Hx \to 0$ and $-\ln(Hx) \to \infty$. Therefore choosing a small enough value for $\varepsilon$, guarantees that by using the surrogate function in Equation (6.4) the same minimum is produces as in (6.2) and that all entries in $Hx$ that $\ln(\cdot)$ is applied on, are positive. We chose to use $\varepsilon = 10^{-10}$. Figure 6.1 shows visually the difference between both objective functions for a simple case where $H$ is constant. For this case, it is obvious that both objective have the same minimum, and thus using $\tilde{f}(\cdot)$ instead of $\ln(\cdot)$ doesn’t effect the result of Equation (6.2). However, $\ln(\cdot)$ is not applied on negative values.

![Figure 6.1: Objective functions comparison. The minimum of both function is equal.](image-url)
6.1.1 Choice of Parameters

Both denoising and deblurring scenarios require the appropriate choice of parameters. The first important parameter is $\beta$ - the prior weight. If the noise is very weak, $\beta$ should be small because the noisy image has to be only slightly modified. However, when the noise level is high, the restoration process should rely more on the prior knowledge and therefore $\beta$ should be large. Empirical results show that inappropriate choice of $\beta$ leads to poor results, sometimes by several dB. Figure 6.2 shows the average PSNR on eight test images as a function of $\beta$ near $\beta$’s optimal value.

![Figure 6.2: average PSNR on all test images as a function of $\beta$](image_url)

Interestingly, the optimal $\beta$ can be approximated by the simple polynomial $\text{peak}^{-0.75}$. Figure 6.3 show the optimal $\beta$ and the polynomial approximation of it as a function of the peak. The optimal $\beta$ was found by an exhaustive search.
Figure 6.3: Optimal $\beta$ and polynomially approximated $\beta$ as a function of the peak.
Another important parameter relates to the step size. $\lambda$ is considered to be proportional to the inverse of the step size, and thus needs to be chosen wisely. We found that increasing $\lambda$ at each iteration gives better results than using a constant $\lambda$. Thus, the update of $\lambda$ requires two parameters. The first is $\lambda_0$ - the initial value of $\lambda$, and the second, $\lambda_{\text{step}}$ - the value $\lambda$ is multiplied by at each iteration. The optimal $\lambda_0$ can also be approximated too by a simple polynomial. A good approximation is given by $\text{peak}^{-1.5}$. Figures 6.4 Show this visually.

Another important parameter is the number of iterations. We chose to use a fixed number of iterations, but of course this parameter can also be learned or even estimated, similarly to what is done in [RE13], [CBF12]. For denoising we set this value to 50 when binning was used, and to 70 without it. M-P4IP was tested only with binning and the number of iteration is set to 47. In the deblurring scenario we use 60 iterations. Setting the number of iterations is important as the PSNR starts decreasing after a while. This happens because the objective in Equation (4.5) which we try to minimize, is only an approximation to the PSNR. Thus, the maximum of the PSNR is achieved near the minimum of this penalty function. This suggests that the optimal iteration number is a finite value, which should be chosen wisely.

For a given peak level, each parameter was tuned for a series of eight images. Out of each original image we generated five degraded images, noisy for the denoising scenario,
and blurred and noisy for the deblurring scenario. We tested multiple peak values in the range of \([0.1, 4]\). We found that the optimal \(\lambda_0\) and \(\beta\) have strong correlation to the peak value. On the other hand, \(\lambda_{step}\) has a weak dependence on the peak, and was thus chosen independently of it. For all scenarios \(\lambda_{step}\) was set to 1.065 without binning and to 1.1 with it. We observed that the initialization of \(v_0\) does not lead to a noticeable change in the final reconstruction, and thus it is set to 0.

## 6.2 Denoising

We tested our algorithm on eight different images shown in Figure 6.5.

![Figure 6.5: Original test images](image)

Out of each image we generated noisy images for peak values 0.1, 0.2, 0.5, 1, 2 and 4. To evaluate our algorithm we compared to BM3D with the refined inverse Anscombe transform [MF11]. We also compared to the SPDA method [GE14], which achieves, to the best of our knowledge, state of the art results. All algorithms were tested with and without binning. The results are shown in Table 6.1, where we have averaged each result over five noisy realizations. While we report results referring to BM3D, we tested several other options (e.g. K-SVD [EA06], WNNM [GZZF14]) and got similar results in spirit and roughly speaking, for the same parameter setting strategy. We eventually chose to report the BM3D ones simply because they were the best in terms of performance vs. computation tradeoff.

Figures 6.7-6.10 present several visual recovery results. Here each PSNR value refers to specific noise realization. As can be seen, the proposed approach competes favorably with both the BM3D+Anscombe and the state of the art results. Binning is found to be beneficial for all algorithms when dealing with low peak values. As for running-times, our algorithm requires roughly 10 sec/image when binning is used, nearly 0.2 seconds took for a single 2nd step run, and negligible time (less then one mili-second) for steps.
1 and 3. This should be compared to the BM3D+Anscombe that runs somewhat faster (0.2 sec/image), and the SPDA method [GE14] which is much slower (an average of 15-20 minutes/image). When removing the binning, our algorithm runs for one minute, with 0.6 seconds on average for a single 2nd step. BM3D+Anscombe run takes one second and SPDA runs for approximately 10 hours. These runtime evaluations were measured on an i7 with 8GB RAM laptop. Practical convergence of the algorithm on the image "Cameraman" with noise peak 0.1 is shown in Figure 6.6. Due to the modification of the value of $\lambda$ along the iterations, we get the non-consistent curve as seen in Figure 6.6. Nevertheless, this approach does lead to improved results over the alternative (and more consistent) fixed $\lambda$ option.

As mentioned before, to check the effectivity M-P$^4$IP we combine BM3D with a simplified version of [SOE14]. We noticed that it is important to find the right prior weight parameter. We only tested for 0.1, 0.2 and 0.5 peaks. The results are shown in table 6.2. For the tested peaks, the multiple prior algorithm shows improvement. We note that it was harder to find good parameters and therefore we believe that it is possible to improve even more.
Table 6.1: Denoising without binning PSNR values [dB]

<table>
<thead>
<tr>
<th>Alg.</th>
<th>Peak</th>
<th>Saturn</th>
<th>Flag</th>
<th>Cam.</th>
<th>House</th>
<th>Swoosh</th>
<th>Peppers</th>
<th>Bridge</th>
<th>Ridges</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM3D</td>
<td>0.1</td>
<td>19.42</td>
<td>13.05</td>
<td>15.66</td>
<td>16.28</td>
<td>16.93</td>
<td>15.61</td>
<td>15.68</td>
<td>20.06</td>
<td>16.59</td>
</tr>
<tr>
<td>SPDA</td>
<td>0.1</td>
<td>17.40</td>
<td>13.35</td>
<td>14.36</td>
<td>14.84</td>
<td>15.12</td>
<td>14.28</td>
<td>14.60</td>
<td>19.86</td>
<td>15.48</td>
</tr>
<tr>
<td>P4IP</td>
<td>0.1</td>
<td>21.14</td>
<td>13.18</td>
<td>16.93</td>
<td>18.34</td>
<td>21.22</td>
<td>16.11</td>
<td>16.43</td>
<td>18.66</td>
<td>17.75</td>
</tr>
<tr>
<td>BM3D</td>
<td>0.2</td>
<td>22.02</td>
<td>14.28</td>
<td>17.35</td>
<td>18.37</td>
<td>19.95</td>
<td>17.10</td>
<td>17.09</td>
<td>21.27</td>
<td>18.43</td>
</tr>
<tr>
<td>SPDA</td>
<td>0.2</td>
<td>21.52</td>
<td>16.58</td>
<td>16.93</td>
<td>17.83</td>
<td>18.91</td>
<td>16.75</td>
<td>16.80</td>
<td>23.25</td>
<td>18.57</td>
</tr>
<tr>
<td>P4IP</td>
<td>0.2</td>
<td>23.01</td>
<td>14.98</td>
<td>17.81</td>
<td>19.48</td>
<td>23.56</td>
<td>17.18</td>
<td>17.50</td>
<td>21.08</td>
<td>19.32</td>
</tr>
<tr>
<td>BM3D</td>
<td>0.5</td>
<td>23.86</td>
<td>15.87</td>
<td>18.83</td>
<td>20.27</td>
<td>22.92</td>
<td>18.49</td>
<td>18.24</td>
<td>23.37</td>
<td>20.23</td>
</tr>
<tr>
<td>SPDA</td>
<td>0.5</td>
<td>25.50</td>
<td>19.67</td>
<td>18.90</td>
<td>20.51</td>
<td>24.21</td>
<td>16.66</td>
<td>18.46</td>
<td>27.76</td>
<td>21.71</td>
</tr>
<tr>
<td>P4IP</td>
<td>0.5</td>
<td>25.07</td>
<td>16.31</td>
<td>19.20</td>
<td>20.92</td>
<td>25.72</td>
<td>18.74</td>
<td>18.50</td>
<td>24.25</td>
<td>21.09</td>
</tr>
<tr>
<td>BM3D</td>
<td>1</td>
<td>27.11</td>
<td>22.54</td>
<td>20.23</td>
<td>22.73</td>
<td>26.28</td>
<td>19.99</td>
<td>19.20</td>
<td>30.93</td>
<td>23.61</td>
</tr>
<tr>
<td>SPDA</td>
<td>1</td>
<td>27.02</td>
<td>18.89</td>
<td>20.48</td>
<td>22.72</td>
<td>27.82</td>
<td>19.28</td>
<td>27.25</td>
<td>23.03</td>
<td></td>
</tr>
<tr>
<td>BM3D</td>
<td>2</td>
<td>29.38</td>
<td>24.92</td>
<td>21.54</td>
<td>25.09</td>
<td>29.27</td>
<td>21.23</td>
<td>20.15</td>
<td>33.40</td>
<td>25.62</td>
</tr>
<tr>
<td>P4IP</td>
<td>2</td>
<td>28.89</td>
<td>20.98</td>
<td>21.95</td>
<td>24.64</td>
<td>29.54</td>
<td>22.33</td>
<td>20.23</td>
<td>30.47</td>
<td>24.88</td>
</tr>
<tr>
<td>BM3D</td>
<td>4</td>
<td>31.04</td>
<td>26.27</td>
<td>21.90</td>
<td>26.09</td>
<td>33.20</td>
<td>22.09</td>
<td>20.55</td>
<td>36.05</td>
<td>27.15</td>
</tr>
<tr>
<td>SPDA</td>
<td>4</td>
<td>30.83</td>
<td>22.29</td>
<td>23.33</td>
<td>26.35</td>
<td>31.67</td>
<td>23.90</td>
<td>21.12</td>
<td>32.86</td>
<td>26.54</td>
</tr>
<tr>
<td>P4IP</td>
<td>4</td>
<td>30.83</td>
<td>22.29</td>
<td>23.33</td>
<td>26.35</td>
<td>31.67</td>
<td>23.90</td>
<td>21.12</td>
<td>32.86</td>
<td>26.54</td>
</tr>
</tbody>
</table>

Table 6.2: Denoising with binning PSNR values [dB]

<table>
<thead>
<tr>
<th>Alg.</th>
<th>Peak</th>
<th>Saturn</th>
<th>Flag</th>
<th>Cam.</th>
<th>House</th>
<th>Swoosh</th>
<th>Peppers</th>
<th>Bridge</th>
<th>Ridges</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPDAbin</td>
<td>0.1</td>
<td>22.00</td>
<td>15.50</td>
<td>16.75</td>
<td>18.73</td>
<td>21.90</td>
<td>16.27</td>
<td>16.99</td>
<td>25.32</td>
<td>19.17</td>
</tr>
<tr>
<td>P4IPbin</td>
<td>0.1</td>
<td>22.14</td>
<td>15.03</td>
<td>17.16</td>
<td>18.55</td>
<td>21.88</td>
<td>16.24</td>
<td>16.79</td>
<td>21.85</td>
<td>18.70</td>
</tr>
<tr>
<td>M-P4IPbin</td>
<td>0.1</td>
<td>21.83</td>
<td>14.87</td>
<td>17.44</td>
<td>18.54</td>
<td>21.92</td>
<td>16.33</td>
<td>16.61</td>
<td>22.67</td>
<td>18.78</td>
</tr>
<tr>
<td>BM3Dbin</td>
<td>0.2</td>
<td>23.20</td>
<td>16.28</td>
<td>18.25</td>
<td>19.71</td>
<td>24.25</td>
<td>17.44</td>
<td>17.70</td>
<td>23.92</td>
<td>20.09</td>
</tr>
<tr>
<td>SPDAbin</td>
<td>0.2</td>
<td>23.99</td>
<td>18.26</td>
<td>17.95</td>
<td>19.62</td>
<td>23.53</td>
<td>17.59</td>
<td>17.82</td>
<td>27.22</td>
<td>20.75</td>
</tr>
<tr>
<td>P4IPbin</td>
<td>0.2</td>
<td>23.92</td>
<td>17.17</td>
<td>18.36</td>
<td>19.86</td>
<td>24.64</td>
<td>17.39</td>
<td>17.63</td>
<td>24.52</td>
<td>20.44</td>
</tr>
<tr>
<td>M-P4IPbin</td>
<td>0.2</td>
<td>24.09</td>
<td>16.49</td>
<td>18.52</td>
<td>19.94</td>
<td>25.00</td>
<td>17.63</td>
<td>17.70</td>
<td>24.56</td>
<td>20.49</td>
</tr>
<tr>
<td>BM3Dbin</td>
<td>0.5</td>
<td>25.70</td>
<td>18.40</td>
<td>19.64</td>
<td>21.71</td>
<td>26.33</td>
<td>19.01</td>
<td>18.67</td>
<td>28.23</td>
<td>22.21</td>
</tr>
<tr>
<td>SPDAbin</td>
<td>0.5</td>
<td>25.83</td>
<td>19.22</td>
<td>18.97</td>
<td>21.15</td>
<td>26.57</td>
<td>18.63</td>
<td>18.57</td>
<td>30.97</td>
<td>22.49</td>
</tr>
<tr>
<td>P4IPbin</td>
<td>0.5</td>
<td>26.12</td>
<td>18.19</td>
<td>19.72</td>
<td>21.67</td>
<td>26.43</td>
<td>18.88</td>
<td>18.65</td>
<td>27.76</td>
<td>22.18</td>
</tr>
<tr>
<td>M-P4IPbin</td>
<td>0.5</td>
<td>26.12</td>
<td>18.15</td>
<td>19.71</td>
<td>21.74</td>
<td>26.54</td>
<td>18.93</td>
<td>18.60</td>
<td>28.03</td>
<td>22.23</td>
</tr>
</tbody>
</table>
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Figure 6.7: The image Flag with peak 1 - Denoising (no binning) results.
Figure 6.8: The image Ridges with peak 2 - Denoising (no binning) results

original

noisy, peak=2, PSNR=5.60 [dB]

Anscombe+BM3D, PSNR=18.52 [dB]          P4IP, PSNR=29.66 [dB]
Figure 6.9: The image House with peak 0.2 - Denoising (with binning) results

(a) noisy, peak=0.2, PSNR=-4.10 [dB]

Anscombe+BM3D, PSNR=19.90 [dB]

(b) M-P4IP, PSNR=20.18 [dB]
6.3 Deblurring

In this scenario, we tested our algorithm for the peak values 1, 2 and 4 of an image that was blurred by one of the following blur kernels:

(i) a Gaussian kernel of size 25 by 25 with $\sigma = 1.6$.

(ii) $\frac{1}{(1+x_1^2+x_2^2)}$ for $x_1, x_2 = -7, \ldots, 7$

(iii) $9 \times 9$ uniform
To evaluate our algorithm we compared to IDD-BM3D [DKE12] with the refined inverse Anscombe transform [MF11]. It is important to note that such a scheme is essentially inaccurate, because the inversion part is biased. However, we empirically searched for the best pixel-wise transform by learning the best inverse curve. This was done by constructing a graph, in which its x axis values are pixels after the IDD-BM3D step and its y axis are values of the original pixels. Such a graph was constructed for several images at various peak levels. The results are shown in Figure 6.11. This empirical curve coincides with the refined inverse, even though the tested scenario is deblurring and not denoising. Such a result implies that the refined inverse transform is useful in the deblurring task just as well. We further note that a transform that takes into account all pixels that are effected by the blur kernel, could potentially outperform the proposed VST scheme, however, such a transform is harder to compute. In addition such a transform would be dependent on the blur kernel.

We also compared the obtained results to Ma et al. [MMYZ13] which produces state of the art results. This work uses similar ideas as the KSVD algorithm [EA06]. It uses the sparse representations prior with dictionary learning techniques. This work requires an appropriate parameter $\lambda$, which we set for each peak, such that it produces the highest average PSNR on all tested images.
The results are shown in Tables 6.3, 6.4 and 6.5. Figures 6.13, 6.14 and 6.15 show specific results to better assess the visual quality of the outcome.

Table 6.3: Deblurring PSNR values for blur kernel (i) [dB]

<table>
<thead>
<tr>
<th>Method</th>
<th>Peak</th>
<th>Saturn</th>
<th>Flag</th>
<th>Cam.</th>
<th>House</th>
<th>Swoosh</th>
<th>Peppers</th>
<th>Bridge</th>
<th>Ridges</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>BM3D</td>
<td>1</td>
<td>24.32</td>
<td>16.18</td>
<td>19.39</td>
<td>21.06</td>
<td>26.51</td>
<td>18.47</td>
<td>18.34</td>
<td>22.06</td>
<td>20.79</td>
</tr>
<tr>
<td>Ma et al.</td>
<td>2</td>
<td>24.17</td>
<td>15.25</td>
<td>18.92</td>
<td>20.69</td>
<td>22.82</td>
<td>18.92</td>
<td>18.56</td>
<td>23.64</td>
<td>20.37</td>
</tr>
<tr>
<td>P^4IP</td>
<td>26.05</td>
<td>18.00</td>
<td>19.90</td>
<td>21.97</td>
<td>26.58</td>
<td>19.44</td>
<td>18.98</td>
<td>26.28</td>
<td></td>
<td>22.15</td>
</tr>
<tr>
<td>BM3D</td>
<td>2</td>
<td>26.07</td>
<td>17.78</td>
<td>20.61</td>
<td>22.66</td>
<td>28.61</td>
<td>19.84</td>
<td>19.28</td>
<td>25.71</td>
<td>22.57</td>
</tr>
<tr>
<td>P^4IP</td>
<td>27.65</td>
<td>19.47</td>
<td>20.81</td>
<td>23.36</td>
<td>28.79</td>
<td>20.43</td>
<td>19.64</td>
<td>28.89</td>
<td></td>
<td>23.63</td>
</tr>
<tr>
<td>BM3D</td>
<td>4</td>
<td>28.05</td>
<td>20.25</td>
<td>21.59</td>
<td>24.83</td>
<td>30.00</td>
<td>21.41</td>
<td>20.35</td>
<td>30.63</td>
<td>24.83</td>
</tr>
<tr>
<td>Ma et al.</td>
<td>27.01</td>
<td>17.49</td>
<td>20.56</td>
<td>22.83</td>
<td>25.52</td>
<td>20.86</td>
<td>20.13</td>
<td>27.15</td>
<td></td>
<td>22.69</td>
</tr>
<tr>
<td>P^4IP</td>
<td>29.07</td>
<td>20.73</td>
<td>21.59</td>
<td>24.83</td>
<td>30.00</td>
<td>21.41</td>
<td>20.35</td>
<td>30.63</td>
<td></td>
<td>24.83</td>
</tr>
</tbody>
</table>

It is clearly shown that in this scenario P^4IP outperforms the Anscombe-transform framework. Practical convergence of the algorithm on the image "Cameraman" with
noise peak 1 is shown in Figure 6.12.

Figure 6.12: PSNR value as a function of the iteration of the image Cameraman for the deblurring experiment.

The runtime for a single image took about 2-3 minutes, with 1.5 seconds for a single 1st step run and with 0.7 seconds on average for a single 2nd step run. The 3rd step runtime is negligible. The runtime was measured on an i7, 8G RAM laptop, about as fast as the Anscombe transform based algorithm. Although the noise is strong, the blurring of the images adds degradation. Simply applying the denoising version of P⁴IP leads to inferior results compared to the deblurring version by an average of 0.4 dB for peak 1, 0.8 dB for peak 2 and 1.7 dB for peak 4. This implies that the first P⁴IP step which deals with the specific inverse problem should be chosen correctly.
Figure 6.13: The image Peppers with peak 2 and blur kernel (i) - deblurring results.
Figure 6.14: The image Ridges with peak 2 and blur kernel (ii) - deblurring results.
Figure 6.15: The image Camera Man with peak 1 and blur kernel (iii) - deblurring results.
Chapter 7

Conclusion and Open Questions

This work proposes a new way to integrate Gaussian denoising algorithms to Poisson noise inverse problems, by using the Plug-and-Play Priors framework, this way taking advantage of the existing Gaussian solvers. The integration is done by simply using the Gaussian denoiser as a ”black box” as part of the overall algorithm. This work demonstrates this paradigm on two problems - denoising and deblurring. Numerical results show that our algorithm outperforms the Anscombe-transform based framework in lower peaks, and competes favorably with it on other cases.

These results could be further improved by using the proposed extension of Plug-and-Play, which enables to combine multiple Gaussian denoising algorithms. Possible extension for future work can rely on variants of ADMM [GOSB14],[GTSJ15] that results in a faster PaPP scheme. Many other useful techniques may improve the results. For instance, by applying the $P^4$IP algorithm three times, first with $\lambda_0$, second with $\lambda_0 - c$ and third with $\lambda_0 + c$ for some constant value $c$, and averaging on the three reconstructed images, it is possible to attain a more accurate reconstruction. Of course, this comes at cost of run time. Further work should be done in order to better tune the algorithm’s parameters, similar to [DTD10].

It’s also interesting to learn more closely the relation between the Anscombe transform based framework and our method. We have found that under certain initialization conditions, in the first step $P^4$IP does variance stabilization that is as good as Anscombe’s one. It is possible that more could be said about the matter.

Different noise models are also treatable by a similar scheme. For instance, when dealing with Poisson- Gaussian noise, which is common in CCD sensors, $l(x)$ is given in [JCPT12]. It would be interesting to see the effectiveness of the PaPP approach for this case.
Appendix A

PaPP for quadratic regularization

In order to get a better understanding of the PaPP framework we look at the following easy problem, where \( l(x) = \|x - y\|_2^2 \) and \( s(x) = \frac{1}{2} \|Ax\|_2^2 \). The corresponding regularized problem is

\[
\hat{x} = \arg \min_x \|x - y\|_2^2 + \frac{1}{2} \beta \|Ax\|_2^2.
\] (A.1)

The known analytical solution to this problem is

\[
x_{\text{analytical}} = (\beta A^T A + I)^{-1} y.
\] (A.2)

In order to verify that PaPP yields the correct result, we look at the steady state of ADMM's iterations. We note that for the objective function in Equation (A.1), ADMM is guaranteed to converge. The corresponding augmented Lagrangian is given by:

\[
L_\lambda = \|x - y\|_2^2 + \frac{1}{2} \beta \|Av\|_2^2 + \frac{\lambda}{2} \|x - v + u\|_2^2 - \frac{\lambda}{2} \|u\|_2^2.
\] (A.3)

This leads to the following ADMM iterations:

- step 1: \( x^{k+1} = \frac{y + \lambda v^k - \lambda u^k}{1 + \lambda} \)
- step 2: \( v^{k+1} = Q \cdot (x^{k+1} + u^k) \)
- step 3: \( u^{k+1} = u^k + x^{k+1} - v^{k+1} \),

where \( Q = \left(\frac{\beta}{\lambda} A^T A + I\right)^{-1} \). At steady state we get:

\[
\begin{align*}
x &= \frac{y + \lambda v - \lambda u}{1 + \lambda} \\
v &= Q \cdot (x + u) \\
u &= u + x - v
\end{align*}
\] (A.5)

We can see that the \( v \)-update step is actually applying a Gaussian denoising algorithm, which corresponds to the quadratic prior with the appropriate variance. The second
and the third steps give us the relations $x = v$ and $u = (Q^{-1} - I)x$. By plugging this into the first step we have the relation:

$$x = \frac{1}{1+\lambda}y + \frac{\lambda}{1+\lambda} x - \frac{\lambda}{1+\lambda} (Q^{-1} - I)x. \quad (A.6)$$

By plugging the definition of $Q$ we get the correct solution $x_{ADMM} = (\beta A^T A + I)^{-1} y$ as expected.

In order to study the convergence rate we take a similar route to [GTSJ15]. We join the three ADMM steps into one generalized step as follows: First, we use step 2 of Equation (A.4) to get expression for

$$u^k = Q^{-1} v^{k+1} - x^{k+1}. \quad (A.7)$$

Then we plug this expression into step 3 of Equation (A.4) and get

$$u^{k+1} = (Q^{-1} - I) v^{k+1}. \quad (A.8)$$

Finally, by combining the above with step 1 and 2 of Equation (A.4) we get

$$v^{k+1} = Q \cdot \left( \frac{y + \lambda v^k - \lambda u^k}{1+\lambda} + (Q^{-1} - I) v^k \right)$$

$$= \frac{1}{1+\lambda} Q y + \left( \frac{\lambda - 1}{1+\lambda} Q + \frac{1}{1+\lambda} I \right) v^k, \quad (A.9)$$

for every $k$. To find the convergence rate we look at the error between two iteration $e^k = v^k - v^{k-1}$ and get

$$e^{k+1} = E \cdot e^k \quad (A.10)$$

where $E = \frac{\lambda - 1}{1+\lambda} Q + \frac{1}{1+\lambda} I$. $E$’s maximal eigenvalue determines PaPP’s convergence rate, and therefore we are interested in minimizing it. The derivation of $E$’s eigenvalues is given in theorem A.1.

**Theorem A.1.** Let $\Lambda_i$ be the $i$-th eigenvalue of $A^T A$, then the $i$-th eigenvalue of $E$ is given by

$$\frac{\lambda^2 + \beta \Lambda_i}{\beta \Lambda_i + (1 + \beta \Lambda_i) \lambda + \lambda^2} \quad (A.11)$$

**Proof.** Let $v_i$ be eigenvector of $Q$ with a corresponding eigenvalue $\omega_i$, then

$$E v_i = \frac{\lambda - 1}{1+\lambda} Q v_i + \frac{1}{1+\lambda} I v_i = \left( \frac{\lambda - 1}{1+\lambda} \omega_i + \frac{1}{1+\lambda} \right) v_i \quad (A.12)$$

Therefore $v_i$ is an eigenvector of $E$ with an eigenvalue

$$\frac{\lambda - 1}{1+\lambda} \omega_i + \frac{1}{1+\lambda} \quad (A.13)$$

because $A^T A$ is symmetric, it is diagonalizable and can be written as $P^T \Lambda P$, where
$P^TP = I$ and $\Lambda$ is diagonal, we get that $Q$ can be written as $Q = \left( \frac{\beta}{\lambda} P^T \Lambda P + P^T P \right)^{-1} = P \left( \frac{\beta}{\lambda} \Lambda + I \right)^{-1} P^T$, and thus its eigenvalues are $\omega_i = \left( \frac{\beta}{\lambda} \Lambda_i + 1 \right)^{-1}$. Plugging this into (A.13) gives

$$\frac{\lambda - 1}{\lambda + 1} \cdot \frac{\lambda}{\beta \cdot \Lambda_i + \lambda} + \frac{1}{\lambda + 1} \quad \text{(A.14)}$$

Simple algebra on Equation (A.14) shows that $E$’s eigenvalues are the ones given in Equation (A.11) which concludes our proof.

**Corollary A.2.** *The value of $\lambda$ that minimizes the $i$’s eigenvalue is given by*

$$\lambda_i^{opt} = \sqrt{\beta \cdot \Lambda_i} \quad \text{(A.15)}$$

*The corresponding $E$’s eigenvalue is*

$$\frac{2\sqrt{\beta \cdot \Lambda_i}}{(\sqrt{\beta \cdot \Lambda_i} + 1)^2} \quad \text{(A.16)}$$

**Proof.** Once we know the analytical expression to $E$’s maximal eigenvalue, we can find $\lambda$ by simply deriving the expression and equating it to 0. Mathematically,

$$\frac{\partial}{\partial \lambda} \frac{\lambda^2 + \beta \Lambda}{(1 + \beta \Lambda_i) \lambda + \lambda^2} = 0. \quad \text{(A.17)}$$

Simple algebra shows that $\lambda_i^{opt} = \sqrt{\beta \cdot \Lambda_i}$. Plugging this into Equation (A.14) concludes our proof.

**Corollary A.3.** *We denote $\lambda^{opt}$ as the value of $\lambda$ that produces the best convergence rate. Its value is given by:*

$$\lambda^{opt} = \begin{cases} \sqrt{\beta \Lambda_{max}}, & \frac{\sqrt{\beta \Lambda_{max}}}{(1 + \sqrt{\beta \Lambda_{min}})} > \frac{\sqrt{\beta \Lambda_{max}}}{(1 + \sqrt{\beta \Lambda_{max}})^2} \\ \sqrt{\beta \Lambda_{min}}, & \frac{\sqrt{\beta \Lambda_{min}}}{(1 + \sqrt{\beta \Lambda_{min}})} \leq \frac{\sqrt{\beta \Lambda_{max}}}{(1 + \sqrt{\beta \Lambda_{max}})^2} \end{cases} \quad \text{(A.18)}$$

This also means that the choice of $\beta$ effects the convergence rate.
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Let us prove that by flipping the hat, we may reach a new position. The positions of the hats are determined by the order of the flips. The main differences between the approach of polynomials is that all polynomials are symmetric functions and all polynomials are symmetric functions of the first order.

Algorithm A.1 P^4IP algorithm

**Input:** Distorted image \( y \), Gaussian\_denoise(\cdot) function

**Initialization:** set \( k = 0, u^0 = 0, v^0 = \text{some initialization} \);

**while** stopping criteria **do**

\[
\begin{align*}
x^{k+1} &= \arg \min_x - y^T \ln (Hx) + 1^T Hx + \frac{1}{\sigma^2} \|x - u^k + u^k\|^2_2 \\
v^{k+1} &= \text{Gaussian\_denoise} \left( x^{k+1} + u^k \right) \text{ with } \sigma^2 = \frac{\beta}{\lambda} \\
u^{k+1} &= u^k + (x^{k+1} - v^{k+1}) \\
k &= k + 1
\end{align*}
\]

**end while**

**Output:** Reconstructed image \( x^k \)
GeneratedValue הרגרוזציה. עובדה זו מציעה כי המילים נ勞縮ılır במאוזן עם שיטות `

ניתן tęכלית כדי לשטוף עם מוספרים שונים נוספים. הפיתוח זה השלבונים בכל

איטרציה הם:

שלב 1:

\[ x^{k+1} = \arg\min_x l(x) + \lambda \left\| x - v^k + u^k \right\|_2^2 + \lambda \left\| x - v^k + u^k \right\|_2^2. \]

שלב 2:

\[ v^k = \arg\min_v \beta_1 s_1(v) + \lambda \left\| x^{k+1} - v + u^k \right\|_2^2 \]
\[ v^k = \arg\min_v \beta_2 s_2(v) + \lambda \left\| x^{k+1} - v + u^k \right\|_2^2 \]

שלב 3:

\[ u_{1}^{k+1} = u_1^k + x^{k+1} - v_{1}^{k+1} \]
\[ u_{2}^{k+1} = u_2^k + x^{k+1} - v_{2}^{k+1} \]

מה אם盦 בתי מפורש לגרר הגרוזציה. עובדה זו מספקת גמישות רב בשחפים הסכמה עם

ענתה בשני הפתרונות של נקיק שהוא גאוסי, והשלבים בהשליש כלול שבין רבעונים פוסטיים.

עובר בעٶות החסר הפוסטיים, אוניך משמיעים ביבי:

\[ l(x) = \ln(p(y|x)) = \sum_i \ln \left( \frac{(Hx)_i^y}{\Gamma (y_i + 1)} e^{-(Hz)_i} \right) = -y^T \ln(Hx) + 1^T H x + \text{constant}. \]

מימין שלב הרגרוזציה והא_Load:

\[ \arg\min_x -y^T \ln(Hx) + 1^T H x + \frac{\lambda}{2} \left\| x - v + u \right\|_2^2. \]

ניתן לנתח全过程 של הסכימה כי שלושה step ב mpi היקר יותר פעמיים פתרון פיתוח

канטר אינמספיים בביעית הפארק לכל הלטיפה את הפתרון את השלבים הרגרוזציה בגרוזה גאודסות והו פורד

בשמואל בוני עזר מתוחם המפותח האפקטיבי יותר וואז מיוער

שלב הרגרוזציה נושא פונקציה ראשונית למשתנה עבורי פיקסל בפדר, המפרשים את האитет. הביטוי

של הפיקסל ה- \( i \) התמקבצל ה-:

\[ x^{k+1}[i] = \frac{(\lambda (v^k[i] - u^k[i]) - 1) + \sqrt{(\lambda (v^k[i] - u^k[i]) - 1)^2 + 4\lambda y[i]}}{2\lambda}, \]

ובטוי זה מחוי מואז לחויב.
Anscombe

not effective compared to the original image. When the noise level is high, the transformation cannot be accurately performed, and therefore the process described above has lost its effectiveness. In such cases, it is necessary to deal with the problem of denoising, which is performed using Gaussian algorithms and, in particular, the Poissonian type.

In this work, Anscombe proposes a new method for combining Gaussian algorithms within a Poissonian noise visualization framework, in brief. The use of the sum

\[ \text{PaPP}, \text{or Plug and Play Priors} \]

which is based on a general sum called \( \text{Zombo} \) for an interactive algorithm including three steps in each iteration. In the first step, the problem of finding the minimum of the function is solved. This solution is efficient in terms of calculation. In the second step, the noise removal algorithm is activated, and in the third step, the data updating is performed. The use of our method allows for the removal of Gaussian noise in the same way as the method based on the transformation of the image, which is easy to implement. Despite the many similarities between the two methods, the basis of our method is different, and its range of noise is broader. Anscombe shows that the implementations built on our method are better for Poissonian denoising and noise reduction.

In the second case, Anscombe obtains better results than the methods based on the transformation and their derivatives, and also some of the existing methods that use Gaussian algorithms.

To implement MAP

use the symbols above.

We consider the following problem in the discrete case:

\[ \hat{x} = \arg \min_{x,v} l(x) + \beta s(v). \]

s.t. \( x = v \)

ADMM problem: the pair \( x,u \) solves the minimization problem:

\[ x^{k+1} = \arg \min_{x} l(x) + \frac{\lambda}{2} \| x - (v^{k} - u^{k}) \|^{2}, \]

\[ v^{k+1} = \arg \min_{v} \frac{\lambda}{2} \| x^{k+1} + u^{k} - v \|^{2} + \beta s(v), \]

\[ u^{k+1} = u^{k} + (x^{k+1} - v^{k+1}). \]

Bashler and Anscombe's methods are used to solve the problem. Bashler shows that the Gaussian method is more effective than the method based on the transformation.

For the second case, Anscombe shows that the method based on the transformation is more effective than the method based on the Gaussian algorithm.
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תקציר

בעיתון היפותМИ מקהלים תמונות שגועים כדי לשחזר תמונות אלו עם תמונות שטוחות יותר. הסתכלת רעש לה ترامג, טשטוש תמונות, שיפור תמונות, דר'的应用 והותבות למטרות של השיפור בשילוב תחת התמונהuzzle משטח תמונות. בתמונה זו ניתן להשויה בשיטות ממוש &'סטטיסטיות, והטובותבעיקר ב случаяים של תמונות שילוב של תמונות ורעש של תמונות, התמונה לאחר עיבוד של תמונות שילוב של תמונות, והטובותבעיקר ב случаяים של תמונות שילוב של תמונות ורעש של תמונות, התמונה לאחר עיבוד של תמונות שילוב של תמונות.

הידע נובע \( \mathbb{P}(y | x) \), ודומה לתמונה שלה שיתовалויה בתמונה \( \hat{x} = \arg \max_x P(x | y) = \arg \max_x \frac{P(y | x) P(x)}{P(y)} = \arg \max_x P(y | x) P(x) \).

ביותר יزعג את התמונה המקולקלת לתמונה \( \mathbb{P}(y | x) \) י즌וי התמונה \( \hat{x} = \arg \max_x P(x | y) = \arg \max_x \frac{P(y | x) P(x)}{P(y)} = \arg \max_x P(y | x) P(x) \).

בהתנה \( \hat{x} \) י즌וי התמונה המקולקלת התמונה \( \hat{x} = \arg \max_x P(x | y) = \arg \max_x \frac{P(y | x) P(x)}{P(y)} = \arg \max_x P(y | x) P(x) \).

לפי \( \mathbb{P}(y | x) \) י즌וי התמונה \( \hat{x} = \arg \max_x P(x | y) = \arg \max_x \frac{P(y | x) P(x)}{P(y)} = \arg \max_x P(y | x) P(x) \).

כמובן \( \hat{x} = \arg \max_x P(x | y) = \arg \max_x \frac{P(y | x) P(x)}{P(y)} = \arg \max_x P(y | x) P(x) \).

 Associations הוא אחד התמונות המנוגדים לתמונות \( \hat{x} = \arg \max_x P(x | y) = \arg \max_x \frac{P(y | x) P(x)}{P(y)} = \arg \max_x P(y | x) P(x) \).

דר'的应用 התמונות \( \hat{x} = \arg \max_x P(x | y) = \arg \max_x \frac{P(y | x) P(x)}{P(y)} = \arg \max_x P(y | x) P(x) \).

Anscome הוא אחד התמונות המנוגדים לתמונות \( \hat{x} = \arg \max_x P(x | y) = \arg \max_x \frac{P(y | x) P(x)}{P(y)} = \arg \max_x P(y | x) P(x) \).

ולפי \( \mathbb{P}(y | x) \) י즌וי התמונה \( \hat{x} = \arg \max_x P(x | y) = \arg \max_x \frac{P(y | x) P(x)}{P(y)} = \arg \max_x P(y | x) P(x) \).
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