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Abstract

Conformal maps are especially useful in geometry processing for computing shape preserving deformations, image warping and manipulating harmonic functions. The Cauchy-Green coordinates are complex-valued barycentric coordinates, which can be used to parameterize a space of conformal maps from a planar domain bounded by a simple polygon. In this work, we use the Cauchy-Green coordinates to simulate 2D potential flow with interactive control, and to construct conformal maps between planar domains.

The Hele-Shaw flow describes the slow flow of a viscous liquid between two parallel plates separated by a small gap. In some configurations such a flow generates instabilities known as Saffman-Taylor fingers, yielding intricate visual patterns which have been an inspiration for artists, yet are quite difficult to simulate efficiently. Formulating the equations with our framework allows us to efficiently simulate the flow and to provide the user with interactive control over the behavior of the fingers. Additionally, we show that the Cauchy-Green coordinates are applicable to the exterior of the domain, and use them for simulating two fluids with different viscosities.

The Riemann mapping theorem guarantees that there exists a conformal map between any two simply connected planar domains, yet computing this map efficiently is challenging. One of the main challenges is finding the boundary correspondence between the two domains. We use the Cauchy-Green coordinates for parameterizing the space of conformal maps from the source domain, and propose an alternating minimization algorithm for constructing a boundary-approximating conformal map, which implicitly finds a boundary correspondence. We enrich the space of solutions by generalizing the setup to quasi-conformal maps, and allow the user to interactively control the result using point-to-point and stroke-to-stroke constraints. Finally, we show applications to stroke based deformation and constrained texture mapping.
Chapter 1

Introduction

Many applications in computer graphics often involve computation which has to be carried out over a large domain, leading to heavy and slow algorithms which prohibits user interaction in real time. An example for such an application is fluid simulation, which is widely used in the film industry for creating realistic yet controllable fluid animations and for special effects where a fluid-like behavior is desired. In such simulations one often has to track the entire volume of the fluid (represented as particles or as a fixed grid), yielding a long and heavy computation. In this work, we are interested in a special case of fluid simulation where the computational cost can be reduced significantly by tracking only the boundary of the fluid.

The special phenomenon we consider in this work is viscous fingering [47], in which compelling patterns are generated due to instabilities at the interface of a viscous liquid. These patterns are often observed when a liquid flows into a porous medium and are related to other phenomena such as snowflake formation, bacterial growth and dendritic growth. One way to study these phenomena is to inject a less viscous liquid into a more viscous one which is trapped between two parallel plates separated by a small gap, also known as a Hele-Shaw cell. Such a setup creates a slow flow, called a Hele-Shaw flow, leading to the generation of viscous fingers which can be controlled by different parameters such as the viscosities, the surface tension at the interface of the two fluids and the rate of injection.

As these patterns has been an inspiration for artists and designers, it would be potentially useful to simulate them numerically, and allow the user to control the generated fingers formation while preserving the physical behavior and the appearance of the fluid. To this end, we devise a boundary integral formulation of the problem based on the special properties of the flow. Specifically, the Hele-Shaw flow is a potential flow, driven by the pressure of the fluid which is a harmonic function. For representing the harmonic function governing the flow we use the Cauchy-Green complex barycentric coordinates, which simplify the derivation and analysis of the problem, and provide an efficient way for representing the pressure by considering only values stored on the boundary of the domain. We show how these coordinates can be integrated
into a formulation of the Hele-Shaw equations, which allows us to simulate the flow at interactive rates and thus allows the user control the generated flow in real time. Additionally, we allow an injection from a line segment source and show how the Cauchy-Green coordinates can be applicable to the exterior of a planar bounded domain and multiply connected domains, which enable the generation of a large variety of patterns and different types of flows.

The second problem we consider is finding a mapping between two planar domains, which can be useful for transferring a texture between the domains, sketch based deformation and image warping. The mapping is often required to have several properties such as preservation of angles between two vectors originating at the same point (informally can be described as preservation of the texture fidelity) and low area distortion. The amount of angle distortion is called the conformal distortion, and a conformal map is a mapping with no angle distortion. Previous approaches for solving the problem often fix the correspondence between the boundary points of the domains and try to find a mapping for the interior points which minimizes the conformal and area distortion [48], [57]. In [22] the boundary correspondence was also updated in order to achieve a lower conformal distortion, however it requires (as well as the previous methods) a discretization of the interior of the domain. A few methods seek for a conformal map from the given domain to the unit disk, such as circle packing [50] and Schwarz Christoffel mapping [20]. However, the circle packing method involves an iterative process which slowly converges and the Schwarz Christoffel mapping requires solving a set of nonlinear equations which becomes slow for large polygons.

In our method we use the Cauchy-Green coordinates [54] web for parameterizing a space of conformal maps from the source domain, and thus compute a continuous map without requiring the discretization of the interior of the domain. We then use an iterative minimization algorithm for finding a boundary correspondence which is the closest to the boundary mapping of a conformal map represented by the coordinates. The boundary integral representation yields a very efficient method, which allows to interactively modify additional user-provided constraints for guiding the map, such as point-to-point and stroke-to-stroke correspondences. Furthermore, we show how this method can be easily generalized to quasi-conformal maps, thus enriching the space of mappings which allows to find maps with a lower area distortion.

Both of the applications described above leverage the Cauchy-Green coordinates for achieving a boundary only formulation of the problems, leading to efficient algorithms. User interaction can then be integrated into these algorithms, providing control which allows guiding the algorithms toward the desired solution.
2.1 Cauchy-Green coordinates

Both of the applications described in this work utilize an efficient method for representing holomorphic maps (complex differentiable functions), namely the Cauchy-Green coordinates. This representation relies on a significant result from complex analysis, the Cauchy integral formula [6], which informally states that the value of a holomorphic function at any point inside a domain can be calculated from its boundary values. More formally, given a simply connected domain $\Omega$ and some point $z \in \Omega$, the value of the holomorphic function $f : \Omega \rightarrow \mathbb{C}$ can be calculated by

$$f(z) = \frac{1}{2\pi i} \oint_{\partial \Omega} \frac{f(w)}{w-z} \, dw$$  \hfill (2.1)

The Cauchy-Green coordinates [54] provide a discrete representation of holomorphic maps by discretizing Cauchy’s integral formula. The boundary of the domain $\Omega$ is represented in the discrete case as a polygon with $n$ vertices $S = \{z_j\}_{j=1}^n$, and the holomorphic function is discretized by storing a complex value at each vertex of the polygon $f_j = f(z_j)$, while the value of the holomorphic function on an edge is calculated by linear interpolation. Applying this discretization, we get to

$$f(z) = \frac{1}{2\pi i} \sum_{j=1}^{n} \int_{c_j} \frac{f_j + \frac{w-z_j}{z_{j+1}-z_j}(f_{j+1} - f_j)}{w-z} \, dw$$

We proceed by calculating the integral on each edge analytically and arranging terms together, yielding the following discrete representation

$$f(z) = \sum_{j=1}^{n} C_j(z)f_j$$  \hfill (2.2)
The set \( \{C_j(z)\}_{j=1}^{n} \) are called the Cauchy-Green coordinates of the point \( z \), and they are given by the expression

\[
C_j(z) = \frac{1}{2\pi i} \left( \frac{B_{j+1}}{A_{j+1}} \log \frac{B_{j+1}}{B_j} - \frac{B_{j-1}}{A_j} \log \frac{B_j}{B_{j-1}} \right)
\]  
(2.3)

where \( B_j = z_j - z \) and \( A_j = z_j - z_{j-1} \) (see Figure 2.1).

![Figure 2.1: Notations for the Cauchy-Green coordinates.](image)

Note that if the coordinates are stored in a column vector \( \hat{C}(z) \) and the coefficients are stored in a column vector \( \hat{f} \), then the value of \( f(z) \) is given by \( f(z) = \hat{C}(z)^T \hat{f} \). Thus, evaluating the function at different points \( \hat{p} = \{p_r\}_{r=1}^{m} \) inside the domain can be achieved by packing the coordinates of the points in a matrix \( C \) of size \( m \times n \) where row \( r \) contains the coordinates for point \( p_r \), and multiplying the matrix by the vector of coefficients \( \hat{f} \): \( f(\hat{p}) = C \hat{f} \).

The first and second derivatives of the function is calculated by differentiating equation 2.2 with respect to \( z \), leading to the derivative coordinates which are given by

\[
D_j(z) = \frac{1}{2\pi i} \left( \frac{1}{A_{j+1}} \log \frac{B_j}{B_{j+1}} + \frac{1}{A_j} \log \frac{B_j}{B_{j-1}} \right)
\]

\[
D_j^{(2)}(z) = \frac{1}{2\pi i} \left( \frac{1}{B_{j-1}B_j} - \frac{1}{B_jB_{j+1}} \right)
\]

Then, the first derivative of the function is given by \( f'(z) = \sum_{j=1}^{n} D_j(z)f_j \) and the second derivative is given by a similar expression involving the second derivative coordinates.
Chapter 3

Hele-Shaw Flow Simulation with Interactive Control using Complex Barycentric Coordinates

Figure 3.1: (left) A typical setup of the Hele-Shaw experiment with our simulation results. (right) One of the effects obtained by our simulation.

3.1 Background

The interaction between fluids often leads to compelling visual phenomena, such as mixing and pattern formation. In this paper we are interested in *viscous fingering*, which are the patterns generated at the unstable interface of a viscous liquid. Such patterns can arise when a liquid flows into a porous medium (e.g. sand), and are closely related to other pattern phenomena such as bacterial growth and snowflake formation. One option to experimentally study such fingering phenomena, is to inject air into a viscous liquid trapped between two parallel plates separated by a small gap (see Figure 3.2), also known as a *Hele-Shaw cell* [47]. This setup allows experimental and mathematical analysis of the pattern formation, as the governing equations for the expanding air bubble are the same as those of other more complex flows yielding similar phenomena.

From the Computer Graphics perspective, such flows generate intricate patterns
which have inspired artists [29] and designers [43]. It would therefore be potentially useful to simulate such patterns numerically, and allow the user to control the finger formation, while preserving the physical behavior and appearance of the liquid. While a plethora of methods exist for numerically simulating this phenomenon in the Computational Fluid Dynamics literature, the vast majority requires copious amounts of computational resources, and are thus not amenable to user control at interactive rates. Furthermore, traditional fluid simulation methods from Computer Graphics, such as a full Navier-Stokes simulation, is unnecessarily computationally heavy: there is no need to simulate the full behavior of the fluid in the domain, since the fingering phenomena happen at the moving free boundary.

In the spirit of recent methods for fluid simulation using boundary tracking [34], we suggest a boundary integral formulation for this problem. Our main observation is that the problem formulation shares many properties with the problem of planar shape deformation, where the behavior is prescribed by user constraints, rather than by the laws of physics. We therefore propose to leverage a reduced model successfully used for shape deformation, namely generalized barycentric coordinates, in order to parameterize the behavior of the flow. As Hele-Shaw flow is governed by a harmonic function, we use complex holomorphic barycentric coordinates, which simplify the derivation and analysis.

We show how to formulate the model equations using complex barycentric coordinates, which allows us to simulate the flow at interactive rates, and thus allows user control over the direction in which the fingers grow. By controlling the domain of injection, e.g. by injecting from a line segment instead of a point, we further the artist’s control and enable the generation of a large variety of patterns. Finally, we show that complex holomorphic coordinates are applicable to the exterior of a planar bounded domain, which allows us to simulate finger formation in the case of two liquids with different viscosities, as well as for multiply connected domains, which allows us to simulate obstacles.

3.1.1 Related Work

While fingering in Hele-Shaw cells has not been, to the best of our knowledge, simulated in Computer Graphics, the body of work dedicated to the experimental, analytical and numerical study of this phenomenon in the Computational Fluid Dynamics (CFD) literature is vast, and a complete review is beyond our scope. We therefore focus our literature overview on putting our work in context of existing schemes, by discussing the simulation of this phenomenon in other disciplines, simulation of related phenomena in graphics, and other applications in graphics which use similar tools.

Viscous fingering in Hele-Shaw cells. An excellent review on the problem of viscous fingering in two dimensions, including the Saffman-Taylor model equations, the formulation using complex analysis and conformal maps, as well as numerical experiments, appears in [9]. A more recent mathematical treatment of the problem
using a complex analytic approach is given in [27]. Experimental investigation of this problem continues to this date, including, e.g., analyzing the dependency of the emerging pattern on the viscosity ratio in two-phase flow [11]. Numerical methods in the CFD literature are diverse, including boundary integral methods [41], yet the main focus in such disciplines is long-time evolution and the emergence of limit shapes (see e.g. the largest simulation to date [40]), as opposed to computation at interactive rates which is necessary for enabling user control. For a recent review of numerical methods for this problem in CFD, see the PhD thesis [16] and references within. Finally, it is worth noting that while the Cauchy integral formula has been used before [35] for this problem, the formulation there is quite different, as the integral there is computed numerically as opposed to our approach which uses analytic integrals on polygonal domains, leading to a more stable computation.

**Simulation of related phenomena in Graphics.** For a review of the simulation of the full Navier-Stokes equations in graphics we refer to [12]. The simulation of viscous flow using reduced dimensional methods has been proposed for viscous threads [10], viscous sheets [4] and viscous thin films on curved surfaces [3], and gap coupled solids [45]. See e.g. [52], and references within, for additional approaches to viscous fluid simulation. As opposed to these methods, we only need to simulate the behavior of the boundary curve of the fluid, and therefore face different challenges. Perhaps the phenomenon most related to our approach, is the simulation of Laplacian growth leading to fractal pattern formation, which is governed by similar equations. Such phenomena are exhibited for example by lichen growth, as were simulated in [51, 19] using Diffusion Limited Aggregation. In [36], a dielectric breakdown model was used for efficiently simulating lightning, whereas in [37] a hybrid algorithm was used for simulating ice formation. While all these problems are related to ours, the formulation of Hele-Shaw flow requires the use of dedicated solutions, which are both efficient and user controllable.

**Other applications using similar tools.** Our numerical simulation is based on complex-valued holomorphic barycentric coordinates, known as the Cauchy-Green (CG) barycentric coordinates, which were first suggested for image deformation in [54], following their initial introduction using a real-variable formulation [42]. These coordinates were later extended to allow for conformal maps with sharp bends [56], to non-holomorphic functions [55], and to three-dimensions [8]. The CG coordinates are a special case of generalized barycentric coordinates, which are used in graphics mostly for cage-based shape deformation, see e.g. [23], for a recent review. The CG coordinates are based on a boundary integral formulation, formulated in complex variables for ease of analysis, using analytical, as opposed to numerical, integration. It has been shown [54] that these coordinates are well-behaved even near the boundary of the domain, as they have a non-singular limit there, which motivates their use for the simulation of Hele-Shaw flows. Recently, beyond shape deformation, boundary element formulations have been
used in graphics for, e.g., fluid simulation [34, 13, 25], sound simulation [59], and crack simulation [28, 60].

### 3.1.2 Contributions

Our main contribution is a formulation for efficiently simulating Hele-Shaw flow with viscous fingering at interactive rates, while allowing for user control, using Cauchy-Green barycentric coordinates. Specifically, we:

- Formulate the model equations of the Hele-Shaw flow in terms of the Cauchy-Green coordinates, which leads to an efficient numerical simulation method (Sections 3.2, 3.3).

- Show that the Cauchy-Green coordinates are applicable to more general problems, such as exterior domains, and multiply connected domains, which allows us to simulate two-phase flow, and flow with obstacles (Section 3.4).

- Show a variety of effects that can be achieved with our technique (Section 3.5).

### 3.2 One phase Hele-Shaw Flow

#### 3.2.1 The Model.

**The Physics.** We investigate the evolution of an incompressible viscous liquid slowly injected into (or pumped out of) two parallel plates separated by a small gap, under the influence of surface tension, and without gravity. To simplify the exposition, we initially assume that the surrounding fluid is air (i.e. has zero viscosity and constant pressure), and extend later to more general settings. We further assume no-slip boundary conditions at the interface between the liquid and the plates, and a freely evolving liquid-air interface. Figure 3.2(a) illustrates this scenario.

The general Navier-Stokes equations describing fluid motion can be considerably simplified under the aforementioned assumptions. Specifically, the fluid velocity can be integrated across the gap, yielding a reduced model in terms of the two-dimensional averaged velocity $V$. Following the derivation presented in [27], the governing equation is $V = -\nabla \Phi$, where $\Phi$ is a scalar potential function, related to the physical pressure $p$ by $\Phi = (h^2/12\mu)p$, with $h$ the gap height and $\mu$ the fluid viscosity.

Assuming the fluid is incompressible and fills the entire gap (therefore having a constant height $h$) the fluid averaged velocity is divergence free everywhere except at the injection point, which we assume to be at the origin. There we have a source of strength $Q < 0$ representing a constant rate of injection. If the fluid is pumped out of the cell, $Q$ will be positive instead. Thus, in the interior of the fluid domain we have:

$$\Delta \Phi = Q\delta_0(x, y),$$
where $\Delta$ is the Laplacian and $\delta_0(x,y)$ is the two-dimensional Dirac distribution supported at the origin.

The boundary conditions for the pressure $p$ are given by the Young-Laplace condition, namely the pressure difference at the fluid-air interface is proportional to the mean curvature of the interface. Assuming constant air pressure at the exterior of the fluid, we can eliminate it from the equation by shifting both pressures by a constant factor. Furthermore, in the reduced two-dimensional model, the mean curvature of the interface is the curvature $\kappa$ of the boundary curve, yielding the boundary conditions $\Phi = \sigma \kappa$, where $\sigma$ is a rescaled surface tension parameter.

**The Geometry.** From the geometric perspective, the fluid occupies a time-dependent planar domain $\Omega(t) \subset \mathbb{C}$, which we assume to be simply-connected. Note, that we switch to complex-variable notation for points in the $xy$ plane, namely we denote the point $(x,y) \in \mathbb{R}^2$ by $z = x + iy$, where $i$ is the imaginary unit. The aforementioned model equations for the potential and velocity can be formulated as an evolution problem for the boundary of the domain $\Gamma(t) = \partial \Omega(t)$, given in terms of the time-varying scalar potential $\Phi(t) : \Omega(t) \to \mathbb{R}$ [27, pp. 17]:

\[
\begin{align*}
\Delta \Phi(z) &= Q\delta_0(z), & z \in \Omega \\
\Phi(z) &= \sigma \kappa(z), & z \in \Gamma \\
v_n &= \langle \frac{\partial \Gamma}{\partial t}(z), \hat{n}(z) \rangle = \langle -\nabla \Phi(z), \hat{n}(z) \rangle, & z \in \Gamma,
\end{align*}
\]

where $\hat{n}$ is the outward unit normal direction of the boundary curve $\Gamma$ (see Figure 3.2(b)). The first two equations yield a unique direction for the potential $\Phi(t)$, and the last equation specifies that the fluid-air interface (namely the boundary $\Gamma(t)$ of the domain) evolves according to the normal velocity $v_n = \langle V, \hat{n} \rangle$. 

Figure 3.2: The Hele-Shaw cell model. (a) The physical model. (b) The geometry and notation.
Given an input initial domain $\Omega(0)$, our goal is to efficiently find a family of domains $\Omega(t)$ which fulfill the model equations (3.1a)-(3.1c). To understand the behavior of the flow, consider the equations for the zero surface tension case (ZST), when $\sigma = 0$. In this case, the value of $\Phi$ on the boundary is 0, thus when the fluid is injected (i.e. $Q < 0$), the potential in all the domain is positive. Hence, the velocity at the boundary points outward and the boundary expands. Intuitively, points closer to the singular point at the origin will have a larger potential gradient, and therefore move faster away from the origin. This effect tends to smooth the curve. See Figure 3.3 (top) for an example showing the potential (a), the resulting velocity (b), and a few evolutions of the front under injection (c).

![Figure 3.3: (top) injection and (bottom) suction, with zero surface tension. (a) The potential $\Phi$ at $t = 0$ is positive for injection and negative for suction. (b) Boundary velocity: points closer to the source have higher velocity. (c) Curve evolution: the curve is smoothed for injection and sharpened for suction. The original curve is shown in blue, and later iterations in green.](image)

If, on the other hand, the fluid is pumped out (i.e. $Q > 0$), the potential is negative in all the domain, and the velocity points towards the interior. In this case as well points closer to the origin will move faster, but now the movement is towards the origin, enhancing the curvature (see Figure 3.3 (bottom)). This property makes the front unstable, as small perturbations grow, and is the cause for the fingering phenomena. Numerically, this is one of the reasons simulating this flow is challenging: a naive discretization of the model equations in the case of suction (which is the interesting case generating the pleasing visual phenomena) might quickly become unstable and cease to evolve. While the surface tension term acts as a regularizer, careful numerical
treatment is still required in order to evolve the front in a stable and efficient manner.

To do that, we leverage an important property of the system, namely that it is described by harmonic functions, which allows us to reformulate the problem in terms of boundary information only. Specifically, we will consider two approaches, modeling the behavior of \( \Gamma \) and \( \Phi \), respectively. In both cases, reformulating the problem in terms of complex functions is instrumental, due to the wide applicability of complex methods to the analysis of harmonic problems in two-dimensions [15].

**The Complex Formulation.** We briefly mention some complex analysis notation which is required for the following discussion, and refer the reader to the excellent book [1] for a thorough introduction. We slightly abuse notation, by treating planar vectors \((x, y)\) as the complex number \(x + iy\), thus for example, the gradient of a real function \(\phi : \mathbb{C} \to \mathbb{R}\) corresponds to the complex number \(\frac{\partial \phi}{\partial x} + i\frac{\partial \phi}{\partial y}\). A holomorphic function is a function that is complex differentiable, namely the limit \(\frac{\partial f}{\partial z}(z_0) = \lim_{z \to z_0} f(z) - f(z_0)/(z - z_0)\) exists regardless to the direction in which \(z\) approaches \(z_0\).

The Cauchy-Riemann equations [1] formalize the relation between a holomorphic function \(f(z) = \phi(z) + i\psi(z)\) and its real and imaginary parts \(\phi, \psi : \mathbb{C} \to \mathbb{R}\). Specifically, \(\phi, \psi\) are harmonic, and their gradients are orthogonal and of equal norm. Furthermore, any harmonic function is the real part of some holomorphic function. Thus, we can rephrase the Hele-Shaw model equations using a holomorphic complex potential \(W : \Omega \to \mathbb{C}\), whose real part agrees with the real-valued potential: \(\text{Re}(W) = \Phi\).

Reformulating Equations (3.1a)-(3.1c) using \(W\) we have [27, pp.17-18]:

\[
W(z) = \frac{Q}{2\pi} \log(z) + g(z), \quad z \in \Omega \tag{3.2a}
\]

\[
\text{Re}(W(z)) = \sigma\kappa(z), \quad z \in \Gamma \tag{3.2b}
\]

\[
v_n = -\text{Re}(\frac{\partial W}{\partial z}\hat{n}(z)), \quad z \in \Gamma, \tag{3.2c}
\]

where \(g\) is a holomorphic regular function (i.e. without poles in \(\Omega\)). For the first equation we used the fact that \(\text{Re}(1/2\pi \log(|z|)) = 1/2\pi \log(|z|)\) is the Green’s function for the Laplacian in the plane, and thus solves Equation (3.1a), whereas \(g\) is used to fulfill the boundary conditions (3.1b). Finally, the third equation is due to the representation of the inner product of two planar vectors in complex form: \(\langle a, b \rangle = \text{Re}(\overline{a}b)\), and the relation between the derivative of a holomorphic function and the gradient of its real part, yielding: \(\frac{\partial W}{\partial z} = \frac{\partial \Phi}{\partial x} - i\frac{\partial \Phi}{\partial y}\).

With the complex formulation at hand, we can now attempt to address the model equations. We will propose two approaches, with complementary advantages. First, we will leverage the invariance of harmonic functions under conformal (angle preserving) maps, to directly solve for the evolving front \(\Gamma(t)\) by parameterizing it as a time-evolving conformal map (and thus a holomorphic function) from the unit disk. This allows us to handle both injection and suction, and produces similar behavior as a known analytic solution for the challenging case of suction with zero surface tension. Unfortunately, this
approach is difficult to extend to more general scenarios (e.g. non-zero surface tension and two-phase flow), and causes additional technical problems due to uneven sampling of the evolving front. Our second approach is to directly solve for the evolving complex potential $W$, and it can be applied in a variety of scenarios, yet cannot reproduce the analytic solution. Still, this approach is highly useful in practice, as it is easily modified to allow for user control, and is efficient enough to allow interactivity. Note that Figure 3.4 was produced with the first approach, and all the others were produced with the second approach.

Figure 3.4: Comparison of the quadratic form analytic approach for injection (a) and suction (c) with our approach for injection (b) and suction (d), using the same initial curve $\Omega(0)$. Note that our method indeed produces a cusp similar to the cusp of the analytic solution.

3.2.2 Evolving the Interface

The Riemann Mapping Theorem states that for any simply connected domain $\Omega \subset \mathbb{C}$ there exists a unique bijective conformal mapping which maps the unit disk $U = \{\zeta : |\zeta| < 1\}$ into $\Omega$ such that $f : U \rightarrow \Omega, f(0) = 0, f'(0) \in \mathbb{R}^+$. Thus, we can track the time-varying domain of the fluid $\Omega(t)$ by the time-varying conformal map $f(\zeta, t)$ from the unit disk into $\Omega(t)$ for every $t$ (see Figure 3.5).

The Polubarinova-Galin (PG) equation [27] provides a condition that the conformal mapping $f(\zeta, t)$ must satisfy (in the case of a single singular point at the origin ($s = 0$) and zero surface tension) for the model equations to hold. It builds on three facts: First, harmonic functions are invariant under conformal maps, and thus given a solution to the model equations on $U$ we can use the conformal map to get a solution on $\Omega$. Second, the normal velocity $v_n$ can be expressed both in terms of the complex potential $W$ and the time derivative of the conformal map $\partial f / \partial t$. And finally, the normal $\hat{n}$ on $\Omega$ can also be computed using $f$ (as seen in Figure 3.5).

Combining these facts yields the equation (see supplemental material) [27, Eq. (1.16)]:

$$\text{Re} \left( \frac{\partial f}{\partial t} \zeta \frac{\partial f}{\partial \zeta} \right) = -\frac{Q}{2\pi}, \quad \zeta \in \partial U.$$  \hspace{1cm} (3.3)

It was shown [26] that in the case of injection under some assumptions on smoothness of $\partial \Omega(0)$ there exists a unique solution $f(\zeta, t)$ satisfying the PG equation. It is also
possible to find analytic solutions by using a special form for $f(\zeta, t)$ (i.e. expressing specific types of boundaries). For example, in [24] the author chose the quadratic form $f(\zeta, t) = a_1(t)\zeta + a_2(t)\zeta^2$ where $a_1(t)$ and $a_2(t)$ are real coefficients. Substituting $f(\zeta, t)$ into (3.3) gives two equations which can be solved for the coefficients $a_1, a_2$ at time $t$, yielding an explicit solution for the problem.

In the next section we discuss the spatial discretization using the Cauchy-Green barycentric coordinates for this formulation, and the resulting discrete equations. Figure 3.4 shows such solutions to the PG equation for injection and suction, using the quadratic form approach and our approach, using the same initial curve $\Omega(0)$. Note, that our method produces similar behavior to the analytic solution.

### 3.2.3 Evolving the Potential

As solving for the conformal map $f$ has several issues, we alternatively suggest to find the complex potential $W(z)$ which satisfies Equations (3.2a)-(3.2c). We do so by solving for the holomorphic function $g(z) : \Omega \to \mathbb{C}$, which satisfies the boundary conditions: $\text{Re}(g(z)) = -Q/2\pi \log |z| + \sigma \kappa(z)$. Interestingly, holomorphic functions and conformal maps are equivalent, thus we can use the same ansatz for the spatial discretization, namely the discrete Cauchy-Green coordinates. Furthermore, this approach is more easily generalizable to handle multiple singularities of different types.

**Multiple Singularities.** In the physical model, extending to multiple singularities implies that instead of having a single source or sink of the velocity at the origin, there are multiple sources and sinks at locations $s_k \in \Omega$, with strengths $Q_k$. Thus Equation (3.1a)
changes to $\Delta \Phi = \sum_k Q_k \delta(z - s_k)$. Since Green’s functions can be superimposed, the corresponding contribution to the complex potential is $\sum_k 1/2\pi Q_k \log(z - s_k) = \sum_k W_s(z, s_k)$.

Similar reasoning allows us to add line singularities, namely sources and sinks which are localized on line segments. Given a line segment $l : s(t) = z_1 + t(z_2 - z_1)$, its contribution to the complex potential is $W_l(z, l) = 1/2\pi Q_l \int_0^1 \log(z - s(t)) dt$ (see the supplemental material for the closed form solution of this integral). Fig. 3.6 shows the scalar potential and the velocities for a source localized on a line segment. Note that, compared to a point source, there is a larger neighborhood of points on the evolving curve with large velocities, yielding a more noticeable effect during the evolution.

Combining the contributions from all the singularities yields to the following modification to Equation (3.2a):

$$ W(z) = \sum_k W_s(z, s_k) + \sum_k W_l(z, l_k) + g(z), \quad (3.4) $$

where $\{s_k\}$ and $\{l_k\}$ are the sets of point sources and line segments, respectively.

In the next section we show how the Cauchy-Green barycentric coordinates can be used for this formulation. Figure 3.7 shows an example of a flow where the point location of the singularity (i.e. the source $s$) changes during the flow, which allows fine control on the behavior of the fingers. Since the computation is done at interactive rates, the user can move this location interactively, yielding an intuitive tool for generating

Figure 3.6: Simulating a sink localized on a line segment. (a) The scalar potential $\Phi$. (b) The velocity of the interface, note the larger region of high velocities. (c) The resulting evolution of the front.
finger-like effects (see the video).

Figure 3.7: A few frames from an interactive simulation, where the user modifies the singularity’s location in real-time. The resulting singularity path is shown on the left. Note how the path of the fingers is modified to “aim” for the location of the closest singularity.

3.3 Discretization

In the previous section we described how the model equations of Hele-Shaw flow can be reduced to finding a time-varying holomorphic function, representing either a conformal map from the unit disk to the fluid domain, or the regular part of the complex potential of the fluid domain, under some constraints. This setup is remarkably similar to the setup common in planar shape deformation, where we seek a deformation of the input shape which is detail preserving, under some user constraints. In [54] it was proposed to use the machinery of conformal maps for this problem, yielding exactly the same mathematical formulation as we have, namely, finding a time varying conformal map under some constraints. We now leverage that machinery to get a deformation which is conformal, yet driven additionally by the physical model, rather than exclusively by a human user.

3.3.1 Cauchy-Green Coordinates.

The Cauchy integral formula [6] is a central result in complex analysis, expressing the fact that the values of any holomorphic function inside a domain $\Omega$ can be calculated by the following integral on the boundary of $\Omega$:

$$f(z) = \frac{1}{2\pi i} \oint_{\partial \Omega} \frac{f(w)}{w-z} dw, \quad z \in \Omega.$$  \hspace{1cm} (3.5)

The Cauchy-Green Coordinates [54] are a discretization of the Cauchy integral. The domain $\Omega$ is discretized using a polygon on which we store the function as values at the vertices \( \{ f_j \}_{j=1}^n \). The function $f(w)$ is approximated on each edge by a linear interpolation between these values. Then, the integration on the edges can be calculated analytically, yielding a complex coefficient $C_j(z)$ for each $f_j$. These complex
coefficients are called the *Cauchy-Green barycentric coordinates*. Finally, the integral is approximated using the sum:

\[ f(z) = \sum_{j=1}^{n} C_j(z) f_j. \]

Similarly, the derivative of \( f \) can be approximated using the derivative of \( C_j(z) \):

\[ f'(z) = \sum_{j=1}^{n} C'_j(z) f_j = \sum_{j=1}^{n} D_j(z) f_j. \]

We provide the expression for the Cauchy-Green coordinates and their gradients in the supplemental material. In the following we show how the CG coordinates can be used for evolving the interface and the complex potential.

### 3.3.2 Evolving the Interface

**Spatial Discretization.** We search for a time varying conformal map \( f : U \rightarrow \Omega \), which satisfies Equation (3.3). We discretize the unit circle using a regular \( n \)-sided polygon \( \hat{U} \), and represent the conformal map using \( n \) functions \( f_j(t), j \in 1..n, t \in \mathbb{R} \), corresponding to the vertices of the polygon. Then, the map of \( \hat{U} \) is:

\[ f(\zeta,t) = \sum_{j=1}^{n} C_j(\zeta) f_j(t), \quad \zeta \in \hat{U}. \]  

Since \( C_j(\zeta) \) are independent of \( f \), the time derivative is given by: \( \frac{\partial}{\partial t} f(\zeta,t) = \sum_j C_j(\zeta) \frac{\partial}{\partial t} f_j \). Thus, the semi-discrete PG equation corresponding to Equation (3.3) is, for \( \zeta \in \partial \hat{U} \):

\[ \text{Re} \left( \left( \sum_{j=1}^{n} C_j(\zeta) \frac{\partial f_j}{\partial t} \right) \left( \zeta \sum_{m=1}^{n} D_m(\zeta) f_m \right) \right) = -\frac{Q}{2\pi}. \]  

We additionally sample the regular polygon at the points \( S = \{ \zeta_l \} \in \partial \hat{U} \), which leads to the space-discrete system of ODEs:

\[ \text{Re} \left( (C \frac{\partial}{\partial t} \hat{f})(D \hat{f})_l \right) = -\frac{Q}{2\pi}, \forall l \in 1..|S|, \]  

where \( C, D \) are complex matrices with entries \( C_{ij} = C_j(\zeta_l) \) and \( D_{lm} = \zeta_l D_m(\zeta_l) \), respectively, and \( \hat{f} \) is a vector with entries \( f_j(t) \).

**Time Discretization.** We use an explicit Euler scheme to integrate equation (3.8). Specifically, given \( \hat{f}^k \) at iteration \( k \), we find a discrete approximation of \( \frac{\partial}{\partial t} \hat{f}^k \), denoted by \((\Delta \hat{f})^k\), by minimizing the error of an over-constrained set of linear equations derived from Equation (3.8) sampled at \( 4n \) points. Finally, we set \( \hat{f}^{k+1} = \hat{f}^k + \Delta t (\Delta \hat{f})^k \) for a constant delta time \( \Delta t = 0.001 \). Figure 3.4 (top) shows a comparison of our evolution for the case of injection with the classic solution obtained using the quadratic complex form, where we achieve similar behaviour.
**Regularization.** While this approach works for the injection problem, the suction problem requires additional regularization because of its ill-posed nature. The regularization we propose is the minimization of the second spatial derivative of $\Delta \hat{f}$, in order to keep the conformal map smooth. Thus, we add a regularization term $\lambda C^{(2)}$ to the linear equations, where $C^{(2)}$ are the second spatial derivatives of the Cauchy-Green coordinates in matrix form (provided in the supplemental material). Figure 3.4 shows our result with this regularization (where we used $\lambda = 0.001$) compared with the classic analytic solution. Note that we manage to achieve the characteristic cusp despite our use of regularization.

### 3.3.3 Evolving the Potential

**Spatial Discretization.** We search for a holomorphic function $g(z) : \Omega(t) \rightarrow \mathbb{C}$, given by equations (3.4) and (3.2b). We first discretize the input domain $\Omega(t)$ using $n$ samples, to get the closed polygon $\hat{\Omega}(t)$, and then we use again the Cauchy-Green coordinates to represent $g(z)$:

$$g(z) = \sum_{j=1}^{n} C_j(z)g_j, \quad z \in \hat{\Omega}(t). \quad (3.9)$$

The boundary conditions (3.2b) yield the constraints:

$$\text{Re} \left( \sum_{j=1}^{n} C_j(z)g_j \right) = -\text{Re}(W_{src}(z)) + \sigma \kappa(z), \quad z \in \partial \hat{\Omega},$$

where $W_{src}(z)$ is the combined potential of all the sources and sinks, as given in Equation (3.4).

We sample the boundary of the discrete domain at the points $S = \{z_l\} \in \partial \hat{\Omega}$, which again leads to an over-constrained system of linear equations, which can be solved for $\hat{g}$, the complex vector with entries $g_j$. The spatial derivative of the complex potential $\partial / \partial z W$ is computed using the known derivative of the potential at the singularities and $g'(z_l) = \sum_j D_j(z_l)g_j$. Finally, from Equation (3.2c), the normal velocity is given by $v_n = -\text{Re}(\partial / \partial z \hat{W} \hat{n})$, where $\hat{n}$ is the averaged normal at the vertices of $\hat{\Omega}$.

**Time Discretization.** We use explicit Euler integration of Equation (3.2c), and advance the sampled locations $z_j$ using $z_{j+1}^k = z_j^k + (\Delta t)v_n(z_j^k)\hat{n}(z_j)$. Since in this setup we can directly prescribe non-zero surface tension $\sigma$, no regularization is required. We do, however, resample the curve $\partial \hat{\Omega}(t)$ during the evolution, taking into account the curvature. See section 3.5.1 for the details, as well as for the computation method of the dynamic time-step $\Delta t$.

While it is possible to use a more advanced time integrator, we have observed that this approach is efficient and stable. Specifically, for a constant rate of injection $Q$, the area of the domain should grow linearly. Figure 3.8 shows the result of injection (left) and suction (middle) from a single source using the complex potential approach and the corresponding graph denoting the change in the area (right). Note that we get a
linear change in the area, as expected.

![Figure 3.8: Front evolution for the stable case of injection (left) and suction (middle) with small surface tension \((10^{-5})\), using the complex potential approach (Section 3.3.3). The method yields linear evolution of the area as expected (right).](image)

### 3.4 Extensions to the Model

The setup we presented, namely: simulating the one-phase Hele-Shaw flow by evolving the complex potential with the Cauchy-Green coordinates, can be easily extended to more complicated physical setups. We first present the generalization to exterior flow, namely the fluid occupies an unbounded domain in the plane which is the complement of a simply connected curve, by showing how the Cauchy-Green coordinates can be modified to handle holomorphic functions on unbounded domains. Then, by combining interior and exterior flows, we address two-phase flow by solving for two potential functions. Finally, we show how to handle obstacles using multiply connected domains and different boundary conditions.

#### 3.4.1 One Phase Hele-Shaw Flow with a Bubble

We consider the inner fluid to be air with zero viscosity (forming a bubble inside the outer fluid) and suction or injection of the external fluid from infinity (see Figure 3.9). The flow is driven by the potential of the external fluid \(\Phi\) which is related to the fluid pressure by a constant scaling factor. Since the singular point is at infinity the potential should be harmonic everywhere but behave at infinity as \([17]\):

\[
\Phi(z) \approx -\frac{Q}{2\pi} \log|z|, \quad \text{as} \quad |z| \to \infty.
\]

We therefore represent the potential as \(\Phi(z) = -Q/2\pi \log |z| + h(z)\) where \(h(z)\) is a harmonic function which tends to a constant at infinity, and its gradient tends to zero.
The corresponding model equations are therefore:

\[
W(z) = -\frac{Q}{2\pi} \log(z) + g(z), \quad z \notin \Omega \tag{3.10a}
\]

\[
\text{Re}(W(z)) = -\sigma \kappa(z), \quad z \in \Gamma \tag{3.10b}
\]

\[
v_n = -\text{Re}\left(\frac{\partial W}{\partial z} \hat{n}(z)\right), \quad z \in \Gamma \tag{3.10c}
\]

where \(g(z)\) is a holomorphic function which satisfies \(\lim_{|z| \to \infty} g(z) = \text{const}\), and \(\hat{n}\) still points outward of the curve. As previously, the boundary conditions are given by the Young-Laplace condition relating the pressure difference to the curvature of the boundary. The viscosity of the inner fluid is negligible compared to the viscosity of the outer fluid, and thus the pressure of the inner fluid is assumed to be constant, leading to the boundary conditions in Eq. (3.10b). Similarly to the interior flow, we will represent the holomorphic function \(g(z)\) using the Cauchy-Green coordinates, by slightly modifying them to handle exterior domains.

**Exterior Cauchy-Green Coordinates.** Given a bounded simply connected domain \(\Omega\) and a function \(f(z)\) which is holomorphic in the exterior of \(\Omega\) such that \(\lim_{|z| \to \infty} f(z) = c\) for some constant \(c\), the following holds [33, pp. 140]:

\[
\frac{1}{2\pi i} \int_{\partial \Omega} \frac{f(w)}{w - z} dw = \begin{cases} 
  c & z \in \Omega \\
  c - f(z) & z \notin \Omega
\end{cases}
\]

This result is sometimes known as *Cauchy’s integral formula for an unbounded domain*. Thus, we can pick an arbitrary point \(a \in \Omega\), and then the value of \(f(z)\) for a point \(z \notin \Omega\) is given by:

\[
f(z) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{f(w)}{w - a} dw - \frac{1}{2\pi i} \int_{\partial \Omega} \frac{f(w)}{w - z} dw,
\]
and is independent of the choice of $a$.

We discretize the domain using a polygon $\hat{\Omega}$, and use the Cauchy-Green coordinates for discretizing the Cauchy integral:

$$f(z) = \sum_{j=1}^{n} C^e_j(z) f_j, \quad C^e_j(z) := C_j(a) - C_j(z), \quad z \notin \hat{\Omega},$$

where $a \in \hat{\Omega}$ is arbitrary, and $C^e_j(z)$ is the exterior Cauchy-Green coordinate for a vertex $j$ of $\hat{\Omega}$. This result indicates that the exterior coordinates can be expressed using the regular Cauchy-Green coordinates, and so do their derivative as $D^e_j(z) = -D_j(z)$.

**Exterior Flow.** Using the exterior coordinates, we can apply our previous ansatz and discretize Equations (3.10a)-(3.10c). Specifically, we assume that $\lim_{|z| \to \infty} g(z) = \text{const}$ and represent it by $g(z) = \sum_j C^e_j(z) g_j$. As before, the discrete values $g_j$ are calculated by solving the over-constrained linear system obtained by sampling the boundary and applying the boundary conditions $\text{Re}(g(z)) = -\sigma \kappa(z) + Q / 2\pi \log |z|$. Given the values of $g_j$, the velocity is calculated using the derivative of the exterior coordinates and the interface is advanced according to the normal velocity.

Figure 3.10 shows an example of using the exterior flow to “continue” a real Hele-Shaw flow. Specifically, we extracted from a photograph by the artist Antony Hall \[29\] the boundary curve of a real Hele-Shaw flow, and used it as the initial conditions of our simulation. The Figure shows the original photograph (left), and our “simulated” photograph (right), after allowing the front to evolve (the initial fluid has darker color). Note that the simulated front closely resembles the original photograph. Fig. 3.1, 3.13, 3.16 and the attached video show additional results using the exterior flow.

**3.4.2 Two Phase Hele-Shaw Flow**

In the general case, there are two fluids with non-zero viscosities $\mu_1$ and $\mu_2$ occupying the interior and exterior of the domain \[32\]. Their flow is driven by two harmonic
potentials which we denote by $\Phi_1$ and $\Phi_2$ for the inner and outer fluid, respectively. We again represent the potentials as the real parts of complex holomorphic potentials $W_1$ and $W_2$. For simplicity we assume a single source inside the inner fluid located at the origin. Since the fluids are incompressible, the total amount of material must not change and thus injection of material at some location must be compensated by removal of material from another. Therefore, the outer fluid will also have a singularity, and we assume it is at infinity.

The corresponding equations for this model are [32]:

\[
W_1(z) = \frac{Q_1}{2\pi} \log(z) + g(z), \quad z \in \Omega \tag{3.11a}
\]

\[
W_2(z) = -\frac{Q_2}{2\pi} \log(z) + h(z), \quad z \notin \Omega \tag{3.11b}
\]

\[
\mu_1 \text{Re}(W_1(z)) - \mu_2 \text{Re}(W_2(z)) = \sigma \kappa \quad z \in \Gamma \tag{3.11c}
\]

\[
- v_n = \text{Re} \left( \frac{\partial W_1}{\partial z} \hat{n}(z) \right) = \text{Re} \left( \frac{\partial W_2}{\partial z} \hat{n}(z) \right) \quad z \in \Gamma \tag{3.11d}
\]

where $Q_1$ is the strength of the singularity at the origin, $Q_2$ is the strength of the singularity at infinity, $g(z)$ is a holomorphic function inside $\Omega$ and $h(z)$ is a holomorphic function in the exterior of $\Omega$ which tends to a constant at infinity. Note that in order to preserve the incompressibility of the fluids we must have that $Q_1 = -Q_2$ (the rate of injection matches the rate of pumping). The holomorphic functions $g(z)$ and $h(z)$ are determined by the Young-Laplace boundary condition (3.11c), expressing the pressure jump across the interface, and the kinematic boundary condition (3.11d), stating that the normal velocities of the two fluids at the interface must be equal (as the fluids do not mix).

As before, we represent the holomorphic functions $g(z)$ and $h(z)$ using the interior and exterior Cauchy-Green coordinates $g(z) = \sum_j C_j(z) g_j$ and $h(z) = \sum_j C_j^e(z) h_j$, and discretize equations (3.11a)-(3.11d) in the same way. The coefficients $g_j$ and $h_j$ are found as the solution of an overconstrained linear system obtained by sampling the boundary, and the values of $g_j$ are used for calculating the normal velocity and advance the boundary of the curve.

Figure 3.11 shows examples of two-phase flows, for the stable case of injection when $\mu_1 > \mu_2$ (bottom), and the unstable case of injection for two viscosity ratios $\mu_1/\mu_2$ (top, middle). Note that the smaller viscosity ratio generates more intricate and thinner fingers, as expected [11]. Furthermore, it is worth noting that in the extreme limits of the viscosity ratio the two previous cases are recovered. Specifically, when $\mu_2/\mu_1 \to 0$ the flow behaves as the one phase flow of the inner fluid and when $\mu_1/\mu_2 \to 0$ it behaves as the one phase flow with a bubble. Figure 3.14 and the attached video show additional results of the two phase flow.
Figure 3.11: Two phase flow simulation. (top) Unstable injection with $\mu_1/\mu_2 = \mu_a = 0.01$. (middle) Unstable injection with $\mu_1/\mu_2 = \mu_b = 0.3$. (bottom) Stable injection with $\mu_1/\mu_2 = 2$. Note that the lower viscosity ratio $\mu_a$ (top) generates thinner and more intricate fingers.

3.4.3 Obstacles.

Obstacles are formulated using the no-penetration Neumann boundary conditions, i.e. the normal velocity of the interface along the obstacle should be zero. Here the fluid domain may be multiply-connected, and its boundary $\partial \Omega$ is composed of a free boundary denoted by $\Gamma_1$, and a part which is allowed to move only in the tangent direction (where the boundary is part of an obstacle), denoted by $\Gamma_2$. Thus, the formulation is similar to the formulation of the regular Hele-Shaw flow, with the exception that now the boundary condition for the potential function on $\Gamma_2$ is $\text{Re}(\frac{\partial W}{\partial z} \hat{n}) = 0$.

Since obstacles form holes in the domain, the domain is now multiply-connected. Interestingly, the Cauchy integral formula holds in this case as well [6], with the modification that the orientation of the interior boundaries should be opposite to those of the exterior boundaries. Thus, we can use the same discretization as before using the Cauchy-Green coordinates to represent the regular part of the complex potential, and add the boundary conditions:

$$\text{Re} \left( \left( \frac{Q}{2\pi \hat{z}} + \sum_{j=1}^{n} D_j(z) g_j \right) \hat{n} \right) = 0 \quad z \in \Gamma_2.$$ 

Note, that in this case $D(z)$ discretizes the multiply connected Cauchy integral. Given the fluid interface with the Cauchy-Green coordinates $D^\Gamma(z)$ and $m$ holes with the
Cauchy-Green coordinates \( \{D^k(z)\}_{k=1}^m \) the multiply connected coordinates are given by 
\[ D(z) = D^T(z) - \sum_{k=1}^m D^k(z). \]
Fig. 3.12 shows suction from a line source in an interior flow with obstacles and Fig. 3.16 shows an external flow with obstacles.

3.5 Experimental Results

3.5.1 Implementation details.

User Interface. We implemented our method in MATLAB. The interface is represented as a polygon with \( n \) vertices, where \( n \) may change during the flow. The user draws a control polygon, which is then interpolated using a cubic spline and sampled at \( n = 100 \) points for getting the initial polygonal interface. The user adds singularity points and line singularities and chooses their strength \( Q \). The user is free to move the singularity locations during the simulation, and thus change the direction which the fingers will follow. Using the line singularities the user can choose the path of a finger when it reaches the line (see Figure 3.13).

Simulation. For each simulation frame the interface is sampled at \( 4n \) points (each edge is sampled 4 times) on which the boundary conditions are applied to obtain \( 4n \) linear equations. The calculation of the coordinates for these samples can be easily
parallelized, and is thus done on the GPU (on an NVIDIA GTX 980 card). To give a feel for the timings involved, calculating the coordinates of 4000 points takes 5 milliseconds. The system of linear equations is then solved by minimizing the least squares error, resulting in a vector of coefficients representing the potential. The normal velocity at each vertex is then calculated using the derivative of the coordinates, and the vertices are moved using an explicit Euler scheme with a dynamic time step, which is chosen according to the ratio of the edge length and the normal velocity $\Delta t = \min \left( \frac{|e_i|}{v_n} \right)$. Finally, we fit a cubic spline which interpolates the new polygon and sample it according to the curvature (i.e. more samples in the highly curved regions). The number of sampled points is chosen dynamically according to a minimal edge limit and a limit on the number of points, where we used 0.02 and 1000, respectively.

**Singular integrals at the boundary.** The Cauchy-Green coordinates and their derivatives can be singular when evaluated at the boundary of the domain. The coordinates, though, have a non-singular limit, given in [54], which we use for our computations. The derivatives have a non-singular limit on the edges of the boundary polygon, yet are undefined at the vertices. Thus, we calculate $\partial W / \partial z$ at a point close to the vertex inside the domain. We chose to calculate the derivative at a point with distance of $10^{-3}$ from the vertex in the normal direction into the interior or the exterior of the domain, depending on where the complex potential is defined (the interior or the exterior flow). In the two phase case we can calculate the velocity from either the interior or the exterior potentials. The normal of the vertices is calculated as a weighted average of the incident edges normals.

**Degrees of freedom.** Since the coordinates sum to one, their imaginary parts sum to zero. Thus, we have one degree of freedom which can be fixed by choosing the imaginary part of the first coordinate to be zero. In the two phase case we have three degrees of freedom: two of them are expressed as a constant addition to the imaginary parts of each of the potentials, and fixed similarly. The third is due to the Young-Laplace boundary condition, as it involves the difference between the two potentials. It is fixed by choosing the real part of the first coordinate of one of the potentials to be zero.

### 3.5.2 Limitations.

Our method has a few limitations. First, we do not handle topology changes, which sometimes may be required (e.g. merging fronts after passing an obstacle, or bubbles created due to self intersections). In principle, topology changes can be handled using a more sophisticated tracking algorithm. Second, for exterior flow, if the front becomes very large, the computational cost becomes larger as we require many points to represent the front. We believe that a multi-resolution approach, e.g. using a multi-grid based method could alleviate this problem, but leave further investigation for future work.
3.5.3 Applications.

Visualizing the interior flow with a texture. In this experiment we used a texture to visualize the flow in the interior of the domain. We simulated the two phase case, where the boundary of the mesh acts as the interface between the two fluids. After solving for the potentials, we used the potential of the interior domain for moving the interior vertices of the mesh as well as the boundary vertices. After each iteration we resample the boundary and the interior of the mesh and interpolate the texture coordinates. In Fig. 3.14 we show the results for unstable injection.

![Figure 3.14: Unstable injection from the origin. See text for details.](image)

Pumping from the medial axis. Here we have computed the medial axis of an input curve, and used it as a collection of line singularities from which we pump the fluid (see Fig. 3.15 (left)).

![Figure 3.15: (Left) Pumping fluid from the medial axis of the boundary. (Right) Directing the fingers by moving a point singularity.](image)

Controlling the fingers. Here we control the direction which the fingers follow by moving the suction point in exterior flow. In Fig. 3.15 (right) the user moves the suction point in the shown path, and the fingers follow this path as shown in the next images. Note that in the figure we show the caged air in gray and do not show the fluid (which occupies the exterior of the domain).

Obstacles. In this experiment we tested exterior flow with multiple obstacles. In Figure 3.16 the fingers are forced to pass through the obstacles as they move toward a line source placed at the bottom. The full simulation is showed in the attached video.
Note that in this simulation we show the air inside the domain in red and do not show the fluid occupying the exterior of the domain.

Figure 3.16: Exterior flow with multiple obstacles.
Chapter 4

Iterative Closest Conformal Maps between Planar Domains

Figure 4.1: Left: The rose (a) is given as a source shape and the line drawing (b) as the target. The conformal mapping found via the algorithm is used for transferring the texture from the source shape to the target shape (c). Right: Deformation of the giraffe using stroke-to-stroke constraints, compared to point-to-point constraints. Note that our method (e) generates a deformation with less area distortion (e.g., of the head), and without the foldovers near the head and tail evident when forcing point-to-point matching of points on the curve.

4.1 Background

Conformal maps are often used in computer graphics for mesh parameterization [31] and shape deformation [56] among many other applications. Given two simply connected polygonal domains, the Riemann mapping theorem [46] guarantees that there exists a conformal map between them. Constructing this map efficiently, however, is challenging in practice.

One common approach, is to compose two conformal maps, one from the source to the unit disk, and the second from the unit disk to the target, thus reducing the problem to the case where one of the domains is the unit disk. Different methods were developed for this task, two of the renown ones being the Schwartz-Christoffel method [20] and circle packing [50], where the first yields a continuous map, from any point in the source domain, and the latter requires a discretization of the interior, yet is guaranteed to
converge to the smooth case under refinement \cite{30}. This approach has been further
generalized in computer graphics to quasi-conformal \cite{14} maps and bijective harmonic
maps \cite{48}.

Unfortunately, these methods suffer from a common drawback: as it is necessary to
pass through an intermediate convex domain, any distortion incurred in the process
could be visible in the final map. Furthermore, the additional degrees of freedom of
the problem, namely all Mobius transformations from the unit disk to itself are not
considered in this process. Finally, the method should be efficient to allow user control
at interactive rates, as well as allow some flexibility since it is not necessarily needed to
interpolate the target shape exactly.

We suggest instead to directly map between the source and target domains, by
starting with an initial conformal map from the source domain, and iteratively refining
it until it matches the boundary of the target domain. We represent a conformal map
from the source domain using the Cauchy transform \cite{6}, which (in the continuous case)
spans the entire space of conformal maps from the domain. The Cauchy transform maps
continuous functions defined on the boundary of the domain to holomorphic
functions (complex differentiable functions which are conformal when their derivative does not
vanish) in the interior of the domain. Specifically, it can reproduce a holomorphic map
from its boundary values. Thus, given the boundary correspondence specified by a
conformal map, we can extend this map to the interior of the domain using the Cauchy
transform.

We therefore opt for an alternative minimization approach, jointly optimizing
for the boundary correspondence and the conformal map. Specifically, we alternate
between finding the closest conformal map for a given correspondence and updating the
correspondence given a conformal map. This approach leads to a very simple algorithm,
which runs at interactive rates and quickly converges to a high quality conformal map.
We demonstrate the applicability of our approach using applications to texture transfer
and shape deformation. In addition, we show that our method can be easily extended to
handle quasi-conformal maps, point-to-point and stroke-to-stroke constraints, and that
our results yield lower area distortion than state-of-the-art conformal mapping methods.

4.1.1 Related Work

Many methods for numerically constructing a conformal map from an arbitrary domain
to the unit disk can be found in the literature, see e.g. \cite{39} for a recent review. In
engineering applications, the most common methods for this task are the Schwarz-
Christoffel Mapping \cite{20} and circle packing \cite{50}. However, most of these approaches
are quite slow, requiring the solution of non-linear equations or a dense sampling of
the domain to achieve sufficient accuracy. Among these, perhaps the closest to our
approach is Wegmann’s method \cite{58}, which also iteratively solves for the boundary
correspondence. However, we do not restrict one of the domains to be the unit disk
In Computer Graphics, planar conformal maps are popular for shape deformation (e.g. [54], [53]), yet existing conformal approaches do not allow for stroke-to-stroke constraints which enable the curve constraints and the boundary to slide as we do. Alternatively, the boundary constraints can be specified by requiring the angles of the input polygon to be preserved [56]. We demonstrate that our approach leads to a better trade-off between the user’s constraints and the resulting area distortion. Another iterative approach which does allow boundary sliding is suggested in [22], yet it requires the discretization of the domain and does not output a smooth conformal map.

4.1.2 Contributions

Our main contribution is a fast iterative algorithm for producing conformal maps between two simply connected planar domains, without prescribing boundary correspondence (§4.2). In addition, we:

- Introduce stroke-to-stroke constraints, which can be used for deforming a given shape in an intuitive way and for guiding a conformal map between two domains (§4.3.3).
- Show how to incorporate a quasi-conformal energy to reduce the area distortion (§4.3.2).
- Show applications of our algorithm to image deformation and constrained texture mapping (§4.4).

4.2 Iterative Closest Conformal Mapping

Given an input source shape $\Omega_s$ and a target shape $\Omega_t$, both simply connected planar domains, we seek for a conformal map of the source domain, which maps its boundary to the boundary of the target domain. The Riemann mapping theorem [46] states that for any simply connected domain $\Omega \subset \mathbb{C}$, there exists a bijective holomorphic map $f$ from $\Omega$ to the unit disk $U = \{ z \in \mathbb{C} : |z| < 1 \}$. An immediate corollary of the theorem is that for any two simply connected domains $\Omega_s, \Omega_t$ and the bijections $f_1 : \Omega_s \to U, f_2 : \Omega_t \to U$, one can construct a bijective holomorphic map between the domains $f : \Omega_s \to \Omega_t$, where $f$ is given by $f = f_2^{-1} \circ f_1$.

However, since the space of exact holomorphic maps from one domain to another is quite small and difficult to compute, we would like to relax the problem and gain flexibility to control the behavior of the map. Therefore, we define the following energy, which promotes boundary fitting as a soft constraint.

**Energy.** Given a mapping $f : \Omega_s \to \mathbb{C}$ defined over the source domain $\Omega_s$ with boundary curve $S$, we define an energy for measuring its closeness to the target domain
with boundary curve $T$ as:

$$E_c(f) = \oint_S d(f(s), T)^2 ds$$  \hspace{1cm} (4.1)$$

where $d(w, T)$ is the minimal distance from the point $w$ to the boundary of $\Omega_t$: $d(w, T) = \min_{z \in T} |w - z|$.

**Discretization.** We represent the source and target domains by their boundary, discretized as a source polygon $S$ with $n$ vertices and a target polygon $T$ with $m$ vertices. The space of the holomorphic maps defined over the source polygon is given by a discretization of the Cauchy transform for polygons [54], which yields the Cauchy-Green coordinates. These coordinates express a subspace of the holomorphic maps as complex-valued vectors in the range of a fixed complex matrix, depending only on $S$. Minimizing the discretized energy $E_c$ then boils down to solving a least-squares system using a fixed matrix.

**4.2.1 Background - Cauchy-Green coordinates**

The Cauchy transform [6] is a widely used operator in complex analysis, which generates the space of holomorphic functions on a domain $\Omega$ from continuous functions $f(z)$ defined on the boundary $\partial \Omega$:

$$u(z) = \frac{1}{2\pi i} \oint_{\partial \Omega} \frac{f(w)}{w - z} dw, \quad z \in \Omega. \hspace{1cm} (4.2)$$

The function $u$ is holomorphic in the domain, and when $f$ corresponds to the boundary values of a holomorphic function, the Cauchy transform will reproduce $f$.

The Cauchy coordinates [54] are a discretized version of the integral (4.2). If we discretize $\Omega$ using a polygon $\{z_i\}_{i=1}^n$, then given samples of the function $f_i = f(z_i)$ and by interpolating them linearly on the edges of the polygon, we can calculate the integral analytically. The integration yields $n$ functions $C_i(z)$, denoted as the Cauchy-Green coordinates, such that the value of the integral (4.2) is given by:

$$u(z) = \sum_{i=1}^n C_i(z)f_i. \hspace{1cm} (4.3)$$

Note, that while the boundary of the domain is discretized as a polygon, the interior of the domain is continuous, thus $z$ can take the value of any point in the domain. We provide the expressions for $C_i(z)$ given the input polygon in 2.

**4.2.2 Algorithm**

**Discrete energy.** The source polygon is sampled at $r$ points (not necessarily at the vertices), denoted by $\{z_j\}$. If we are given the boundary correspondence to the target, namely for each of the sampled points, we have a corresponding point on the target
domain boundary \( w_j \), then the energy \( E_c \) is discretized by:

\[
E_c(\{f_i\}) = \sum_{j=1}^{r} |\sum_{i=1}^{n} C_i(z_j) f_i - w_j|^2.
\]

Since the correct correspondence is not known in advance, we set \( w_j \) as additional optimization variables, and constrain them to be points on the edges of the target polygon \( T \). If we pack the coordinates \( C_i(z_j) \) of each sample in a coordinate matrix \( C \in \mathbb{C}^{r \times n} \), such that row \( j \) contains the coordinates of sample \( z_j \), then the discretized energy is:

\[
E_c(\hat{f}, \hat{w}) = \|C \hat{f} - \hat{w}\|^2, \tag{4.4}
\]

where \( \hat{f} \in \mathbb{C}^n, \hat{w} \in \mathbb{C}^r \) are complex vectors with entries \( \{f_i\}, \{w_j\} \), respectively.

**Alternating minimization.** We obtain the following minimization problem:

\[
\min_{\hat{f}, \hat{w}} E_c(\hat{f}, \hat{w}), \quad \text{s.t. } \hat{w} \in T. \tag{4.5}
\]

We solve the minimization problem using a local-global approach, by alternating between minimizing it with respect to the conformal map given by \( C \hat{f} \) (the global step), and the corresponding points on the target, \( \hat{w} \) (the local step).

The initial points \( w^0 \) are obtained by sampling the target boundary with respect to the arclength of the source boundary sampling, and the coefficients \( \hat{f}^0 \) are initialized with zero. Then, at each iteration the coefficients \( \hat{f}^k \) are updated by minimizing (4.4) with respect to \( \hat{f} \). This is a linear least squares problem, where the minimizer is given by \( \hat{f}^k = C^+ \hat{w}^{k-1} \). Here \( C^+ \) is the pseudo-inverse of the matrix \( C \), given by \( C^+ = (C^*C)^{-1}C^* \), and \( C^* \) is the conjugate transpose of \( C \).

In the second step of each iteration we minimize the energy with respect to \( \hat{w} \), under the constraint that \( \hat{w} \) is a set of points lying on the target domain boundary. This is done by finding for each point \( z_j \), transformed by the current mapping \( \hat{f}^k \), the closest point on an edge (or a vertex) of the target polygon \( T \). The algorithm is summarized in Algorithm 4.1.

**Convergence.** The Iterative closest conformal map (ICCM) algorithm always converges to a local minimum, since at each iteration the energy is reduced twice. First, by minimizing it with respect to the conformal map given by \( \hat{f} \) while keeping \( \hat{w} \) fixed and second, by projecting the points on the target polygon \( T \), therefore solving for \( \hat{w} \) while keeping \( \hat{f} \) fixed. Figure 4.2 shows a typical execution of the algorithm and the energy \( E_c \) during the iterations.
**Algorithm 4.1 Iterative closest conformal mapping**

**Input:** source polygon $S$, target polygon $T$

**Output:** set of coefficients $\hat{f}$ defining the closest conformal map found from $S$ to $T$

1: $\hat{z} = \text{SamplePolygon}(S)$
2: $\hat{u}^0 = \text{SamplePolygon}(T)$
3: $\hat{f}^0 = 0$
4: $k \leftarrow 0$
5: while $E_c(\hat{f}^k, \hat{u}^k) > \text{threshold}$ do
6: $\hat{f}^{k+1} \leftarrow C^+ \hat{u}^k$
7: $\hat{u}^{k+1} \leftarrow \text{ClosestPoint}(T, C\hat{f}^{k+1})$
8: $k \leftarrow k + 1$
9: end while
10: $\hat{f} \leftarrow \hat{f}^k$

---

**Figure 4.2:** Top: the energy during the iterations of a typical execution of the algorithm on a log-log scale. Bottom, from left to right: the initial domain, the conformal mapping after a single iteration of the algorithm, and the conformal mapping after 100 iterations.

### 4.3 Extensions

#### 4.3.1 P2P Constraints

For gaining more control over the behavior of the conformal map, we can add additional energies to the minimization problem. One possibility is the point-to-point energy $E_{P2P}$ which allows the user to guide the conformal map by specifying points in the source.
domain $u_i$ and their desired location in the target domain $v_i$. Packing the coordinates of the source points $u_i$ together, we obtain the matrix $C_{P2P}$ where each row contains the coordinates of a source point. Then, the P2P energy is expressed by:

$$E_{P2P}(\hat{f}) = \|C_{P2P}\hat{f} - \hat{v}\|^2$$

(4.6)

where $\hat{v}$ is the vector of target locations. Minimizing only this energy yields a conformal map which transforms the chosen source points as close as possible to the target positions. With both energies combined, we now seek to minimize $E = E_c(\hat{f}, \hat{w}) + \lambda E_{P2P}(\hat{f})$, where $\lambda$ is a parameter controlling the strength of the P2P energy. This optimization problem can be solved in a very similar way to the ICCM algorithm, the only difference being the fact that now the minimization with respect to $\hat{f}$ should be taken over the weighted least squares problem defined by the two energies. In addition, for the initialization step it is beneficial to calculate $\hat{f}^0$ by minimizing the $E_{P2P}$ energy, yielding a rough initial map, and set $\hat{w}^0$ to be the closest points on the target boundary to the sampled points mapped by $\hat{f}^0$. Figure 4.3 shows the result of running the algorithm with user defined P2P constraints.

4.3.2 Quasi-conformal maps

Since the number of degrees of freedom for a conformal map from one simply-connected domain to another is quite small, a possible way to extend the space of mappings is allowing the map to be quasi-conformal. Instead of looking for a holomorphic function, we will search for a complex harmonic function, where the real and imaginary parts are both real harmonic functions. It is known that any complex harmonic function $f$ can be decomposed as the sum of holomorphic and antiholomorphic functions. Thus, we will
represent the complex harmonic function \( f \) using the Cauchy-Green coordinates by:

\[
f(z) = \Phi(z) + \Psi(z) = \sum_{j=1}^{n} C_j(z) \phi_j + \sum_{j=1}^{n} C_j(z) \psi_j
\]  (4.7)

where \( \Phi(z) = \sum_{j=1}^{n} C_j(z) \phi_j \) is a holomorphic function and \( \Psi(z) = \sum_{j=1}^{n} C_j(z) \psi_j \) is an antiholomorphic function. Denoting by \( C \) the matrix of coordinates for the sampled points (similarly to the previous section), the energy \( E_c \) now becomes:

\[
E_c = \| (C - \overline{C}) \begin{pmatrix} \hat{\phi} \\ \hat{\psi} \end{pmatrix} - \hat{w} \|^2
\]  (4.8)

where \( \hat{\phi} \) is the vector with entries \( \phi_j \) and \( \hat{\psi} \) is the vector with entries \( \psi_j \).

The dilatation of a mapping \( f \) is defined as [2]:

\[
D_f(z) = \frac{|f_z| + |f_{\overline{z}}|}{|f_z| - |f_{\overline{z}}|} = \frac{1 + |f_{\overline{z}}|/|f_z|}{1 - |f_{\overline{z}}|/|f_z|}
\]  (4.9)

where \( f_z = (\frac{\partial}{\partial x} + i \frac{\partial}{\partial y})f \) and \( f_{\overline{z}} = (\frac{\partial}{\partial x} - i \frac{\partial}{\partial y})f \). The dilatation can be used for measuring the conformal distortion of the mapping: for a conformal map the dilatation is exactly 1 (since \( f_{\overline{z}} = 0 \), which is equivalent to satisfying the Cauchy-Riemann equations), and as it gets larger, the map distorts angles more. Therefore, for limiting the amount of conformal distortion the dilatation has to be minimized, which can be achieved by minimizing \( |f_{\overline{z}}| \). Note that while a quasi-conformal map requires a bounded dilatation in the whole domain, we do not find this global bound, but attempt to minimize it by minimizing the values of \( |f_{\overline{z}}| \) on the boundary. From the maximum modulus principle [38], since in our case \( f_{\overline{z}} \) is antiholomorphic, the maximum value of \( |f_{\overline{z}}| \) occurs on the boundary of the domain, and thus by minimizing \( |f_{\overline{z}}| \) on the boundary, it will be minimized inside the domain as well.

In our representation, since \( f \) decomposes as a sum of two holomorphic and anti-holomorphic functions we get that \( f_z = \Phi_z = D \hat{\phi} \) and \( f_{\overline{z}} = \Psi_{\overline{z}} = \overline{D \hat{\psi}} \), where \( D \) is the matrix with the derivatives of the coordinates for the sampled points, i.e. \( D = \frac{\partial}{\partial z} C \). Therefore, we add the energy:

\[
E_q = \| f_z \|^2 = \| \overline{D \hat{\psi}} \|^2,
\]  (4.10)

where the derivative is calculated for each element in the matrix, as described in 2.

Figure 4.4 compares the area and conformal distortion of the conformal and quasi-conformal maps achieved using our approach. Note the reduced area distortion near the boundary of the domain, at the expense of a small conformal distortion.

### 4.3.3 Stroke to Stroke mapping

A similar idea to ICCM can be employed for extending the point-to-point constraints to curve-to-curve constraints. In this type of constraints, the user can draw a source
stroke $Sk_s$ inside the domain and a target stroke $Sk_t$, and the goal would be to find a conformal mapping of the domain which maps between the drawn strokes. Formally, we define the energy $E_{S2S}$ in a very similar way to the energy $E_c$:

$$E_{S2S}(f) = \int_{Sk_s} d(f(s), Sk_t)^2 ds,$$

where $d(z,T)$ measures the minimal distance of the point $z$ from the curve $T$. The discretization of the energy is achieved using the Cauchy-Green representation of the conformal mapping $f$. First, the source and the target strokes are sampled uniformly at $n$ points $\{s_j\}_{j=1}^n$ and $\{t_j\}_{j=1}^n$. Next, we calculate the Cauchy-Green coordinates for the points sampled on the source stroke and pack them together in a matrix $C_{sk}$. Finally, the discretized energy is defined by:

$$E_{S2S}(\hat{f}, \hat{t}) = \|C_{sk} \hat{f} - \hat{t}\|^2$$

where $\hat{t}$ is the vector of points sampled on the target stroke. The minimization of this energy is done using a similar iterative algorithm to ICCM, where at each iteration a least squares problem is solved for the coefficients $\hat{f}^{k+1}$, and then the new set of points $\hat{t}^{k+1}$ is calculated by projecting the current mapping of the source points on the target stroke.

This energy, similarly to the P2P energy, can be used for guiding the conformal map when combined with the closeness energy $E_c$, but can also be useful for deforming a shape. In the latter scenario, it is beneficial to add a regularization term which is defined as an additional energy $E_s(\hat{f}) = \|D^{(2)} \hat{f}\|^2$, where $D^{(2)}$ is a matrix containing...
Figure 4.5: Stroke to stroke constraints used for shape deformation. Left: the original shape and the given constraints. Middle: deformation with point-to-point constraints (the points on the strokes are fixed). Right: deformation with stroke-to-stroke constraints (points are allowed to move along the strokes). Note that using the stroke-to-stroke constraints yields a lower area distortion for the hands and the head.

the second derivative of the Cauchy-Green coordinates for additional points sampled on the boundary of the domain. This energy is useful for fixing the degrees of freedom (when the number of constraints is smaller than the number of coordinate functions) and for preserving the smoothness of the boundary. Figure 4.5 shows the deformation found using the stroke-to-stroke constraints, and the comparison to the deformation found using similar point-to-point constraints. Note that since the points are allowed to move freely on the target stroke, the deformation found using the stroke-to-stroke constraints yields a smaller area distortion for the hands and the head.

4.3.4 Higher Order Approximation of the Distance Function

In the global step of the minimization problem (the optimization for \( \hat{f} \)), we used a zeroth order approximation of the distance function \( d(z, T) \) at the mapped point \( f(z_j) \), namely the squared distance to the closest point found in the previous step \( w_j \). One could use, alternatively, a higher order approximation for the distance function as suggested in [44]. The first order approximation of \( d(z, T) \) is the distance to the tangent at the closest point \( w_j \). Thus, using complex-variable notation the first order approximation is given by \( d(z, T) \approx \text{Re} \left( (z - w_j) \bar{N}_j \right)^2 \), where \( N_j \) is the unit normal at \( w_j \) and we have used the representation of a dot product between two vectors \( a, b \in \mathbb{R}^2 \) in complex form: \( \langle a, b \rangle = \text{Re}(ab) \). Integrating the first order approximation in the global step, we obtain the following minimization problem:

\[
\hat{f}^{k+1} = \arg \min_{f} \| \text{Re} \left( \bar{N} \left( C \hat{f} - \hat{w} \right) \right) \|^2 + \lambda \| C \hat{f} - \hat{w} \|^2 
\] (4.13)
where $N$ is the diagonal matrix with the entries $N_j$ on its main diagonal. Note that the zeroth order approximation is used here as a regularization term for stabilizing the energy when the algorithm is close to converge. This is still a simple least squares problem which can be solved by converting the complex variable formula to one with real variables. Note that the local step does not need to change since the distance function can be exactly calculated when the points $f(z_j)$ are fixed, therefore an approximation is not necessary. Figure 4.6 shows a comparison between the different approximation orders. Notice that while the zeroth order approximation works well for points far away from the curve, the first order approximation behaves better for points close to the curve, and the convergence is achieved much faster.

![Energy vs Iteration](a) Convergence of the energy $E_c$

Figure 4.6: (a) Convergence of the energy using different orders of approximation for the distance function. (b), (c) the conformal map obtained by the zeroth and first order approximations at iteration 30, in which the first order approximation has converged.

### 4.4 Experimental Results

#### 4.4.1 Implementation Details

We have implemented the ICCM algorithm and its extensions in MATLAB. Given a source polygon $S$ with $n$ vertices and a target polygon $T$, we sample the source polygon at $r$ points for creating the vector of points $P$ used for discretizing the closeness energy $E_c$. It is necessary to sample points at the edges of the polygon for constraining their mapping to be close to the target polygon. While a sparse sampling may result in mapping of points between the sampled ones to points far from the target polygon, sampling too dense might make the algorithm slow. The number of sampled points per edge should depend on its length and on the available computational resources. Since
in our experiments the source polygons had approximately uniform edge lengths, we have found that sampling each edge at 4 points (including the vertices) is sufficient for achieving good results. The target polygon is sampled according to the accumulative arclength of the points in \( P \), starting from the first point \( P_1 \). Next, we calculate the coordinates matrix \( C \) of size \( r \times n \), where row \( j \) contains the coordinates of point \( P_j \).

The other energies \( E_s, E_{P2P}, E_{S2S} \) are discretized in a similar way, with the coordinate matrices \( D^{(2)}_s, C_{P2P}, C_{S2S} \). Finally, the conformal map is found by minimizing the combined energy:

\[
E(\hat{f}) = E_c(\hat{f}, \hat{w}) + \alpha E_s(\hat{f}) + \beta E_{P2P}(\hat{f}) + \gamma E_{S2S}(\hat{f}, \hat{t})
\]

\[
= \|C\hat{f} - \hat{w}\|^2 + \alpha \|D^{(2)}\hat{f}\|^2 + \beta \|C_{P2P}\hat{f} - \hat{v}\|^2 + \gamma \|C_{S2S}\hat{f} - \hat{t}\|^2
\]

Note that \( E(\hat{f}) \) is a quadratic energy in \( \hat{f} \), and thus can be written as \( E(\hat{f}) = \|A\hat{f} - b\|^2 \). Since the coordinates matrices are constant during the iterations of the algorithm, we can calculate the pseudo-inverse of \( A \) in advance, and use it during the iterations minimizing the energy with respect to \( \hat{f} \) by multiplying \( \hat{f}^{k+1} = A^+b^k \). After the new coefficients \( \hat{f}^{k+1} \) are found at each iteration, the vector \( b^{k+1} \) is calculated by updating \( \hat{w}^{k+1} \) and \( \hat{t}^{k+1} \) to be the closest points on the target boundary and target strokes.

In the case of quasi-conformal mapping, the vector of coefficients \( \hat{f} \) (with \( n \) elements in the conformal case), is extended to contain 2\( n \) elements \( \hat{f}^q = \begin{pmatrix} \hat{\phi} \\ \hat{\psi} \end{pmatrix} \), where the first \( n \) elements represent the holomorphic function \( \phi(z) \) and the last \( n \) elements represent the antiholomorphic function \( \psi(z) \). Additionally, each one of the coordinate matrices is concatenated from the right with its conjugate (i.e. \( C^q = \begin{pmatrix} C \\ \overline{C} \end{pmatrix} \)), so that the quasi-conformal function evaluated at the sampled points is given by \( f(z) = C^q\hat{f}^q \). In this case, the energy \( E_q \) is also added as part of the weighted least squares problem.

![Comparison of our algorithm to state-of-the-art methods for computing maps between planar domains. Note that our algorithm produces a conformal map with no shearing artifacts, but may introduce some area distortions.](image)
4.4.2 Limitations

One limitation of our method is that it does not have the option to control the area distortion. Therefore, the mappings found by the method may introduce large area distortions in order to minimize the energy. However, by searching for a quasi conformal mapping we have seen that the area distortion can be reduced at the expense of some conformal distortion.

In addition, our method does not prevent flipping, which can appear in the continuous holomorphic map obtained by the algorithm, and may not preserve the order of the points on the boundary. Furthermore, the algorithm depends on the initial boundary correspondence, and for a bad initialization, e.g., a convex part of the source is mapped into two different parts of the target, the optimization will converge to a local minimum.

4.4.3 Comparisons

We have compared our algorithm to several methods for mapping between planar shapes. Figure 4.7 shows the source polygon in blue, the target polygon in red, the mapping achieved with each of the methods, and the conformal and area distortions. In column (b) we show the results of the method described in [48] for constructing a smooth bijective map between arbitrary polygons via a convex regular polygon. We have discretized the interior of the two domains, constructed two harmonic maps from the domains into a convex regular polygon, and composed one with the inverse of the other in order to get a mapping between the two domains. In column (c) we show the results of the method in [22], in which the interior of the domain is discretized, and an energy which measures the distance between the mapping of the source’s boundary to the target’s boundary and the distortion of the laplacian of the source mesh is minimized. Notice that both of these methods do not produce a conformal map and therefore introduce some conformal distortion. In column (d), we use the method from [56] for finding a conformal mapping which maps the angles of the source polygon to the angles of the target polygon. However, the length of the edges is not prescribed, and therefore the mapping does not interpolate the target polygon and can produce large area distortion as can be seen in the results. In column (e) we have used the Szego coordinates which were introduced in [54]. Our method is shown in column (f). In the example we have also used two p2p constraints in order to construct the initial boundaries correspondence and for guiding the source of the branch and the top leaf to their desired location. Notice that the method produces a conformal map, therefore there is no conformal distortion, but the area distortion is not constrained and therefore it introduces more area distortion than the other methods in some parts of the mesh.

4.4.4 Additional Results

Deformations. Figure 4.8 shows a deformation generated by mapping a source sketch to a target sketch, both drawn by the user. Two point-to-point constraints were used
for guiding the mapping of the hand and the head of the monkey. Note that the quasi-conformal map better approximates the point-to-point constraints, as well as reduces the area distortion (see the point constraint in the hand).

Figure 4.8: Deformation of the monkey using conformal vs quasi-conformal mappings. Note that the quasi-conformal map better approximates the point-to-point constraints, as well as reduces the area distortion (see the point constraint in the hand).

**Constrained texture mapping.** Figure 4.9 shows how the algorithm can be used for constrained texture mapping. In this experiment we have used the method from [7] for calculating a conformal flattening of the given mesh, resulting in a 2D mesh which is conformal to the original. Next, we used our algorithm for finding a conformal map from the boundary of the texture (a square) to the boundary of the 2D mesh, and the point-to-point constraints were used for guiding the conformal map.

**Texture transfer.** In this experiment we calculated a conformal mapping from a hexagon into a flattened mesh, which is conformal to the target 3D mesh. Then, we have transferred the texture from the original shape to the target shape through composition of the two conformal maps. The results are shown in Figure 4.10.
Figure 4.9: Constrained texture mapping. Top left: the input texture. Top right and bottom row: the texture is mapped to the surface, using point-to-point constraints as a guidance.

Figure 4.10: Texture transfer between shapes. The texture from the hexagon (a) was transferred to the lilium mesh (c) through composition of two conformal maps.
Chapter 5

Conclusion and open questions

5.1 Conclusion

In this work, the Cauchy-Green coordinates were used for efficiently solve 2D problems which can be expressed in a boundary integral formulation. The fast algorithm allows adding user interaction in real time, allowing the user to guide the result of the algorithm toward the desired solution. Specifically, we showed how the Hele-Shaw flow can be formulated in a boundary integral formulation which the Cauchy-Green coordinates can be integrated into, yielding an efficient discrete scheme for simulating the flow. The user can choose between different types of singularities and move them in real time in order to control the flow while preserving the physically correct behavior. Additionally, we showed how the Cauchy-Green coordinates are applicable to the exterior of a planar bounded domain and to a multiply connected domain, which allows us to simulate the two phase flow and obstacles.

The second application we showed for the Cauchy-Green coordinates is conformal mapping between planar domains. In this problem, we used the coordinates for parameterizing a space of conformal maps, and devise an iterative algorithm for finding the conformal map from this space which maps the source domain the closest to the target domain. The efficiency of this algorithm allows the user to interactively modify constraints such as point-to-point and stroke-to-stroke correspondences, and thus guide the algorithm toward the desired mapping. Furthermore, we showed how this algorithm can be generalized to quasi-conformal maps, for enriching the space of mappings and reducing the amount of area distortion.

5.2 Open questions

Extension to 3D The Cauchy-Green coordinates derive from the Cauchy integral formula in complex analysis and thus are limited to two dimensions. However, there is an extension of Cauchy integral formula to higher dimensions [18] and in particular, there is a discretization in 3D [8]. It may be interesting to use these coordinates for the applications described in this work for simulating 3D flows and finding mappings
between surfaces.

**Different types of flows** The Hele-Shaw flow could be written in a boundary integral formulation since it involves a harmonic function which is the solution of Laplace’s equation which is conformally invariant (required in the interface tracking method) and can be represented as the real part of a holomorphic function (required in the potential representation method). However, there are other types of equations which are also conformally invariant [5] and there are other types of complex barycentric coordinates which are not necessarily holomorphic [55]. Therefore, it might be possible to extend this work to different types of flows by expressing them in a boundary integral formulation using other type of barycentric coordinates.

**Preserving points order to prevent flips** In 4 we described an efficient algorithm for calculating conformal maps between planar domains. The algorithm was shown to converge, however it might produce flips and double-covers of the target domain, and the boundary correspondence may not preserve the order of the points on the boundary. Therefore, it might be interesting to investigate the behavior of the algorithm when the preservation of the points order is added as a hard constraint, allowing the points to slide on the target boundary without crossing each other. Adding this as a hard constraint may prevent flips and help the algorithm converge into a correct mapping.
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The problem we are dealing with is the mapping between two domains. Between various implementations of solving the problem, there is a transformation of the image on the interface used by the user. Properties of the image are usually not simple and can be used to transform various types of images. The problem is to find a method of mapping between different domains, which can be used to visualize various transformations.

As a result, we have developed a method of mapping between domains that can be used to visualize the source domain. We used a method of iterative search for the matching between the source domain and the target domain, but it is used in a similar way in other domains.

Our method, in contrast, is to map the source domain and attempt to match the other domain. In this way, we can use the coordinates of the Green difficult to generate the mapping between the source domain and the target domain, where we can use the transformation of the source domain and the target domain.

The main advantage of our method is that it allows for interactive control of the results obtained by the algorithm. In addition, it allows for mapping of various geometrical transformations, which can be used to visualize various transformations.
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