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Abstract

Many signal and image processing applications have benefited remarkably from the theory of sparse representations. In its classical form this theory models signal as having a sparse representation under a given dictionary – this is referred to as the “Synthesis Model”. In this work we focus on greedy methods for the problem of recovering a signal from a set of deteriorated linear measurements. We consider four different sparsity frameworks that extend the aforementioned synthesis model: (i) The cosparse analysis model; (ii) the signal space paradigm; (iii) the transform domain strategy; and (iv) the sparse Poisson noise model.

Our algorithms of interest in the first part of the work are the greedy-like schemes: CoSaMP, subspace pursuit (SP), iterative hard thresholding (IHT) and hard thresholding pursuit (HTP). It has been shown for the synthesis model that these can achieve a stable recovery under some RIP (restricted isometry property) based assumptions in the case that the noise is additive and adversarial. In this work we extend these results in several important ways:

(a) For the case that the noise is random white Gaussian we show that CoSaMP, SP and IHT achieve near-oracle performance, closing a gap between greedy algorithms and relaxation based techniques.

(b) We propose analysis variants for the greedy-like techniques. Assuming the availability of a near optimal projection scheme for the cosparse model, we provide performance guarantees for these algorithms. Our theoretical study relies on a RIP adapted to the context of the cosparse analysis model.

(c) We consider the recovery performance in the synthesis framework when the signal, rather than the representation, is the objective. We develop new uniqueness and stability conditions. We propose a variant of orthogonal matching pursuit (OMP) and give reconstruction guarantees for it using a generalized coherence definition. Then we study the recently proposed signal space CoSaMP (SSCoSaMP) and provide recovery guarantees that hold in several settings including those when the dictionary is incoherent or structurally coherent. These results align more closely with traditional results for representation recovery and improve upon...
previous work in the signal space setting.

(d) One drawback of the results for the analysis greedy-like algorithms is that they do not hold for frames as the analysis dictionary, while the existing guarantees for relaxation based methods do cover frames. We propose a variant of IHT that operates in the analysis transform domain and provide guarantees that close this gap.

In the last part of our work we look at the Poisson denoising problem. We propose to harness sparse-representation modeling of image patches for this denoising task, handling severe SNR scenarios. We employ an exponential sparsity model, as recently proposed by Salmon et al., relying directly on the true noise statistics. Our scheme uses a greedy pursuit, with boot-strapping based stopping criterion, and dictionary learning within the denoising process, leading to state-of-the-art-results.
Notation

Throughout the document, scalars are denoted by italicized letters, as in $m$ or $K$; vectors are denoted by boldface lowercase letters, as in $x$; and matrices are denoted by boldface uppercase letters, as in $A$. The $i$th component of a vector $x$ is denoted $x_i$. The state of the vector $a$ in the $t$th iteration is denoted by $a^t$.

$||\cdot||_2$ the euclidean norm for vectors and the spectral ($2 \rightarrow 2$) norm for matrices.
$||\cdot||_1$ $\ell_1$ norm - sums the absolute values of a vector.
$||\cdot||_0$ $l_0$ pseudo-norm - counts the number of nonzero elements.

$x$ original unknown signal of size $d$ which is either $\ell$-cosparse or has a $k$-sparse representation $a$.

$k$ signal sparsity.

$\ell$ signal cosparsity.

$r$ signal corank.

$a$ sparse representation of $x$ of size $n$.

$y$ measured signal of size $m$.

$e$ additive noise.

$v$ general vector of size $d$ which is either $\ell$-cosparse or has a $k$-sparse representation.

$w$ general vector in the representation or the analysis transform domain.

$z$ general vector in the signal domain of size $d$.

$\hat{a}$ reconstructed representation.

$\hat{a}_{alg}$ recovered representation by method $alg$. If clear from context, we may use just $\hat{a}$.

$\hat{x}$ reconstructed signal.

$\hat{x}_{alg}$ reconstructed signal by algorithm $alg$. If clear from context, we may use just $\hat{x}$.
\( \varepsilon \) \( \ell_2 \) noise energy (if \( \mathbf{e} \) is bounded adversarial).
\( \sigma^2 \) noise variance (if \( \mathbf{e} \) is Gaussian).
\( \mathbf{M} \) measurement matrix of size \( m \times d \).
\( \sigma_{\mathbf{M}} \) largest singular value of \( \mathbf{M} \), i.e., \( \sigma_{\mathbf{M}}^2 = \| \mathbf{M}^\top \mathbf{M} \|_2 \).
\( \mathbf{D} \) synthesis dictionary of size \( d \times n \).
\( \Omega \) analysis dictionary in matrix representation of size \( p \times d \).
\( \mathbf{I} \) identity matrix.
\( [p] \) the set of integers \([1 \ldots p]\).
\( \text{supp}(\mathbf{w}) \) support set of \( \mathbf{w} \) (subset of \([d]\)) – contains the locations of the non-zeros in \( \mathbf{w} \).
\( |\text{supp}(\mathbf{w})| \) size of the set \( \text{supp}(\mathbf{w}) \).
\( \text{supp}(\mathbf{w}, k) \) support of the largest \( k \) magnitude elements in \( \mathbf{w} \).
\( \text{supp}(\Omega \mathbf{v}) \) cosupport set of \( \mathbf{v} \) (subset of \([d]\)) – contains the locations of the zeros in \( \Omega \mathbf{v} \).
\( \text{cosupp}(\Omega \mathbf{z}, \ell) \) cosupport of the smallest \( \ell \) magnitude elements in \( \Omega \mathbf{z} \).
\( \Lambda \) cosupport of \( \mathbf{x} \) (if cosparse) – a subset of \([p] \). \( |\Lambda| \geq \ell \).
\( \lfloor \cdot \rfloor_k \) hard thresholding operator – keeps the largest \( k \)-elements in a vector.
\( \Lambda^C \) complementary set of \( \Lambda \).
\( \mathbf{T} \) if \( \mathbf{x} \) cosparse then \( \Lambda^C \) (subset of \([p]\)), otherwise support of \( \mathbf{a} \) (subset of \([n]\)).
\( \mathbf{T} - \tilde{\mathbf{T}} \) set of all the elements contained in \( \mathbf{T} \) but not in \( \tilde{\mathbf{T}} \).
\( \mathbf{a}_T \) a sub-vector of \( \mathbf{a} \) with elements corresponding to the set of indices in \( \mathbf{T} \).
\( \mathbf{D}_T \) a sub-matrix of \( \mathbf{D} \) with columns corresponding to the set of indices in \( \mathbf{T} \).
\( \Omega_{\Lambda} \) a sub-matrix of \( \Omega \) with rows corresponding to the set of indices in \( \Lambda \).
\( \text{range}(\mathbf{D}) \) range of \( \mathbf{D} \).
\( \text{rank}(\mathbf{D}) \) rank of matrix \( \mathbf{D} \).
\( \delta_{D,k}^D \) D-RIP constant for synthesis dictionary \( \mathbf{D} \) and sparsity \( k \).
\( \delta_k \) RIP constant for sparsity \( k \). If clear from context, can denote also the D-RIP.
\( \delta_{\ell} = \delta_{\Omega, \ell}^\Omega \) O-RIP constant for analysis dictionary \( \Omega \) and cosparserity \( \ell \).
\( \mathbf{P} \) projection matrix.
\( \mathbf{Q} \) projection matrix.
\( \mathbf{P}_T \) for a given \( \mathbf{D} \), \( \mathbf{P}_T = \mathbf{D}_T \mathbf{D}_T^\dagger \) is orthogonal projection onto \( \text{range}(\mathbf{D}_T) \).
\( \mathbf{P}_{\Lambda} \) for a given \( \Omega \), \( \mathbf{P}_{\Lambda} = \Omega_{\Lambda}^\dagger \Omega_{\Lambda} \) is orthogonal projection onto \( \text{range}(\Omega_{\Lambda}^\dagger) \).
\( \mathbf{Q}_{\Lambda} \) for a given \( \Omega \), \( \mathbf{Q}_{\Lambda} = \mathbf{I} - \Omega_{\Lambda}^\dagger \Omega_{\Lambda} \) is orthogonal projection onto the orthogonal complement of \( \text{range}(\Omega_{\Lambda}^\dagger) \).
\( \mathcal{L}_\ell = \mathcal{L}_{\Omega,\ell} \) set of \( \ell \)-cosparse cosupports, \( \{ \Lambda \subseteq [p], |\Lambda| \geq \ell \} \).

\( \mathcal{L}_{r,\text{corank}} = \mathcal{L}_{\Omega, r, \text{corank}} \) set of all cosupports with corank \( r \), \( \{ \Lambda \subseteq [p], \text{rank}(\Omega_\Lambda) \geq r \} \).

\( \mathcal{W}_\Lambda \) subspace spanned by a cosparseity set \( \Lambda \), \( \text{span}^\perp(\Omega_\Lambda) = \{ Q_\Lambda z, z \in \mathbb{R}^d \} \).

\( \mathcal{A}_\ell = \mathcal{A}_{\Omega,\ell} \) union of subspaces of \( \ell \)-cosparse vectors, \( \bigcup_{\Lambda \in \mathcal{L}_{\ell,\Omega}} \mathcal{W}_\Lambda \).

\( \mathcal{A}_{r,\text{corank}} = \mathcal{A}_{\Omega, r, \text{corank}} \) union of subspaces of all vectors with corank \( r \), \( \bigcup_{\Lambda \in \mathcal{L}_{r,\text{corank},\Omega}} \mathcal{W}_\Lambda \).

\( \text{trace}(A) \) the sum of the diagonal elements of the matrix \( A \).

\( \text{conv} S \) convex hull of set \( S \).

\( S^*_r(\cdot) \) optimal cosupport (of size \( \ell \)) selection procedure.

\( \hat{S}_r(\cdot) \) near-optimal cosupport (of size \( \ell \)) selection procedure.
Chapter 1

Introduction

1.1 Overview

In the past ten years the idea that signals can be represented sparsely had a great impact on the fields of signal and image processing. This new model led to a long series of novelties: new sampling theory has been developed [14] together with new tools for handling signals in different types of applications, such as image denoising [15], image deblurring [16], super-resolution [17], radar [18], medical imaging [19] and astronomy [20], to name a few [21]. Remarkably, in most of these fields the sparsity based techniques achieve state-of-the-art results.

In the classical sparsity model, the signal \( x \in \mathbb{R}^d \) is assumed to have a \( k \)-sparse representation \( a \in \mathbb{R}^n \) under a given dictionary \( D \in \mathbb{R}^{d \times n} \). Formally,

\[
x = D a, \quad \|a\|_0 \leq k,
\]

where \( \|\cdot\|_0 \) is the \( \ell_0 \)-pseudo norm that counts the number of non-zero entries in a vector. Notice, that the non-zero elements in \( a \) corresponds to a set of columns that creates a low-dimensional subspace in which \( x \) resides. This paradigm is denoted as the synthesis model.

Recently, a new sparsity framework has been introduced: the analysis one [22, 23]. In this model, we look at the coefficients of \( \Omega x \), the coefficients of the signal after applying the transform \( \Omega \in \mathbb{R}^{p \times d} \) on it. The sparsity of the signal is measured by the number of zeros in \( \Omega x \). We say that a signal is \( \ell \)-cosparse if \( \Omega x \) has \( \ell \) zero elements. Formally,

\[
\|\Omega x\|_0 \leq p - \ell.
\]

Note that each zero element in \( \Omega x \) corresponds to a row in \( \Omega \) to which the signal is orthogonal and all these rows define a subspace the signal is orthogonal to. Similar to the synthesis
model, when the number of zeros is large the signal’s subspace is of low dimension. Though
the zeros are those that define the subspace, in some cases it is more convenient to use the
number of non-zeros as done in [24, 25].

In certain applications, it is more natural and effective to use the analysis framework, as
it addresses the signal directly. In the denoising problem, a very common strategy is the total
variation (TV) denoising [26] which belongs to the analysis framework [23, 4, 27]. For the
deblurring problem, a significant improvement over the state-of-the-art has been achieved by
the use of the analysis model [16]. In general, each model implies a different prior on the signal.
Thus, the answer to the question which one to use depends heavily on the specific settings of
the problem at hand.

The main setup in which the above models have been used is the recovery problem of the
form

\[ y = Mx + e, \tag{1.3} \]

where \( y \in \mathbb{R}^m \) is a given set of measurements, \( M \in \mathbb{R}^{m \times d} \) is the measurement matrix and \( e \in \mathbb{R}^d \) is an additive noise, which is assumed to be either adversarial bounded noise [14, 21, 28, 29],
or with a certain given distribution such as Gaussian [30, 31]. The goal is to recover \( x \) from \( y \)
and this is the focus of our work.

Note that it is impossible without a prior knowledge to recover \( x \) from \( y \) in the case \( m < d \),
or to have an effective denoising when \( e \) is random with a known distribution. Hence, having
a prior, such as the sparsity one, is vital for these tasks. Both the synthesis and the analysis
models lead to (different) minimization problems that provide estimates for the original signal
\( x \).

In the synthesis model, the signal is recovered by its representation, using

\[ \hat{x}_{S-\ell_0} = \arg\min_{w \in \mathbb{R}^n} \| w \|_0 \quad s.t. \quad \| y - MDw \|_2 \leq \lambda_e, \tag{1.4} \]

where \( \lambda_e \) is an upper bound for \( \| e \|_2 \) if the noise is bounded and adversarial. Otherwise, it
is a scalar dependent on the noise distribution [30, 31, 32]. The recovered signal is simply
\( \hat{x}_{S-\ell_0} = D\hat{x}_{S-\ell_0} \). In analysis, we have the following minimization problem:

\[ \hat{x}_{A-\ell_0} = \arg\min_{v \in \mathbb{R}^d} \| \Omega v \|_0 \quad s.t. \quad \| y - Mv \|_2 \leq \lambda_e. \tag{1.5} \]

The values of \( \lambda_e \) are selected as before depending on the noise properties.
1.1. OVERVIEW

Note the differences between synthesis and analysis. In the former we use an indirect estimation for the signal as we work with its representation, while in the latter we get a direct estimate since the minimization is done in the signal domain.

Both (1.4) and (1.5) are NP-hard problems [23, 33]. Hence, approximation techniques are required. These are divided mainly into two categories: relaxation methods and greedy algorithms. In the first category we find the $\ell_1$-relaxation [22, 34, 35], which includes LASSO [36], basis pursuit (BP) [34], and the Dantzig selector (DS) [30], where the latter has been proposed only for synthesis context. The $\ell_1$-relaxation leads to the following minimization problems for synthesis and analysis respectively:

$$\hat{a}_{\tilde{S}-\ell_1} = \arg\min_{w \in \mathbb{R}^n} \|w\|_1 \quad s.t. \quad \|y - MDw\|_2 \leq \lambda_e,$$

$$\hat{x}_{\tilde{A}-\ell_1} = \arg\min_{v \in \mathbb{R}^d} \|\Omega v\|_1 \quad s.t. \quad \|y - Mv\|_2 \leq \lambda_e.$$

Among the synthesis greedy strategies we mention orthogonal matching pursuit (OMP) [37, 38], compressive sampling matching pursuit (CoSaMP) [39], subspace pursuit (SP) [40], iterative hard thresholding (IHT) [41] and hard thresholding pursuit (HTP) [42]. In analysis we find the GAP algorithm [23], the counterpart of OMP.

An important question to ask is what are the recovery guarantees that exist for these methods. Two main tools were used for answering this question in the synthesis context. The first is the mutual-coherence which is the maximal inner product between columns in $MD$ after normalization [43], and the second is the restricted isometry property [28]. It has been shown that under some conditions on the mutual-coherence or the RIP of $MD$, the approximation algorithms lead to a stable recovery in the adversarial noise case [14, 28, 39, 40, 41, 42, 44, 45], and to an effective denoising in the random Gaussian case [30, 31, 46].

The advantage of the RIP conditions over the coherence ones is that there exist measurement matrices with $m = O(k \log(n/k))$ that satisfy the RIP conditions [28, 47], while with the coherence the number of measurements is required to be at least $O(k^2)$ [48]. Hence, in this work we focus mainly on the RIP. It is defined as:

Definition 1.1.1 (Restricted Isometry Property (RIP) [28]) A matrix $A \in \mathbb{R}^{m \times n}$ has the RIP with a constant $\delta_k$, if $\delta_k$ is the smallest constant that satisfies

$$(1 - \delta_k) \|w\|_2^2 \leq \|Aw\|_2^2 \leq (1 + \delta_k) \|w\|_2^2,$$

whenever $w \in \mathbb{R}^n$ is $k$-sparse.
The RIP based guarantees for the above synthesis techniques in the adversarial noise case read as follows: If \( \delta_{ak} \leq \delta_{alg} \), where \( a > 1 \) and \( \delta_{alg} < 1 \) are constants depending on the conditions for each technique, then

\[
\left\| \hat{\alpha}_{alg} - \alpha \right\|_2^2 \leq C_{alg} \| e \|_2^2,
\]

where \( \hat{\alpha}_{alg} \) is the recovered representation by one of the methods and \( C_{alg} > 2 \) is a constant depending on \( \delta_{ak} \), which differs for each method.

Similar results have been provided for the case where the noise is random white Gaussian with variance \( \sigma^2 \). In this case the reconstruction error is guaranteed to be \( O(k \log(n)\sigma^2) \) [30, 31] – only constant times \( \log(n) \) away from the oracle estimator that foreknows the support of the original signal, i.e., the locations of the non-zero elements of \( \alpha \). Unlike in the adversarial noise case, these guarantees hold only for the relaxation based algorithms and not for the greedy ones. Indeed, similar bounds have been provided for OMP and thresholding but those rely on the coherence and the magnitude of the coefficients of the original signal [46, 49].

Turning to the adversarial noise case in the analysis framework, we find guarantees similar to the synthesis ones. Note that as the analysis model treats the signal directly, the guarantees are in terms of the signal and not its representation as in (1.9). The conditions of these guarantees rely on a specific extension of the RIP, referred to as the D-RIP [24].

It has been shown for the analysis \( \ell_1 \)-minimization [24, 50, 51] that if \( \Omega \) is a frame then under some D-RIP conditions we have recovery guarantees similar to (1.9) but in terms of the signal recovery error. A similar result has been proposed for the two dimensional (2D) anisotropic total variation (TV), which is an analysis \( \ell_1 \)-minimization problem with the 2D discrete gradient as an operator [27].

As we have seen before, here as well a gap exists between relaxation and greedy techniques as no similar guarantees have been proposed for the latter methods. Indeed, ERC-like recovery conditions have been proposed for GAP in [23]. However, unlike the D-RIP, these are not known to be satisfied for any analysis operator that is not unitary (for unitary operators the analysis model coincides with the synthesis one). Hence, the gap is not closed by the GAP algorithm.

As both OMP and GAP fail to provide theoretical recovery performance which are comparable to the relaxation based techniques in the synthesis and analysis recovery problems, it would be interesting to see whether the greedy-like techniques – CoSaMP, SP, IHT and HTP – or an analysis version developed for them can close these gaps. A clue that this is possi-
ble is the fact they were the first to close such a gap in the adversarial noise case in synthesis [39, 40, 41, 42].

It is worth noting that another gap exists between synthesis and analysis. While the random noise case has been considered in synthesis, no result exists in analysis for this case apart from one that analyzes thresholding in the case of $M = I$ and relies on the signal statistics [52]. Since so many parallels exist between the two frameworks, it is likely that a result for analysis, which is not dependent on the signal statistics and treats also the case $M \neq I$, should be available.

Another venue in which the sparse model has been used is the Poisson denoising problem. This problem appears in various imaging applications, such as low-light photography, medical imaging and microscopy. In cases of high SNR, several transformations exist so as to approximately convert the Poisson noise into an additive i.i.d. Gaussian noise, for which many effective algorithms are available. However, in a low SNR regime, these transformations are significantly less accurate, and a strategy that relies directly on the true noise statistics is required. A recent work by Salmon et al. [20, 53] took this route, proposing a patch-based exponential image representation model. Its integration with a GMM (Gaussian mixture model) based approach has provided state-of-the-art results.

In the Gaussian denoising regime, dictionary learning based denoising strategies [54] have achieved better denoising performance than the GMM based one [55]. This gives us a clue that using a dictionary learning based method, with the new exponential model, should lead to a better Poisson denoising performance.

1.2 Dissertation Contributions

This dissertation has two main parts. In the first one, it bridges the gap between greedy techniques and relaxation based methods, and even proposes guarantees that are not known to hold for the relaxation strategies. In the second part, state-of-the-art results for the Poisson denoising problem are obtained using a dictionary learning based technique.

We turn to present our contributions in more details.

1.2.1 Greedy like Algorithms - Near Oracle Performance

We start with an average case denoising performance study for Subspace Pursuit (SP), CoSaMP and IHT in the context of the synthesis model. This effort considers the recovery of a noisy signal, with the assumptions that (i) it is corrupted by an additive random white Gaussian noise;
and (ii) it has a $k$-sparse representation with respect to a known dictionary $D$. The proposed treatment is based on the RIP, establishing a near-oracle performance guarantee for each of these algorithms. The results for the three algorithms differ in the bounds’ constants and in the cardinality requirement (the upper bound on $k$ for which the claim is true). Also, despite the fact that SP, CoSaMP, and IHT are greedy-like methods, our developed performance guarantees resemble those obtained for the relaxation-based methods (DS and BP), suggesting, among other things, that the performance is independent of the sparse representation entries contrast and magnitude.

1.2.2 Analysis Greedy-Like Algorithms

As mentioned before, a prominent question brought up by the cosparse analysis model is the analysis pursuit problem – the need to find a signal belonging to this model, given a set of corrupted measurements of it. Several pursuit methods have already been proposed based on $\ell_1$-relaxation and the greedy approach. We pursue this question further, and propose a new family of pursuit algorithms for the cosparse analysis model, mimicking the greedy-like methods CoSaMP, SP, IHT and HTP. Assuming the availability of a near optimal projection scheme that finds the nearest cosparse subspace to any vector, we provide performance guarantees for these algorithms. Our theoretical study relies on a RIP adapted to the context of the cosparse analysis model. We explore empirically the performance of these algorithms by adopting a plain thresholding projection, demonstrating their competitive performance.

1.2.3 Signal Space Recovery

Most of the work dealing with the synthesis sparse recovery problem has focused on the reconstruction of the signal’s representation as the means for recovering the signal itself. This approach forced the dictionary to be of low coherence and with no linear dependencies between its columns. In the analysis model the focus is on the signal, and thus linear dependencies in the analysis dictionary are in fact permitted and found to be beneficial. We show theoretically that the same holds also for signal recovery in the synthesis setup. We start with the $\ell_0$-synthesis minimization problem, providing new uniqueness and stability conditions for it. Then we introduce a new mutual coherence definition for signal recovery, showing that a modified version of OMP can recover sparsely represented signals of a dictionary with very high correlations between pairs of columns. We show how the derived results apply to the plain OMP algorithm.
1.3. DISSERTATION STRUCTURE

We end by analyzing a signal space version of CoSaMP. Previous work has relied on the existence of fast and accurate projections that allow one to identify the most relevant atoms in a dictionary for any given signal, up to a very strict accuracy. When the dictionary is highly overcomplete, no such projections are currently known in general; the requirements on such projections do not even hold for incoherent or well-behaved dictionaries. We provide an alternative study which enforces assumptions on these projections that hold in several settings including those when the dictionary is incoherent or structurally coherent. These results align more closely with traditional results in the standard sparse recovery literature and improve upon previous work in the signal space setting.

1.2.4 Operating in the Transform Domain

Our results for the analysis greedy-like schemes provide guarantees for dictionaries that have a near optimal projection procedure using greedy-like algorithms. However, no claims have been given for frames. We propose a greedy-like technique that operates in the transform domain, unlike the previous analysis greedy-like methods that operate in the signal domain, and provide guarantees that close the gap between greedy and relaxation techniques showing that the proposed method achieves a stable recovery for frames as operators. In addition, we treat the case where the noise is random and provide denoising guarantees for it, closing a gap between the synthesis and analysis frameworks.

1.2.5 Poisson Data Modeling

For the task of Poisson denoising we propose to harness sparse-representation modeling to overlapping image patches, adopting the same exponential idea proposed by Salmon et al. [20, 53]. Our scheme uses a greedy pursuit with boot-strapped stopping condition and dictionary learning within the denoising process. The reconstruction performance of the proposed scheme is competitive with leading methods in high SNR, and achieving state-of-the-art results in cases of low SNR.

1.3 Dissertation Structure

This thesis is organized as follows: In Chapter 2 we set the stage for our work, giving a detailed background on the different sparsity models. In the background and later chapters, we
repeat some of the definitions/equations that already appeared before. We do so for enhancing the readability of this thesis. In Chapter 3 we present near-oracle performance guarantees for the greedy-like methods. Chapter 4 presents the analysis greedy-like algorithms with their near optimal projection based theoretical guarantees. Chapter 5 introduces the synthesis signal space paradigm with new uniqueness and stability results for the $\ell_0$-minimization problem. It proposes an OMP variant with claims about its recovery performance. It ends with a new study of the signal space CoSaMP, developing new theoretical guarantees for it. In Chapter 6 we present a new greedy-like method that operates in the analysis transform domain. We show that this technique inherits reconstruction guarantees for frames as analysis operators. In Chapter 7 we turn to the Poisson denoising problem. We propose a new denoising strategy and show its novelty in various synthetic experiments. We conclude our work in Chapter 8.

Various portions of the research presented in this dissertation were previously published in [4, 56, 1, 2, 3, 5, 6, 7, 8, 9, 11, 12, 10, 13].
Chapter 2

Background

2.1 The Sparse Recovery Problem

Many natural signals and images have been observed to be inherently low dimensional despite their possibly very high ambient signal dimension. It is by now well understood that this phenomenon lies at the heart of the success of numerous methods in signal and image processing. Sparsity-based models for signals offer an elegant and clear way to enforce such inherent low-dimensionality, explaining their high popularity in recent years. These models consider the signal $x \in \mathbb{R}^d$ as belonging to a finite union of subspaces of dimension $k \ll d$ [57]. In this thesis we shall focus on two such approaches – the synthesis and the cosparse analysis models – and develop pursuit methods for them.

Before we dive into the details of the model assumed and the pursuit problem, let us first define the following generic inverse problem that will accompany us throughout this work: For some unknown signal $x \in \mathbb{R}^d$, an incomplete set of linear observations $y \in \mathbb{R}^m$ (incomplete implies $m < d$) is available via

$$y = Mx + e, \quad (2.1)$$

where the vector $e \in \mathbb{R}^m$ is an additive noise, which is assumed to be a bounded adversarial disturbance that satisfies $\|e\|_2 \leq \varepsilon$, or a random vector – e.g., white Gaussian noise with zero mean and variance $\sigma^2$. The task is to recover or approximate $x$. In the noiseless setting where $e = 0$, this amounts to solving $y = Mx$. Of course, a simple fact in linear algebra tells us that this problem admits infinitely many solutions (since $m < d$). Therefore, when all we have is the observation $y$ and the measurement/observation matrix $M \in \mathbb{R}^{m \times d}$, we are in a hopeless situation to recover $x$. 

2.2 The Synthesis Approach

This is where “sparse signal models” come into play. In the sparse synthesis model, the signal $x$ is assumed to have a very sparse representation in a given fixed dictionary $D \in \mathbb{R}^{d \times n}$. In other words, there exists $a$ with few non-zero entries, as counted by the “$\ell_0$-norm” $\|a\|_0$, such that

$$x = Da, \quad \text{and} \quad k := \|a\|_0 \ll d. \quad (2.2)$$

Having this knowledge we can write down our measurements as

$$y = Aa + e, \quad \text{and} \quad k := \|a\|_0 \ll d, \quad (2.3)$$

where $A = MD$. Hence, with the assumption that the noise has a bounded energy $\varepsilon$, we can solve (2.1) by simply using

$$\hat{a}_{S-t_0} = \arg\min_w \|w\|_0 \quad \text{subject to} \quad \|y - Aw\|_2 \leq \varepsilon, \quad (2.4)$$

and $\hat{x}_{t_0} = D\hat{a}_{S-t_0}$. In the noiseless case ($\varepsilon = 0$) this minimization problem becomes

$$\hat{a}_{S-t_0} = \arg\min_w \|w\|_0 \quad \text{subject to} \quad y = Aw. \quad (2.5)$$

Two important properties that were explored for the $\ell_0$-problem [58, 59] are the uniqueness of its solution and the stability of the solution under bounded adversarial noise. In this section we survey the existing results for representation recovery. We present the results with no proofs, since these proofs are available in the literature. Furthermore, the proof of a more generalized result appears in Section 5.3 in this thesis.

2.2.1 $\ell_0$ Uniqueness

Given a signal’s representation $a$ with a cardinality $k$ ($\|a\|_0 \leq k$) we are interested to know whether it is the unique solution of (2.5). In other words, whether there exists another representation $\tilde{a} \neq a$ with a cardinality at most $k$ such that $Aa = A\tilde{a}$. An answer for this question has been given in [43] using the definition of the Spark of a matrix:

**Definition 2.2.1 (Definition 1 in [43])** Given a matrix $A$, we define $\text{spark}(A)$ as the smallest possible number of columns from $A$ that are linearly dependent.

This definition provides us with a sharp uniqueness condition for the representation reconstruction:

**Theorem 2.2.2 (Corollary 3 in [43])** Let $y = Aa$. If $\|a\|_0 < \text{spark}(A)/2$ then $a$ is the unique solution of (2.5).
2.2.2 $\ell_0$ Stability

In the case where noise exists in the measurement, the uniqueness of the solution is no longer the question since we cannot recover the original signal exactly. Instead, we ask whether the reconstruction is stable, i.e., whether the $\ell_2$-distance between the estimated signal’s representation and the original one is proportional to the noise power $\varepsilon$. In order to establish that, we use the restricted isometry property (RIP) [28, 29]. The RIP can be seen as an extension of the Spark, which allows noisy case analysis.

**Definition 2.2.3** A matrix $A$ satisfies the RIP condition with parameter $\delta_k$ if it is the smallest value that satisfies
\[
(1 - \delta_k) \|a\|_2^2 \leq \|Aa\|_2^2 \leq (1 + \delta_k) \|a\|_2^2
\]
for any $k$-sparse vector $a$.

The connection between the RIP and the Spark is the following. Given a matrix $A$, $k < \text{spark}(A)$ if $\delta_k < 1$ [29]. Having the RIP, it is straightforward to have a stability condition for the representation reconstruction using (2.4).

**Theorem 2.2.4** Let $y = Ax + e$ where $\|e\|_2 \leq \varepsilon$, $A$ satisfies the RIP condition with $\delta_{2k}$ and $\|a\|_0 \leq k$. If $\delta_{2k} < 1$ then the solution $\hat{a}_{S - \ell_0}$ of (2.4) is stable. More specifically,
\[
\|a - \hat{a}_{S - \ell_0}\|_2 \leq \frac{2\varepsilon}{\sqrt{1 - \delta_{2k}}}.
\]

The real restriction by the condition $\delta_{2k} < 1$ is the lower RIP bound as the upper one can be always satisfied by rescaling the columns of $A$. Hence, this condition can be satisfied if all sets of $2k$-columns in $A$ are independent.

2.3 Approximation Techniques

At a first glance, the result in Theorem 2.2.4 is promising. However, this observation is practical only under the assumption that the solution of (2.4) is feasible. Indeed, the problem in (2.4) is quite hard and problematic [14, 21, 35, 60]. A straightforward search for its solution is a NP hard problem as it requires a combinatorial search over all the possible supports of $a$ [33, 61]. For this reason, approximation algorithms have been proposed – these are often referred to as pursuit algorithms.
2.3.1 $\ell_1$-Relaxation

One popular pursuit approach is based on $\ell_1$ relaxation and known as the Basis Pursuit (BP) [34] or the Lasso [36]. By replacing the $\ell_0$ with $\ell_1$ norm, we get the $\ell_1$-synthesis problem

$$\hat{a}_{S-\ell_1} = \underset{a}{\text{argmin}} \| a \|_1 \quad s.t. \quad \| y - A\hat{a} \|_2 \leq \varepsilon,$$

(2.8)

with $\hat{x}_{S-\ell_1} = D\hat{a}_{S-\ell_1}$. This minimizing problem has an equivalent form, known as Basis Pursuit Denoising (BPDN) [34]:

$$\min_w \frac{1}{2} \| y - Aw \|_2^2 + \gamma_{BPDN} \| w \|_1,$$

(2.9)

where $\gamma_{BPDN}$ is a constant related to $\varepsilon$. Another $\ell_1$-based relaxed algorithm is the Dantzig Selector (DS), as proposed in [30]. The DS aims at solving

$$\min_w \| w \|_1 \quad \text{subject to} \quad \| A^* (y - A\hat{a}) \|_\infty \leq \varepsilon_{DS},$$

(2.10)

where $\varepsilon_{DS}$ is a constant related to the noise power.

2.3.2 The Greedy Approach

A different pursuit approach towards the approximation of the solution of (2.4) is the greedy strategy [33, 37, 38, 62], leading to algorithms such as thresholding (Thr), Matching Pursuit (MP), Orthogonal Matching Pursuit (OMP) and regularized OMP (ROMP) [63].

Thresholding selects the support $\hat{T}_{\text{thresh}}$ to be the locations of the largest $k$ entries in $|A^* y|$ (element-wise absolute value on each entry). Then it sets $(\hat{a}_{\text{thresh}})_{T_{\text{thresh}}} = 0$ and $(\hat{a}_{\text{thresh}})^{\mathcal{T}_{\text{thresh}}} = A^\dagger_{\hat{T}_{\text{thresh}}} y$, where $(\hat{a}_{\text{thresh}})^{T_{\text{thresh}}}$ and $A^\dagger_{T_{\text{thresh}}}$ are a sub-vector and a sub-matrix that contain only the entries and columns involved in the support $\hat{T}_{\text{thresh}}$, and $\hat{T}^\mathcal{C}_{\text{thresh}}$ symbolizes the complementary set of $\hat{T}_{\text{thresh}}$.

MP and OMP build the solution $\hat{a}$ one non-zero entry at a time, while greedily aiming to reduce the residual error $\| y - Aw \|_2$. ROMP is a variant of OMP that may add more than one element in each iteration. OMP is described in Algorithm 1, where $a_i$ denotes the $i$-th column of $A$.

2.3.3 Greedy-Like Techniques

A different yet related approach is the greedy-like family of algorithms. Among these we have compressive sampling matching pursuit (CoSaMP) [39], subspace pursuit (SP) [40], iterative hard thresholding (IHT) [41] and hard thresholding pursuit (HTP) [42].
Algorithm 1 Orthogonal Matching Pursuit (OMP)

Input: $k, A \in \mathbb{R}^{m \times n}$ and $y \in \mathbb{R}^m$, where $y = A\alpha + e$, $\|\alpha\|_0 \leq k$ and $e$ is an additive noise.

Output: $\hat{\alpha}_{\text{omp}}$: $k$-sparse approximation of $\alpha$.

Initialize estimate $\hat{\alpha}^0 = 0$, residual $r^0 = y$, support $\hat{T}^0 = \emptyset$ and set $t = 0$.

while $t \leq k$ do

$t = t + 1$.

New support element: $i^t = \arg\max_{1 \leq i \leq n} |a_i^t(r^{t-1})|$.

Extend support: $\hat{T}^t = \hat{T}^{t-1} \cup \{i^t\}$.

Calculate a new estimate: $\hat{\alpha}^t_{\hat{T}^t} = A_{\hat{T}^t}^+ y$ and $\hat{\alpha}^t_{(\hat{T}^t)^c} = 0$.

Calculate a new residual: $r^t = y - A\hat{\alpha}^t$.

end while

Form the final solution $\hat{\alpha}_{\text{omp}} = \hat{\alpha}^k$.

These differ from MP and OMP in two important ways: (i) Rather than accumulating the desired solution one element at a time, a group of non-zeros is identified and added together; and (ii) As opposed to the MP and OMP, these algorithms enable removal of elements from the detected support. The first part of the dissertation focuses on this specific family of methods, as it poses an interesting compromise between the simplicity of the greedy methods and the strong abilities of the relaxation algorithms.

The greedy-like strategies use a prior knowledge about the cardinality $k$ and actually aim at approximating a variant of (2.4)

$$\arg\min_{\mathbf{w}} \|y - A\mathbf{w}\|_2^2 \quad \text{subject to} \quad \|\mathbf{w}\|_0 \leq k. \quad (2.11)$$

For simplicity we shall present the greedy-like pursuit algorithms without specifying the stopping criterion. Any standard stopping criterion, like residual’s size or relative iteration change, can be used. More details can be found in [39, 40].

**IHT and HTP:** IHT [41] and HTP [42] are presented in Algorithm 2, where $\text{supp}(\mathbf{w}_g, k)$ is the support of the largest $k$ magnitude elements in $\alpha$. Each IHT iteration is composed of two basic steps. The first is a gradient step, with a step size $\mu_t$, in the direction of minimizing $\|y - A\mathbf{w}\|_2^2$. The step size can be either constant in all iterations ($\mu' = \mu$) or changing [64]. The result vector $\mathbf{w}_g$ is not guaranteed to be sparse and thus the second step of IHT projects $\mathbf{w}_g$ to the closest $k$-sparse subspace by keeping its largest $k$ elements. The HTP takes a different strategy in the projection step. Instead of using a simple projection to the closest $k$-sparse subspace, HTP selects the vector in this subspace that minimizes $\|y - A\mathbf{w}\|_2^2$ [42, 65].
Algorithm 2 Iterative Hard Thresholding (IHT) and Hard Thresholding Pursuit (HTP)

Input: $k, A, y$ where $y = Ax + e$, $k$ is the cardinality of $a$ and $e$ is an additive noise.

Output: $\hat{a}_{\text{IHT}}$ or $\hat{a}_{\text{HTP}}$: $k$-sparse approximation of $a$.

Initialize representation $\hat{a}^0 = 0$ and set $t = 0$.

while halting criterion is not satisfied do
  
  $t = t + 1$.

  Perform a gradient step: $w_g = \hat{a}^{t-1} + \mu^t A^* (y - A\hat{a}^{t-1})$

  Find a new support: $T^t = \text{supp}(w_g, k)$

  Calculate a new estimate: $\hat{a}_{TT}^t = (w_g)_{T^t}$ for IHT or $\hat{a}_{TT}^t = A_{T^t}^\dagger y$ for HTP, and $\hat{a}_{(T^t)^C} = 0$.

end while

Form the final solution $\hat{a}_{\text{IHT}} = \hat{a}^t$ for IHT and $\hat{a}_{\text{HTP}} = \hat{a}^t$ for HTP.

CoSaMP and SP: CoSaMP [39] and SP [40] are presented in Algorithm 3. The difference between these two techniques is similar to the difference between IHT and HTP. Unlike IHT and HTP, the estimate for the support of $a$ in each CoSaMP and SP iteration is computed by observing the residual $y_{\text{resid}}^t = y - A\hat{a}^t$. In each iteration, CoSaMP and SP detect new support indices from the residual by taking those with the largest elements in $|A^* y_{\text{resid}}^t|$. They add the new indices to the already estimated support set from the previous iteration, creating a new estimated support $\tilde{T}^t$ with cardinality larger than $k$. Having the updated support, in a similar way to the projection in HTP, an objective aware projection is performed resulting with an estimate $w$ for $a$ that is supported on $\tilde{T}^t$. Since we know that $a$ is $k$-sparse we want to project $w$ to a $k$-sparse subspace. CoSaMP does it by simple hard thresholding like in IHT. SP does it by an objective aware projection similar to HTP.

2.4 Performance Analysis – Basic Tools

Recall that we aim at recovering the (deterministic!) sparse representation vector $a$. We measure the quality of the approximate solution $\hat{a}$ by the Mean-Squared-Error (MSE)

$$\text{MSE}(\hat{a}) = E \|a - \hat{a}\|_2^2,$$  \hspace{1cm} (2.12)

where the expectation is taken over the distribution of the noise. If the noise is adversarial then the MSE turns to be the squared error $\|a - \hat{a}\|_2^2$ (with no mean). Therefore, our goal is to get as small as possible error. The question is, how small can it be? In order to answer this question, we may rely on two features that characterize the matrix $A$ – the mutual-coherence $\mu$ (the
Algorithm 3 Subspace Pursuit (SP) and CoSaMP

Input: $k, A, y$ where $y = Aa + e$, $k$ is the cardinality of $a$ and $e$ is an additive noise. $a = 1$ (SP), $a = 2$ (CoSaMP).

Output: $\hat{a}_{\text{CoSaMP}}$ or $\hat{a}_{\text{SP}}$: $k$-sparse approximation of $a$.

Initialize the support $T^0 = \emptyset$, the residual $y^0_{\text{resid}} = y$ and set $t = 0$.

while halting criterion is not satisfied do

$t = t + 1$.

Find new support elements: $T_\Delta = \text{supp}(A^*y^t_{\text{resid}}, ak)$.

Update the support: $T^t = T^{t-1} \cup T_\Delta$.

Compute a temporary representation: $w = A^+_T y$.

Prune small entries: $T^t = \text{supp}(w, k)$.

Calculate a new estimate: $\hat{a}^t_{\text{CoSaMP}} = w^t$ for CoSaMP or $\hat{a}^t_{\text{SP}} = A^+_T y$ for SP, and $\hat{a}^t_{(T)^c} = 0$.

Update the residual: $y^t_{\text{resid}} = y - A\hat{a}^t$.

end while

Form the final solution $\hat{a}_{\text{CoSaMP}} = \hat{a}^t$ for CoSaMP and $\hat{a}_{\text{SP}} = \hat{a}^t$ for SP.

maximal absolute inner product between columns of $A$ after normalization) and the Restricted Isometry Property (RIP). These two measures are related by $\delta_k \approx (k - 1)\mu$ [46]. The RIP is a stronger descriptor of $A$ as it characterizes groups of $k$ columns from $A$, whereas the mutual-coherence “sees” only pairs. On the other hand, computing $\mu$ is easy, while the evaluation of $\delta_k$ is prohibitive in most cases. An exception to this are random matrices $A$ for which the RIP constant is known (with high probability). For example, if the entries of $\sqrt{m}A$ are drawn from a white Gaussian distribution\(^1\) and $m \geq Ck \log(n/k)/\epsilon_k^2$, or if its rows are drawn uniformly from the $N \times N$ unitary discrete Fourier transform (DFT) and

$$ m \geq \frac{Ck \log^5 n \cdot \log(\epsilon_k^{-1})}{\epsilon_k^2}, \quad (2.13) $$

where $C$ is a certain constant\(^2\), then with a very high probability $\delta_k \leq \epsilon_k$ [28, 47]. For details about other matrices that satisfy the RIP condition we refer the reader to [66, 67, 68, 69].

\(^1\)The multiplication by $\sqrt{m}$ comes to normalize the columns of the effective dictionary $A$.  
\(^2\)Throughout the dissertation we use $C$ to denote a constant. By the abuse of notation, at each occurrence it may admit a different value.
2.5 Theoretical Guarantees for Adversarial Noise

We return now to the question we posed above: how small can the recovery error be? There are various attempts to bound the MSE of pursuit algorithms. Early works considered the adversarial case, where the noise can admit any form as long as its norm is bounded [14, 35, 70, 71]. These works gave bounds on the reconstruction error in the form of a constant factor \( C > 1 \) multiplying the noise power,

\[
\|\alpha - \hat{\alpha}\|_2^2 \leq C \cdot \|e\|_2^2.
\]  
(2.14)

Notice that the cardinality of the representation plays no role in this bound, and all the noise energy is manifested in the final error.

One such example is the work by Candès and Tao, reported in [29], which analyzed the \( \ell_1 \)-minimization (BP) error. They have shown that if the dictionary \( A \) satisfies \( \delta_k + \delta_{2k} + \delta_{3k} < 1 \) then the MSE is bounded by a constant times the energy of the noise, as shown above. The condition on the RIP was improved to \( \delta_{2k} < 0.4931 \) in [28, 45, 72, 73]. Similar tighter bounds are \( \delta_{1.625k} < \sqrt{2} - 1 \) and \( \delta_{3k} < 4 - 2\sqrt{3} \) [74], or \( \delta_k < 0.307 \) [75]. The advantage of using the RIP in the way described above is that it gives a uniform guarantee: it is related only to the dictionary and sparsity level.

Note that the bound in (2.14) is in terms of the representation. If the dictionary \( D \) is a unitary matrix then the same bound holds also for the signal error. The above statement was extended also for incoherent redundant dictionaries in [76].

Next in line to be analyzed are the greedy methods (MP, OMP, Thr) [14, 70]. Unlike the \( \ell_1 \)-relaxation, these algorithms where shown to be more sensitive, incapable of providing a uniform guarantee for the reconstruction. Rather, beyond the dependence on the properties of \( A \) and the sparsity level, the guarantees obtained depend also on the ratio between the noise power and the absolute values of the signal representation entries.

Interestingly, the greedy-like approach, as practiced in the ROMP, the CoSaMP, the SP, and the IHT algorithms, was found to be closer is spirit to the \( \ell_1 \)-relaxation, all leading to uniform guarantees on the bounded MSE. The ROMP was the first of these algorithms to be analyzed [63], leading to the more strict requirement \( \delta_{2k} < 0.03/\sqrt{\log k} \). The CoSaMP [39] and the SP [40] that came later have similar RIP conditions without the \( \log k \) factor, where the SP result is slightly better. Its condition is based on \( \delta_{3k} \) whereas the CoSaMP result uses \( \delta_{4k} \). The IHT algorithm was also shown to have a uniform guarantee for bounded error of the same flavor as
shown above [41]. Recently, a RIP based guarantee was developed also for OMP, when applied with 30$k$ iterations [44].

## 2.6 Random versus Adversarial Noise

All the results mentioned above deal with an adversarial noise, and therefore give bounds that are related only to the noise power with a coefficient $C$ that is larger than 1, implying that no effective denoising is to be expected. This is natural since we consider the worst case results, where the noise can be concentrated in the places of the non-zero elements of the sparse vector. To obtain better results, one must change the perspective and consider a random noise drawn from a certain distribution.

We start by considering an oracle estimator that knows the support of $\alpha$, i.e. the locations of the $k$ non-zeros in this vector. The oracle estimator obtained as a direct solution of the problem posed in (2.3) is easily given by

$$\hat{\alpha}_{\text{oracle}} = A^\dagger_T y,$$

where $T$ is the support of $\alpha$. Its MSE is given by [30]

$$\text{MSE}(\hat{\alpha}_{\text{oracle}}) = E \| \alpha - \hat{\alpha}_{\text{oracle}} \|_2^2 = E \| A^\dagger_T e \|_2^2,$$

where we now assume $e$ to be random. Assuming that each entry in it is i.i.d Gaussian distributed with zero-mean and variance $\sigma^2$, the error in (2.16) becomes

$$\text{MSE}(\hat{\alpha}_{\text{oracle}}) = E \| A^\dagger_T e \|_2^2 = \text{trace} \left\{ (A^\dagger_T A_T)^{-1} \right\} \sigma^2.$$

Hence, using the RIP we have

$$\frac{1}{1 + \delta_k} k \sigma^2 \leq E \| A^\dagger_T e \|_2^2 \leq \frac{1}{1 - \delta_k} k \sigma^2.$$

This is the smallest possible error, and it is proportional to the number of non-zeros $k$ multiplied by $\sigma^2$. It is natural to ask how close do we get to this best error by practical pursuit methods that do not assume the knowledge of the support. This brings us to the next discussion.

The first to realize this and exploit this alternative point of view were Candès and Tao in the work reported in [30] that analyzed the DS algorithm. As mentioned above, the noise was assumed to be random zero-mean white Gaussian noise with a known variance $\sigma^2$. For the
choice $\varepsilon_{DS} = \sqrt{2(1 + a) \log n \cdot \sigma}$, and requiring $\delta_2 + \delta_3 < 1$, the minimizer of (2.10), $\hat{a}_{DS}$, was shown to obey
\[
\|a - \hat{a}_{DS}\|_2^2 \leq C_{DS}^2 \cdot (2(1 + a) \log n) \cdot k\sigma^2, \tag{2.19}
\]
with probability exceeding $1 - (\sqrt{\pi(1 + a) \log n \cdot n^a})^{-1}$, where $C_{DS} = 4/(1 - 2\delta_3k)$.\(^3\) Up to a constant and a $\log n$ factor, this bound is the same as the oracle's one in (2.16). The $\log n$ factor in (2.19) is unavoidable, as proven in [32], and therefore this bound is optimal up to a constant factor.

A similar result is presented in [31] for BPDN. For the choice $\gamma_{BPDN} = \sqrt{8\sigma^2(1 + a) \log n}$, and requiring $\delta_2 + 3\delta_3 < 1$, the solution of (2.9) satisfies
\[
\|a - \hat{a}_{BPDN}\|_2^2 \leq C_{BPDN}^2 \cdot (2(1 + a) \log n) \cdot k\sigma^2 \tag{2.20}
\]
with probability exceeding $1 - n^{-a}$. This result is weaker than the one obtained for the DS in two ways: (i) It gives a smaller probability of success; and (ii) The constant $C_{BPDN}$ is larger, as shown in [46] ($C_{BPDN} \geq 32/k^4$, where $k < 1$ is defined in [31]).

Mutual-Coherence based results for DS and BP were derived in [46, 49]. In [46] results were developed also for the greedy algorithms – OMP and thresholding. These results rely on the contrast and magnitude of the entries of $a$. Denoting by $\hat{a}_{\text{greedy}}$ the reconstruction result of thresholding and OMP, we have
\[
\|a - \hat{a}_{\text{greedy}}\|_2^2 \leq C_{\text{greedy}}^2 \cdot (2(1 + a) \log n) \cdot k\sigma^2, \tag{2.21}
\]
with probability exceeds $1 - (\sqrt{\pi(1 + a) \log n \cdot n^a})^{-1}$, where $C_{\text{greedy}} \leq 2$. This result is true for OMP and thresholding under the condition
\[
\frac{|a_{\min}| - 2\sigma \sqrt{2(1 + a) \log n}}{(2k - 1)\mu} \geq \begin{cases} |a_{\min}| & \text{OMP} \\ |a_{\max}| & \text{THR} \end{cases}, \tag{2.22}
\]
where $|a_{\min}|$ and $|a_{\max}|$ are the minimal and maximal non-zero absolute entries in $a$.  

### 2.7 Other Signal Models

#### 2.7.1 The Matrix Completion Problem

A problem which is a variant of (2.1) is the matrix completion problem. In this problem, by abuse of notation, $x \in \mathbb{R}^{d_1 \times d_2}$ is a matrix and $M$ is a sampling operator that keeps only several

\(^3\)In [30] a slightly different constant was presented.
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elements from the matrix $x$. In order to recover $x$ from $y$ an additional prior is needed also in this case, since without it the system has an infinite number of solutions.

As in the synthesis framework, also in the matrix completion problem a low dimensionality model is imposed on $x$. In the former discussion we have looked at the sparsity of the signal, measured by counting the number of non-zeros in its representation. Here, the matrix $x$ is assumed to have a low rank and we recover it by solving

$$
\hat{x}_r = \arg\min_{z \in \mathbb{R}^{d_1 \times d_2}} \text{rank}(z) \quad \text{subject to} \quad \|y - Mz\|_F \leq \epsilon,
$$

(2.23)

where $\|\cdot\|_F$ is the Frobenius norm. Just like (2.4) is NP-hard, solving (2.23) is a NP-hard problem as well [77].

As before, approximation strategies exist also for (2.23). Noticing that the rank of a matrix is the number of its non-zero singular values, i.e., the $\ell_0$-pseudo norm of the vector of its singular values, one can replace the $\ell_0$ with $\ell_1$ as done in the synthesis case in (2.8). This result with the following convex optimization problem:

$$
\hat{x}_s = \arg\min_{z \in \mathbb{R}^{d_1 \times d_2}} \|z\|_* \quad \text{subject to} \quad \|y - Mz\|_F \leq \epsilon,
$$

(2.24)

where $\|\cdot\|_*$ is the nuclear norm that returns the sum of the singular values of a matrix. Candès and Recht have shown in [78] that under some proper assumptions on $M$, the solution of (2.24) gives a stable estimation of the original matrix, i.e.,

$$
\|\hat{x}_s - x\|_F \leq C_s \|e\|_F,
$$

(2.25)

for a certain constant $C_s$. In particular, in the noiseless case ($\|e\|_F = 0$) the original matrix is recovered exactly. Other approximation methods exist for the matrix completion problem [79], such as ADMiRA (a CoSaMP variant) [80], SET (a SP variant) [81] and NIHT (an IHT variant) [82].

2.7.2 The Cosparse Analysis Model

Recently, a new signal model called the cosparse analysis model was proposed in [23, 83]. The model can be summarized as follows: For a given analysis operator $\Omega \in \mathbb{R}^{p \times d}$, referred to as the analysis dictionary, a signal $x \in \mathbb{R}^d$ belongs to the cosparse analysis model with cosparsity $\ell$ if

$$
\ell := p - \|\Omega x\|_0.
$$

(2.26)
The quantity $\ell$ is the number of rows in $\Omega$ that are orthogonal to the signal. The signal $x$ is said to be $\ell$-cosparse, or simply cosparse. We denote the indices of the zeros of the analysis representation as the cosupport $\Lambda$ and the sub-matrix that contains the rows from $\Omega$ that belong to $\Lambda$ by $\Omega_\Lambda$. As the definition of cosparsity suggests, the emphasis of the cosparse analysis model is on the zeros of the analysis representation vector $\Omega x$. This contrasts the emphasis on ‘few non-zeros’ in the synthesis model (2.2). It is clear that in the case where every $\ell$ rows in $\Omega$ are independent, $x$ resides in a subspace of dimension $d - \ell$ that consists of vectors orthogonal to the rows of $\Omega_\Lambda$. In the general case where dependencies occur between the rows of $\Omega$, the dimension of this subspace is $d$ minus the rank of $\Omega_\Lambda$. This is similar to the behavior in the synthesis case where a $k$-sparse signal lives in a $k$-dimensional space. Thus, for this model to be effective, we assume a large value of $\ell$.

In the analysis model, recovering $x$ from the corrupted measurements is done by solving the following minimization problem [22]:

$$x_{A-\ell_0} = \arg\min_x \|\Omega x\|_0 \quad \text{subject to} \quad \|y - Mx\|_2 \leq \varepsilon.$$  \hfill (2.27)

Solving this problem is NP-hard [23], just as in the synthesis case, and thus approximation methods are required. As before, we can use an $\ell_1$ relaxation to (2.27), replacing the $\ell_0$ with $\ell_1$ in (2.27) [22, 23, 24, 25]. This algorithm has been analyzed using the D-RIP. This tool is an extension of the RIP that by its definition “belongs to the synthesis context”. However, as we shall see hereafter, it has been used for studying the $\ell_1$-analysis minimization by setting $D = \Omega^\dagger$.

**Definition 2.7.1 (D-RIP [24])** A matrix $M$ has the D-RIP with a dictionary $D$ and a constant $\delta_k = \delta_{D,k}^D$, if $\delta_{D,k}^D$ is the smallest constant that satisfies

$$(1 - \delta_{D,k}^D) \|Dw\|_2^2 \leq \|MDw\|_2^2 \leq (1 + \delta_{D,k}^D) \|Dw\|_2^2,$$  \hfill (2.28)

whenever $w$ is $k$-sparse.

Note that though the D-RIP is also a function of $D$ we abuse notation and, if clear from the context, use the same symbol $\delta_k$ for the D-RIP as the regular RIP.

It has been shown that if $\Omega$ is a frame with frame constants $A$ and $B$, $D = \Omega^\dagger$ and $\delta_{D,k}^D \leq \delta_{A-\ell_1}(a, A, B)$ then

$$\|x_{A-\ell_1} - x\|_2^2 \leq C_{A-\ell_1} \left( \|e\|_2^2 + \frac{\|\Omega x - [\Omega x]_k\|_1^2}{k} \right),$$  \hfill (2.29)
where the operator $| \cdot |_k$ is a hard thresholding operator that keeps the largest $k$ elements in a
vector, and $a \geq 1$, $\delta_{A - \ell_1}(a,A,B)$ and $C_{A - \ell_1}$ are some constants. A similar result has been pro-
posed for analysis $\ell_1$-minimization with $\Omega_{2D-DIF}$, the two dimensional finite different operator
that corresponds to the discrete gradient in 2D, also known as the anisotropic total variation
(TV). Notice that unlike in synthesis, the recovery guarantees in analysis are for the signal as
the recovery operates in the signal domain.

Another approximation option is the greedy approach. A greedy algorithm called Greedy
Analysis Pursuit (GAP) has been developed in [23, 83, 84] and somehow mimics OMP [38,
62] with a form of iterative reweighted least Squares (IRLS) [85]. Other alternatives for OMP,
backward greedy (BG) and orthogonal BG (OBG), were presented in [86] for the case that $M$
is the identity. For the same case, the parallel to the thresholding technique was analyzed in [52].

More details about the analysis framework appear in Chapters 4 and 6.

### 2.7.3 Poisson Noise Model

The last framework we consider relies on a different measurement model than the one in (2.1).
In the new setup there is no measurement matrix $M$. The noise in the system is Poisson dis-
buted and hence not additive.

Poisson noise appears in many applications such as night vision, computed tomography
(CT), fluorescence microscopy, astrophysics and spectral imaging. Given a Poisson noisy image
$y \in \mathbb{R}^d$ (represented as a column-stacked vector), our task is to recover the original true image
$x \in \mathbb{R}^d$, where the $i$-th pixel in $y$, $y[i]$, is a Poisson distributed random variable with mean and
variance $x[i]$, i.e.,

$$
P(y[i]|x[i]) = \begin{cases} 
\frac{(x[i])^{y[i]}}{y[i]!} \exp(-x[i]) & x[i] > 0 \\
\delta_0(y[i]) & x[i] = 0,
\end{cases} 
$$

(2.30)

where $\delta_0$ is the Kronecker delta function. Notice that Poisson noise is not additive and its
strength is dependent on the image intensity. Lower intensity in the image yields a stronger
noise as the SNR in each pixel is $\sqrt{x[i]}$. Thus, it is natural to define the noise power in an image
by its peak value, the maximal value in $x$.

Many schemes for recovering $x$ from $y$ [87, 88, 89] rely on transformations, such as
Anscombe [90] and Fisz [91], that convert the Poisson denoising problem into a Gaussian one,
for which plenty of methods exist (e.g. [55, 92, 93]). The noise becomes white Gaussian with
unit variance.
The problem with these approximations is the fact that they hold true only when the measured pixels have high intensity [20, 53, 88], i.e. when a high photon count is measured in the detectors. As a thumb rule, these transformations are efficient only when the peak value in $\mathbf{x}$ is larger than 4 [20]. In this case the noise looks very similar to a Gaussian one. When the peak value is smaller, the structure of the noisy image is quite different, with many zero pixels and others that have very small (integer) values. As an example, when the peak equals 0.1 we have almost a binary image, containing mainly either zeros or ones. Fig 2.1 shows noisy versions of peppers with different peak values. It can be seen that indeed, as the peak value increases, the noise “looks” more and more like Gaussian.

In this work we aim at denoising Poisson noisy images with peak $< 4$ where Anscombe or Fisz is less effective. For this purpose the noise statistics should be treated directly. This approach is taken in [20, 53] in the non-local PCA (NLPCA) and non-local sparse PCA (NLSPCA) algorithms. More details in Chapter 7.
Figure 2.1: Poisson noisy versions of the image *peppers* with different peak values. From left to right: Peaks 0.1, 1, 4 and 10.
Chapter 3

Greedy-Like Algorithms – Near Oracle Performance

The results shown in this chapter have been published and appeared in the following articles:


- R. Giryes and M. Elad, ”Denoising with greedy-like pursuit algorithms,” in Proc. European Signal Processing Conference (EUSIPCO), Barcelona, Spain, Aug. 29, 2011 [3].

We have seen in Section 2.6 that the success of greedy algorithms is dependent on the magnitude of the entries of $\alpha$ and the noise power, which is not the case for the DS and BPDN. It seems that there is a need for pursuit algorithms that, on one hand, will enjoy the simplicity and ease of implementation as in the greedy methods, while being guaranteed to perform as well as the BPDN and DS. Could the greedy-like methods serve this purpose? The answer was
shown to be positive for the adversarial noise assumption, but these results are too weak, as they do not show the true denoising effect that such algorithms may lead to. In this Chapter we show that the answer remains positive for the random noise assumption.

More specifically, we present RIP-based near-oracle performance guarantees for the SP, CoSaMP and IHT algorithms (in this order). We show that these algorithms get uniform guarantees, just as for the relaxation based methods (the DS and BPDN). We present the study that leads to these results and we provide explicit values for the constants in the obtained bounds.

The importance of the obtained bounds is in showing that using the greedy-like methods we can recover signals with an effective reduction of the additive noise. In the case of an adversarial noise, such a guarantee does not exist. Furthermore, the obtained results suggest that the reconstruction results’ error behaves like the oracle’s error up to a log $n$ and a constant factor.

The organization of this chapter is as follows: Section 3.1 presents notations and preliminary results used in our theoretical analysis. In Section 3.2 we develop RIP-based bounds for the SP, CoSaMP and IHT algorithms for the adversarial case. Then we show how we can derive from these a new set of guarantees for near oracle performance that consider the noise as random. We develop fully the steps for the SP, and outline the steps needed to get the results for the CoSaMP and IHT. In Section 3.3 we present some experiments that show the actual performance of the three methods, and a comparison between the theoretical bounds and the empirical performance. In Section 3.4 we consider the nearly-sparse case, extending all the above results. Section 3.5 concludes this chapter.

### 3.1 Preliminaries

The proofs for this chapter use several propositions from [39, 40]. We bring these in this section, so as to keep the discussion complete. In the propositions, $P_T = A_T A_T^\dagger$ is the orthogonal projection onto the subspace spanned by the columns of $A_T$ and $Q_T = I - P_T$ is the orthogonal projection onto the corresponding orthogonal subspace. The support of a $k$-sparse vector $\alpha$ is denoted by $\text{supp}(\alpha)$ and its size by $|\text{supp}(\alpha)|$. (By abuse of notation $|\cdot|$ is the absolute value for a scalar and the number of elements for a given set).

**Proposition 3.1.1** [Proposition 3.1 in [39]] Suppose that $A$ has a restricted isometry constant $\delta_k$. Let
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Let \( T \) be an arbitrary set of \( k \) indices or fewer. Then

\[
\| A_T^* y \|_2 \leq \sqrt{1 + \delta_k} \| y \|_2
\]

\[
\| A_T^\dagger y \|_2 \leq \frac{1}{\sqrt{1 - \delta_k}} \| y \|_2
\]

\[
\| A_T^* A_T w \|_2 \leq (1 \pm \delta_k) \| w \|_2
\]

\[
\| (A_T^* A_T)^{-1} w \|_2 \leq \frac{1}{1 \pm \delta_k} \| w \|_2
\]

where the last two statements contain upper and lower bounds, depending on the sign chosen.

**Proposition 3.1.2** [Lemma 1 in [40]] Consequences of the RIP:

1. (Monotonicity of \( \delta_k \)) For any two integers \( k \leq k' \), \( \delta_k \leq \delta_k' \).

2. (Near-orthogonality of columns) Let \( I, J \subset \{ 1, ..., n \} \) be two disjoint sets (\( I \cap J = \emptyset \)). Suppose that \( \delta_{|I|+|J|} < 1 \). For arbitrary vectors \( a \in \mathbb{R}^{|I|} \) and \( b \in \mathbb{R}^{|J|} \),

\[
| (A_I a, A_J b) | \leq \delta_{|I|+|J|} \| a \|_2 \| b \|_2
\]

and

\[
\| A_I^* A_J b \|_2 \leq \delta_{|I|+|J|} \| b \|_2.
\]

**Proposition 3.1.3** [Lemma 2 in [40]] Projection and Residue:

1. (Orthogonality of the residue) For an arbitrary vector \( y \in \mathbb{R}^m \) and a sub-matrix \( A_I \in \mathbb{R}^{m \times k} \) of full column-rank, let \( y_{\text{resid}} = Q_I y \). Then \( A_I^* y_r = 0 \).

2. (Approximation of the projection residue) Consider a matrix \( A \in \mathbb{R}^{m \times n} \). Let \( I, J \subset \{ 1, ..., n \} \) be two disjoint sets, \( I \cap J = \emptyset \), and suppose that \( \delta_{|I|+|J|} < 1 \). Let \( y \in \text{span}(A_I) \), \( y_P = P_I y \) and \( y_{\text{resid}} = Q_J y \). Then

\[
\| y_P \|_2 \leq \frac{\delta_{|I|+|J|}}{1 - \delta_{\max(|I|,|J|)}} \| y \|_2
\]

and

\[
\left( 1 - \frac{\delta_{|I|+|J|}}{1 - \delta_{\max(|I|,|J|)}} \right) \| y \|_2 \leq \| y_r \|_2 \leq \| y \|_2.
\]

**Proposition 3.1.4** [Corollary 3.3 in [39]] Suppose that \( A \) has an RIP constant \( \delta_k \). Let \( T_1 \) be an arbitrary set of indices, and let \( \alpha \) be a vector. Provided that \( k \geq |T_1 \cup \text{supp}(\alpha)| \), we obtain that

\[
\| A_{T_1}^* A_{T_1^C}^* \alpha_{T_1^C} \|_2 \leq \delta_k \| \alpha_{T_1^C} \|_2.
\]
3.2 Near Oracle Performance of the Algorithms

Our goal in this section is to find error bounds for the SP, CoSaMP and IHT reconstructions given the measurement from

\[ y = A\alpha + e, \quad \text{and} \quad k := \|\alpha\|_0 \ll d. \]  

(3.2)

We first find bounds for the case where \( e \) is an adversarial noise using the same techniques used in [39, 40]. In these works and in [41], the reconstruction error has been bounded by a constant times the noise power in the same form as in (2.14). In this chapter, we derive a bound that is a constant times \( \|A_T^* e\|_2 \), where \( T_e \) is the subset of columns of size \( k \) in \( A \) that gives the maximum correlation with the noise vector \( e \), namely,

\[ T_e = \arg\max_{T \mid |T| = k} \|A_T^* e\|_2. \]  

(3.3)

Armed with this bound, we will change perspective and look at the case where \( e \) is a white Gaussian noise, and derive a near-oracle performance result of the same form as the one of DS in (2.19), using the same tools used in [30] for DS.

3.2.1 Near Oracle Performance of the SP Algorithm

We begin with the SP pursuit method, as described in Algorithm 3. SP holds a temporal solution with \( k \) non-zero entries, and in each iteration it adds an additional set of \( k \) candidate non-zeros that are most correlated with the residual, and prunes this list back to \( k \) elements by choosing the dominant ones. We use a constant number of iterations as a stopping criterion but different stopping criteria can be sought, as presented in [40]. In the theorem, \( T - T' \) is the set of all the elements contained in \( T \) but not in \( T' \).

**Theorem 3.2.1** The SP solution at the \( t \)-th iteration satisfies the recurrence inequality

\[ \|\alpha_{T-T'}\|_2 \leq \frac{2\delta_{3k} (1 + \delta_{3k})}{(1 - \delta_{3k})^3} \|\alpha_{T-T'-1}\|_2 + \frac{6 - 6\delta_{3k} + 4\delta_{3k}^2}{(1 - \delta_{3k})^3} \|A_{T_e}^* e\|_2. \]  

(3.4)

For \( \delta_{3k} \leq 0.139 \) this leads to

\[ \|\alpha_{T-T'}\|_2 \leq 0.5 \|\alpha_{T-T'-1}\|_2 + 8.22 \|A_{T_e}^* e\|_2. \]  

(3.5)

**Proof:** The proof of the inequality in (3.4) is given in Appendix A.1. Note that the recursive formula given (3.4) has two coefficients, both functions of \( \delta_{3k} \). Fig. 3.1 shows these coefficients.
as a function of $\delta_{3k}$. As can be seen, under the condition $\delta_{3k} \leq 0.139$, it holds that the coefficient multiplying $\|\mathbf{a}_{T^{-T^{-1}}}\|_2$ is lesser or equal to 0.5, while the coefficient multiplying $\|\mathbf{A}_{\mathbf{r}\mathbf{e}}^*\mathbf{e}\|_2$ is lesser or equal to 8.22, which completes our proof.

\[ \|\mathbf{a}_{T^{-T^{-1}}}\|_2 \leq 2^{-t} \|\mathbf{a}\|_2 + 2 \cdot 8.22 \|\mathbf{A}_{\mathbf{r}\mathbf{e}}^*\mathbf{e}\|_2. \]  

In addition, After at most 
\[ t^* = \left\lfloor \log_2 \left( \frac{\|\mathbf{a}\|_2}{\|\mathbf{A}_{\mathbf{r}\mathbf{e}}^*\mathbf{e}\|_2} \right) \right\rfloor \]

iterations, the solution $\hat{\mathbf{a}}_{SP}$ leads to an accuracy 
\[ \|\mathbf{a} - \hat{\mathbf{a}}_{SP}\|_2 \leq C_{SP} \|\mathbf{A}_{\mathbf{r}\mathbf{e}}^*\mathbf{e}\|_2, \]  

where
\[ C_{SP} = 2 \cdot \frac{7 - 9\delta_{3k} + 7\delta_{3k}^2 - \delta_{3k}^3}{(1 - \delta_{3k})^4} \leq 21.41 \]  

\[ C_{SP} = \frac{8 - 6\delta_{3k} + 4\delta_{3k}^3}{(1 - \delta_{3k})^2} \]

Proof: Starting with (3.5), and applying it recursively we obtain 
\[ \|\mathbf{a}_{T^{-T^{-1}}}\|_2 \leq 0.5 \|\mathbf{a}_{T^{-T^{-1}}-1}\|_2 + 8.22 \|\mathbf{A}_{\mathbf{r}\mathbf{e}}^*\mathbf{e}\|_2 
\leq 0.5^2 \|\mathbf{a}_{T^{-T^{-1}-2}}\|_2 + 8.22 \cdot (0.5 + 1) \|\mathbf{A}_{\mathbf{r}\mathbf{e}}^*\mathbf{e}\|_2 
\leq \ldots \leq 0.5^k \|\mathbf{a}_{T^{-T^{-1}-k}}\|_2 + 8.22 \cdot \left( \sum_{j=0}^{k-1} 0.5^j \right) \|\mathbf{A}_{\mathbf{r}\mathbf{e}}^*\mathbf{e}\|_2. \]
Setting \( k = t \) leads easily to (3.6), since \( \| a_{T - T^0} \|_2 = \| a_T \|_2 = \| a \|_2 \).

Plugging the number of iterations \( t^* \) as in (3.7) to (3.6) yields\(^1\)

\[
\| a_{T - T^*} \|_2 \leq 2^{-t^*} \| a \|_2 + 2 \cdot \frac{6 - 6\delta_{3k} + 4\delta_{3k}^2}{(1 - \delta_{3k})^3} \| A_{T^*}^T e \|_2 \leq \left( 1 + 2 \cdot \frac{6 - 6\delta_{3k} + 4\delta_{3k}^2}{(1 - \delta_{3k})^3} \right) \| A_{T^*}^T e \|_2. \tag{3.11}
\]

We define \( \hat{T} \triangleq T^{t^*} \) and bound the reconstruction error \( \| a - \hat{a}_{SP} \|_2 \). First, notice that \( \| a \|_2 = \| a_T \|_2 + \| a_{T - \hat{T}} \|_2 \), simply because the true support \( T \) can be divided into \( \hat{T} \) and the complementary part, \( T - \hat{T} \). Using the facts that \( \hat{a}_{SP} = A_{T^*}^T y, y = A_T a_T + e \), and the triangle inequality, we get

\[
\| a - \hat{a}_{SP} \|_2 \leq \| a_T - A_{T^*}^T y \|_2 + \| a_{T - \hat{T}} \|_2 \leq \| a_T - A_{T^*}^T (A_T a_T + e) \|_2 + \| a_{T - \hat{T}} \|_2
\]

\[
= \| a_T - A_{T^*}^T (A_T a_T + e) \|_2 + \| a_{T - \hat{T}} \|_2 \leq \| a_T - A_{T^*}^T A_T a_T \|_2 + \| A_{T^*}^T e \|_2 + \| a_{T - \hat{T}} \|_2. \tag{3.12}
\]

We proceed by breaking the term \( A_T a_T \) into the sum \( A_{T \cap \hat{T}} a_{T \cap \hat{T}} + A_{T - \hat{T}} a_{T - \hat{T}} \), and obtain

\[
\| a - \hat{a}_{SP} \|_2 \leq \| a_T - A_{T^*}^T A_{T \cap \hat{T}} a_{T \cap \hat{T}} \|_2 + \| A_{T^*}^T A_{T - \hat{T}} a_{T - \hat{T}} \|_2 + \| (A_{T^*}^T a_T) - A_{T^*}^T A_{T - \hat{T}} a_{T - \hat{T}} \|_2
\]

\[
+ \| (A_{T^*}^T a_T) - A_{T^*}^T a_T \|_2 + \| a_{T - \hat{T}} \|_2. \tag{3.13}
\]

The first term in the above inequality vanishes, since \( A_{T \cap \hat{T}} a_{T \cap \hat{T}} = A_{T \cap \hat{T}} a_T \) (recall that \( a_T \) outside the support \( T \) has zero entries that do not contribute to the multiplication). Thus, we get that

\[
|a_T - A_{T^*}^T A_{T \cap \hat{T}} a_{T \cap \hat{T}}| = |a_T - A_{T^*}^T a_T| = 0. \text{ The second term can be bounded using Propositions 3.1.1 and 3.1.2,}
\]

\[
\| A_{T^*}^T A_{T - \hat{T}} a_{T - \hat{T}} \|_2 = \| (A_{T^*}^T A_T) - A_{T^*}^T A_{T - \hat{T}} a_{T - \hat{T}} \|_2 \leq \frac{1}{1 - \delta_k} \| A_{T^*}^T a_{T - \hat{T}} \|_2 \leq \frac{\delta_{3k}}{1 - \delta_k} \| a_{T - \hat{T}} \|_2. \tag{3.11}
\]

Similarly, the third term is bounded using Propositions 3.1.1, and we obtain

\[
\| a - \hat{a}_{SP} \|_2 \leq \left( 1 + \frac{\delta_{3k}}{1 - \delta_k} \right) \| a_{T - \hat{T}} \|_2 + \frac{1}{1 - \delta_k} \| A_{T^*}^T e \|_2
\]

\[
\leq \frac{1}{1 - \delta_k} \| a_{T - \hat{T}} \|_2 + \frac{1}{1 - \delta_{3k}} \| A_{T^*}^T e \|_2. \tag{3.12}
\]

\(^1\text{Note that we have replaced the constant } 8.22 \text{ with the equivalent expression that depends on } \delta_{3k} \text{ – see (3.4).} \)
where we have replaced $\delta_k$ and $\delta_{2k}$ with $\delta_{3k}$, thereby bounding the existing expression from above. Plugging (3.11) into this inequality leads to

$$
\|a - \hat{a}_{SP}\|_2 \leq \frac{1}{1 - \delta_{3k}} \left( 2 + 2 \cdot \frac{6 - 6\delta_{3k} + 4\delta_{2k}^2}{(1 - \delta_{3k})^3} \right) \|A_i^* e\|_2
= \frac{2 \cdot \left( 7 - 9\delta_{3k} + 7\delta_{2k}^2 - \delta_{3k}^3 \right)}{(1 - \delta_{3k})^4} \|A_i^* e\|_2.
$$

Applying the condition $\delta_{3k} \leq 0.139$ on this equation leads to the result in (3.8).

For practical use we may suggest a simpler term for $t^*$. Since $\|A_i^* e\|_2$ is defined by the subset that gives the maximal correlation with the noise, and it appears in the denominator of $t^*$, it can be replaced with the average correlation, thus $t^* \approx \left\lfloor \log_2 \left( \frac{\|a\|_2}{\sqrt{k} \sigma} \right) \right\rfloor$.

Now that we have a bound for the SP algorithm for the adversarial case, we proceed and consider a bound for the random noise case, which will lead to a near-oracle performance guarantee for the SP algorithm.

**Theorem 3.2.3** Assume that $e$ is a white Gaussian noise vector with variance $\sigma^2$ and that the columns of $A$ are normalized. If the condition $\delta_{3k} \leq 0.139$ holds, then with probability exceeding

$$
1 - \left( \sqrt{\pi(1 + a) \log n \cdot n^a} \right)^{-1}
$$

we obtain

$$
\|a - \hat{a}_{SP}\|_2 \leq C_{SP}^2 \cdot (2(1 + a) \log n) \cdot k\sigma^2.
$$

**Proof:** Following Section 3 in [30] it holds true that $P \left( \sup_i |A_i^* e| > \sigma \cdot \sqrt{2(1 + a) \log n} \right) \leq 1 - \left( \sqrt{\pi(1 + a) \log n \cdot n^a} \right)^{-1}$. Combining this with (3.8), and bearing in mind that $|T_e| = k$, we get the stated result.

As can be seen, this result is similar to the one posed in [30] for the Dantzig-Selector, but with a different constant – the one corresponding to DS is $\approx 5.5$ for the RIP requirement used for the SP. For both algorithms, smaller values of $\delta_{3k}$ provide smaller constants.

### 3.2.2 Near Oracle Performance of the CoSaMP Algorithm

We continue with the CoSaMP pursuit method, as described in Algorithm 3. CoSaMP, in a similar way to the SP, holds a temporal solution with $k$ non-zero entries, with the difference that in each iteration it adds an additional set of $2k$ (instead of $k$) candidate non-zeros that are most correlated with the residual. Another difference is that after the pruning step in SP we use a matrix inversion in order to calculate a new projection for the $k$ dominant elements, while in
CoSaMP we just take the biggest $k$ elements. Here also, we use a constant number of iterations as a stopping criterion while different stopping criteria can be sought, as presented in [39].

In the analysis of the CoSaMP that comes next, we follow the same steps as for the SP to derive a near-oracle performance guarantee. Since the proofs are very similar to those of the SP, and those found in [39], we omit most of the derivations and present only the differences.

**Theorem 3.2.4** The CoSaMP solution at the $t$-th iteration satisfies the recurrence inequality

\[
\|a - \hat{a}^t_{\text{CoSaMP}}\|_2 \leq \frac{4\delta_{4k}}{(1 - \delta_{4k})^2} \|a - \hat{a}^{t-1}_{\text{CoSaMP}}\|_2 + \frac{14 - 6\delta_{4k}}{(1 - \delta_{4k})^2} \|A^*_r e\|_2
\]

For $\delta_{4k} \leq 0.1$ this leads to

\[
\|a - \hat{a}^t_{\text{CoSaMP}}\|_2 \leq 0.5 \|a - \hat{a}^{t-1}_{\text{CoSaMP}}\|_2 + 16.6 \|A^*_r e\|_2.
\]

**Proof:** The proof of the inequality in (3.15) is given in Appendix A.4. In a similar way to the proof in the SP case, under the condition $\delta_{4k} \leq 0.1$, it holds that the coefficient multiplying $\|a - \hat{a}^{t-1}_{\text{CoSaMP}}\|_2$ is smaller or equal to 0.5, while the coefficient multiplying $\|A^*_r e\|_2$ is smaller or equal to 16.6, which completes our proof. \hfill \Box

**Corollary 3.2.5** Under the condition $\delta_{4k} \leq 0.1$, the CoSaMP algorithm satisfies

\[
\|a - \hat{a}^t_{\text{CoSaMP}}\|_2 \leq 2^{-t} \|a\|_2 + 2 \cdot 16.6 \|A^*_r e\|_2.
\]

In addition, After at most

\[
t^* = \log_2 \left( \frac{\|a\|_2}{\|A^*_r e\|_2} \right)
\]

iterations, the solution $\hat{a}_{\text{CoSaMP}}$ leads to an accuracy

\[
\|a - \hat{a}^t_{\text{CoSaMP}}\|_2 \leq C_{\text{CoSaMP}} \|A^*_r e\|_2,
\]

where

\[
C_{\text{CoSaMP}} = \frac{29 - 14\delta_{4k} + \delta_{4k}^2}{(1 - \delta_{4k})^2} \leq 34.1.
\]

The observant reader will notice a delicate difference in terminology between this theorem and Theorem 3.2.1. While here the recurrence formula is expressed with respect to the estimation error, $\|a - \hat{a}^t_{\text{CoSaMP}}\|_2$, Theorem 3.2.1 uses a slightly different error measure, $\|a_{T - T'}\|_2$. 
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Proof: Starting with (3.16), and applying it recursively, in the same way as was done in the proof of Corollary 3.2.5, we obtain

\[
\| \mathbf{a} - \hat{\mathbf{a}}_{\text{CoSaMP}}^t \|_2 \leq 0.5^t \| \mathbf{a} - \hat{\mathbf{a}}_{\text{CoSaMP}}^0 \|_2 + 16.6 \cdot \left( \sum_{j=0}^{k-1} 0.5^j \right) \| \mathbf{A}_{Te}^* \mathbf{e} \|_2.
\] (3.21)

Setting \( k = t \) leads easily to (3.17), since \( \| \mathbf{a} - \hat{\mathbf{a}}_{\text{CoSaMP}}^0 \|_2 = \| \mathbf{a} \|_2 \).

Plugging the number of iterations \( t^* \) as in (3.18) to (3.17) yields\(^3\)

\[
\| \mathbf{a} - \hat{\mathbf{a}}_{\text{CoSaMP}}^t \|_2 \leq 2^{-t^*} \| \mathbf{a} \|_2 + 2 \cdot \frac{14 - 6 \delta_{4k}}{(1 - \delta_{4k})^2} \| \mathbf{A}_{Te}^* \mathbf{e} \|_2
\]

\[
\leq \left( 1 + 2 \cdot \frac{14 - 6 \delta_{4k}}{(1 - \delta_{4k})^2} \right) \| \mathbf{A}_{Te}^* \mathbf{e} \|_2 \leq \frac{29 - 14 \delta_{4k} + \delta_{4k}^2}{(1 - \delta_{4k})^2} \| \mathbf{A}_{Te}^* \mathbf{e} \|_2.
\]

Applying the condition \( \delta_{4k} \leq 0.1 \) on this equation leads to the result in (3.19).

As for the SP, we move now to the random noise case, which leads to a near-oracle performance guarantee for the CoSaMP algorithm.

**Theorem 3.2.6** Assume that \( \mathbf{e} \) is a white Gaussian noise vector with variance \( \sigma^2 \) and that the columns of \( \mathbf{A} \) are normalized. If the condition \( \delta_{4k} \leq 0.1 \) holds, then with probability exceeding

\[
1 - (\sqrt{\pi(1 + a)} \log n : n^a)^{-1}
\]

we obtain

\[
\| \mathbf{a} - \hat{\mathbf{a}}_{\text{CoSaMP}} \|_2 \leq C_{\text{CoSaMP}}^2 \cdot (2(1 + a) \log n) \cdot k \sigma^2.
\] (3.22)

Proof: The proof is identical to the one of Theorem 3.2.6.

Fig. 3.2 shows a graph of \( C_{\text{CoSaMP}} \) as a function of \( \delta_{4k} \). In order to compare the CoSaMP to SP, we also introduce in this figure a graph of \( C_{SP} \) versus \( \delta_{3k} \) (replacing \( \delta_{3k} \)). Since \( \delta_{3k} \leq \delta_{4k} \), the constant \( C_{SP} \) is actually better than the values shown in the graph, and yet, it can be seen that even in this case we get \( C_{SP} < C_{\text{CoSaMP}} \). In addition, the requirement for the SP is expressed with respect to \( \delta_{3k} \), while the requirement for the CoSaMP is stronger and uses \( \delta_{4k} \).

With comparison to the results presented in [46] for OMP and thresholding, the results obtained for CoSaMP and SP are uniform, and expressed only with respect to the properties of the dictionary \( \mathbf{A} \). These algorithms’ validity is not dependent on the values of the input vector \( \mathbf{a} \), its energy, or the noise power. The condition used is the RIP, which implies constraints only on the used dictionary and the sparsity level.

\(^3\) As before, we replace the constant 16.6 with the equivalent expression that depends on \( \delta_{4k} \) – see (3.15).
3.2.3 Near Oracle Performance of the IHT Algorithm

The IHT algorithm, presented in Algorithm 2, uses a different strategy than SP and CoSaMP. It applies only multiplications by $A$ and $A^*$, and a hard thresholding operator. In each iteration it calculates a new representation and keeps its $k$ largest elements. As for SP and CoSaMP, here as well we employ a fixed number of iterations as a stopping criterion.

Similar results, as of the SP and CoSaMP methods, can be sought for the IHT method. Again, the proofs are very similar to the ones shown before for SP and CoSaMP and thus only the differences are presented.

**Theorem 3.2.7** The IHT solution at the $t$-th iteration satisfies the recurrence inequality

$$\|a - \hat{a}_{IHT}^t\|_2 \leq \sqrt{8}\delta_{3k} \|a - \hat{a}_{IHT}^{t-1}\|_2 + 4 \|A^*_{T_e}e\|_2. \tag{3.23}$$

For $\delta_{3k} \leq \frac{1}{\sqrt{32}}$ this leads to

$$\|a - \hat{a}_{IHT}^t\|_2 \leq 0.5 \|a - \hat{a}_{IHT}^{t-1}\|_2 + 4 \|A^*_{T_e}e\|_2. \tag{3.24}$$

For the proof we introduce the definition of

$$T_{e,b} = \text{argmax}_{T \mid \|T\|=bk} \|A^*_{T}e\|_2. \tag{3.25}$$

It is a generalization of $T_e$, where $T$ in (3.3) is of size $bk$, $b \in \mathbb{N}$. It is clear that $\|A^*_{T_{e,b}}e\|_2 \leq b \|A^*_{T_e}e\|_2$.
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Proof: Our proof is based on the proof of Theorem 5 in [41]. By the triangle inequality we have

$$\|a - \hat{a}^l_{IHT}\|_2 \leq \|a - (w_g)_{T \cup T'}\|_2 + \|\hat{a}^l_{IHT} - (w_g)_{T \cup T'}\|_2.$$  (3.26)

Since $\hat{a}^l_{IHT}$ is the best $k$-sparse approximation for $w_g$ and in particular also for $(w_g)_{T \cup T'}$, as $\hat{a}^l_{IHT}$ is support on $T'$, we have

$$\|a - \hat{a}^l_{IHT}\|_2 \leq 2 \|a_{T \cup T'} - (w_g)_{T \cup T'}\|_2,$$  (3.27)

where we use the fact that $a$ is supported on $T$ and thus $a = a_{T \cup T'}$. Using the definitions of $w_g$ and $r' \triangleq a - \hat{a}^l_{IHT}$ with the last inequality, it holds that

$$\|a - \hat{a}^l_{IHT}\|_2 \leq 2 \|a_{T \cup T'} - \hat{a}^{l-1}_{IHT} - A^*_{T \cup T'} A r'_{T \cup T'} - A^*_{T \cup T'} e\|_2$$

$$= 2 \|r'_{T \cup T'} - A^*_{T \cup T'} A r'_{T \cup T'} - A^*_{T \cup T'} e\|_2,$$  (3.28)

where the equality emerges from the definition $w_g = \hat{a}^{l-1}_{IHT} + A^* (y - A \hat{a}^{l-1}_{IHT}) = \hat{a}^{l-1}_{IHT} + A^* (A a + e - \hat{a}^{l-1}_{IHT}).$

The support of $r'_{T \cup T'}$ is over $T \cup T'_{T \cup T'}$ and thus it is also over $T \cup T'_{T \cup T'}$. Based on this, we can divide $A r'_{T \cup T'}$ into a part supported on $T'_{T \cup T'_{T \cup T'}}$ and $T$ and a second part supported on $T_{T \cup T}$.

Using this and the triangle inequality with (3.28), we obtain

$$\|a - \hat{a}^l_{IHT}\|_2 \leq 2 \|A^*_{T \cup T'} e\|_2 + 2 \|A^*_{T \cup T'} A r'_{T \cup T'} - A^*_{T \cup T'} e\|_2$$

$$= 2 \|(I - A^*_{T \cup T'} A_{T \cup T'}) r'_{T \cup T'} - A^*_{T \cup T'} A_{T \cup T'} r'_{T \cup T'} - A^*_{T \cup T'} e\|_2 + 2 \|A^*_{T \cup T'} e\|_2$$

$$\leq 2 \|(I - A^*_{T \cup T'} A_{T \cup T'}) r'_{T \cup T'} - A^*_{T \cup T'} A_{T \cup T'} r'_{T \cup T'} - A^*_{T \cup T'} e\|_2 + 2 \|A^*_{T \cup T'} A_{T \cup T'} r'_{T \cup T'} - A^*_{T \cup T'} e\|_2 + 2 \|A^*_{T \cup T'} e\|_2$$

$$\leq 2 \delta_{2k} \|r'_{T \cup T'}\|_2 + 2 \delta_{3k} \|r'_{T \cup T'} - A^*_{T \cup T'} r'_{T \cup T'}\|_2 + 4 \|A^*_{T \cup T'} e\|_2.$$  (3.29)

The last inequality holds because the eigenvalues of $(I - A^*_{T \cup T'} A_{T \cup T'})$ are in the range $[-\delta_{2k}, \delta_{3k}]$, the size of the set $T \cup T'$ is smaller than $2k$, the sets $T \cup T'$ and $T'_{T \cup T'}$ are disjoint, and of total size of these together is equal or smaller than $3k$. Note that we have used the definition of $T_{e,2}$ as given in (3.25).

We proceed by observing that $\|r'_{T \cup T'} - A^*_{T \cup T'} e\|_2 + \|r'_{T \cup T'} - A^*_{T \cup T'} e\|_2 \leq \sqrt{2} \|r'_{T \cup T'}\|_2$, since these vectors are orthogonal. Using the fact that $\delta_{2k} \leq \delta_{3k}$ we get (3.23) from (3.29). Finally, under the condition $\delta_{3k} \leq 1/\sqrt{32}$, it holds that the coefficient multiplying $\|a - \hat{a}^{l-1}_{IHT}\|_2$ is smaller or equal to 0.5, which completes our proof.  \qed
Corollary 3.2.8 Under the condition $\delta_{3k} \leq 1/\sqrt{32}$, the IHT algorithm satisfies

$$
\|a - \hat{a}^t_{IHT}\|_2 \leq 2^{-t} \|a\|_2 + 8 \|A^*_T e\|_2. \tag{3.30}
$$

In addition, after at most

$$
t^* = \left\lceil \log_2 \left( \frac{\|a\|_2}{\|A^*_T e\|_2} \right) \right\rceil \tag{3.31}
$$

iterations, the solution $\hat{a}_{IHT}$ leads to an accuracy

$$
\|a - \hat{a}^t_{IHT}\|_2 \leq C_{IHT} \|A^*_T e\|_2, \tag{3.32}
$$

where

$$
C_{IHT} = 9. \tag{3.33}
$$

Proof: The proof is obtained following the same steps as in Corollaries 3.2.2 and 3.2.5.

Finally, considering a random noise instead of an adversarial one, we get a near-oracle performance guarantee for the IHT algorithm, as was achieved for the SP and CoSaMP.

Theorem 3.2.9 Assume that $e$ is a white Gaussian noise with variance $\sigma^2$ and that the columns of $A$ are normalized. If the condition $\delta_{3k} \leq 1/\sqrt{32}$ holds, then with probability exceeding $1 - (\sqrt{\pi(1+a)} \log n \cdot n^a)^{-1}$ we obtain

$$
\|a - \hat{a}^t_{IHT}\|_2^2 \leq C^2_{IHT} \cdot (2(1+a) \log n) \cdot k\sigma^2. \tag{3.34}
$$

Proof: The proof is identical to the one of Theorem 3.2.6.

A comparison between the constants achieved by the IHT, SP and DS is presented in Fig. 3.3. The CoSaMP constant was omitted since it is bigger than the one of the SP and it is dependent on $\delta_{4k}$ instead of $\delta_{3k}$. The figure shows that the constant values of IHT and DS are better than that of the SP (and as such better than the one of the CoSaMP), and that the one of the DS is the smallest. It is interesting to note that the constant of the IHT is independent of $\delta_{3k}$.

In Table 3.1 we summarize the performance guarantees of several different algorithms – the DS [30], the BP [31], and the three algorithms analyzed in this chapter. We can observe the following:

1. In terms of the RIP: DS and BP are the best, then IHT, then SP and last is CoSaMP.

2. In terms of the constants in the bounds: the smallest constant is achieved by DS. Then come IHT, SP, CoSaMP and BP in this order.
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Figure 3.3: The constants of the SP, IHT and DS algorithms as a function of $\delta_{3k}$

![Graph showing constants of SP, IHT, and DS algorithms](image)

Table 3.1: Near oracle performance guarantees for the DS, BP, SP, CoSaMP and IHT techniques.

<table>
<thead>
<tr>
<th>Alg.</th>
<th>RIP Condition</th>
<th>Probability of Correctness</th>
<th>Constant</th>
<th>The Obtained Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS</td>
<td>$\delta_{2k} + \delta_{3k} \leq 1$</td>
<td>$1 - \left( \sqrt{\pi(1 + a) \log n \cdot n^d} \right)^{-1}$</td>
<td>$\frac{4}{1 - 2\sqrt{n}}$</td>
<td>$C_{DS}^2 \cdot (2(1 + a) \log n) \cdot k\sigma^2$</td>
</tr>
<tr>
<td>BP</td>
<td>$\delta_{2k} + 3\delta_{3k} \leq 1$</td>
<td>$(n^d)^{-1}$</td>
<td>$\frac{32}{x^d}$</td>
<td>$C_{BP}^2 \cdot (2(1 + a) \log n) \cdot k\sigma^2$</td>
</tr>
<tr>
<td>SP</td>
<td>$\delta_{3k} \leq 0.139$</td>
<td>$1 - \left( \sqrt{\pi(1 + a) \log n \cdot n^d} \right)^{-1}$</td>
<td></td>
<td>$\leq 21.41$</td>
</tr>
<tr>
<td>CoSaMP</td>
<td>$\delta_{4k} \leq 0.1$</td>
<td>$1 - \left( \sqrt{\pi(1 + a) \log n \cdot n^d} \right)^{-1}$</td>
<td></td>
<td>$\leq 34.2$</td>
</tr>
<tr>
<td>IHT</td>
<td>$\delta_{3k} \leq \frac{1}{\sqrt{32}}$</td>
<td>$1 - \left( \sqrt{\pi(1 + a) \log n \cdot n^d} \right)^{-1}$</td>
<td>9</td>
<td>$C_{IHT}^2 \cdot (2(1 + a) \log n) \cdot k\sigma^2$</td>
</tr>
</tbody>
</table>

3. In terms of the probability: all have the same probability except the BP which gives a weaker guarantee.

4. Though the CoSaMP has a weaker guarantee compared to the SP, it has an efficient implementation that saves the matrix inversion in the algorithm.\(^4\)

For completeness of the discussion here, we also refer to algorithms’ complexity: the IHT is the cheapest, CoSaMP and SP come next with a similar complexity (with a slight advantage to CoSaMP). DS and BP seem to be the most complex.

Interestingly, in the guarantees of the OMP and the thresholding in [46] better constants are obtained. However, these results, as mentioned before, holds under mutual-coherence based conditions, which are more restricting. In addition, their validity relies on the magnitude of the

\(^4\)The proofs of the guarantees in this chapter are not valid for this case, though it is not hard to extend them for it.
entries of \( \alpha \) and the noise power, which is not correct for the results presented in this section for the greedy-like methods. Furthermore, though we get bigger constants with these methods, the conditions are not tight, as will be seen in Section 3.3.

3.2.4 Bounds on the Expected Error

So far we have seen that with high probability the greedy-like algorithms achieve near oracle performance. It is interesting to ask whether we can derive a similar bound on the expected error. The next theorem shows that the answer to this question is positive\(^5\).

**Theorem 3.2.10** For a \( k \)-sparse vector \( \alpha \), assuming that \( e \) is a zero-mean white Gaussian noise vector with variance \( \sigma^2 \) and that \( n > 3^6 \), if the condition \( \delta_{bk} \leq \delta \) holds, then after at most \( t^* = \left\lfloor \log_2 \left( \frac{\| \alpha \|_2}{\| A_T^* e \|_2} \right) \right\rfloor \) iterations

\[
E \| \alpha - \hat{\alpha} \|_2^2 \leq 4C^2(1 + a) \log n \cdot k\sigma^2.
\]

(3.35)

where \( b = 3 \) and \( \delta = 0.139 \) for SP; \( b = 4 \) and \( \delta = 0.1 \) for CoSaMP; and \( b = 3 \) and \( \delta = 1/\sqrt{32} \) for IHT. The constant \( C \) is the one from Corollaries 3.2.2, 3.2.5 and 3.2.8 (summarized in Table 3.1).

**Proof:** Utilizing simple rules of probability theory with the result of Theorems 3.2.3, 3.2.6 and 3.2.9 as a first step and of Corollaries 3.2.2, 3.2.5 and 3.2.8 as a second step give

\[
E \| \alpha - \hat{\alpha} \|_2^2 \leq P \left( \sup_i |A_i^* e| < \sigma \sqrt{2(1 + a) \log n} \right) \cdot 2C^2(1 + a) \log n \cdot k\sigma^2
\]

\[+E_{\sup_i |A_i^* e| > \sigma \sqrt{2(1 + a) \log n}} \| \alpha - \hat{\alpha} \|_2^2\]

\[\leq 2C^2(1 + a) \log n \cdot k\sigma^2 + C^2 E_{\sup_i |A_i^* e| > \sigma \sqrt{2(1 + a) \log n}} \| DA_T^* e \|_2^2.
\]

(3.36)

The facts that the supremum in the last inequality is over \( n \) elements and that the support of \( T^7 \) is of size \( k \) leads to

\[
E_{\sup_i |A_i^* e| > \sigma \sqrt{2(1 + a) \log n}} \| A_T^* e \|_2^2 \leq \frac{n}{\left( A_T^* e \right)_{2 \leq i \leq k}} \left| A_i^* e \right| \leq nk \cdot E_{\left| A_i^* e \right| > \sigma \sqrt{2(1 + a) \log n}} \left( A_i^* e \right)^2.
\]

(3.37)

\(^5\)Similar result for DS appears in [32].

\(^6\)The assumption that \( n > 3 \) is non-crucial for the proof and is used only for getting a better constant.

\(^7\)We assume with no loss of generality that \( T = \{1, \ldots, k\} \).
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Since the columns of $A$ are normalized and $e$ is a zero-mean white Gaussian noise with variance $\sigma^2$, we have that $A^*_i e \sim n(0, \sigma^2)$. Using the symmetry of the Gaussian distribution we have that

$$A^*_1 e \sim n(0, s^2).$$

Using the symmetry of the Gaussian distribution we have that

$$E|A^*_1 e > \sigma \sqrt{2(1+a) \log n} (A^*_1 e)^2 = 2 \int_{\sigma \sqrt{2(1+a) \log n}}^{\infty} \frac{x^2}{\sqrt{2} \pi \sigma^2} e^{-\frac{x^2}{2 \sigma^2}} dx$$

$$\leq 2 \sigma \sqrt{2(1+a) \log n} \int_{\sigma \sqrt{2(1+a) \log n}}^{\infty} \frac{x}{\sqrt{2} \pi \sigma^2} e^{-\frac{x^2}{2 \sigma^2}} dx$$

$$= 2 \sigma \sqrt{2(1+a) \log n} nn^{-1(1+a)} \int_{\frac{\log n}{2}}^{\infty} \frac{2 \sigma^2}{\pi} e^{-t} dt = 2 \sigma^2 \frac{2}{\pi} \sqrt{2(1+a) \log n} n n^{-1(1+a)}.$$

The inequality follows from the fact that $\frac{x^2}{\sqrt{2} \pi \sigma^2} e^{-\frac{x^2}{2 \sigma^2}} = xe^{-\frac{x^2}{4 \sigma^2}} \cdot \frac{x}{\sqrt{2} \pi \sigma^2} e^{-\frac{x^2}{4 \sigma^2}}$ and that the maximum of $xe^{-\frac{x^2}{4 \sigma^2}}$ in the range $[\sigma \cdot \sqrt{2(1+a) \log n}, \infty)$ is achieved in the point $x = \sigma \cdot \sqrt{2(1+a) \log n}$. The equalities holds due to simple arithmetics and changing of variables in the integral with $t = \frac{x^2}{4 \sigma^2}$.

By summing all the above and observing that $\frac{2}{\pi \log n} < 1$ when $n > 3$, we get the desired result.

We note that though the proof is presented only for the greedy-like algorithms, as this is the scope of this chapter, it can be easily used to extend the results of the other algorithms that guarantee near-oracle performance with high probability.

3.3 Experiments

In our experiments we use a random dictionary with entries drawn from the canonical normal distribution. The columns of the dictionary are normalized and the dimensions are $m = 512$ and $n = 1024$. The vector $a$ is generated by selecting a support uniformly at random. Then the elements in the support are generated using the following model$^8$:

$$a_i = 10e_i(1 + |n_i|)$$

where $e_i$ is $\pm 1$ with probability 0.5, and $n_i$ is a canonical normal random variable. The support and the non-zero values are statistically independent. We repeat each experiment 1500 times.

In the first experiment we calculate the error of the SP, CoSaMP and IHT methods for different sparsity levels. The noise variance is set to $\sigma = 1$. Fig. 3.4 presents the squared-error $\|a - \hat{a}\|^2_2$ of all the instances of the experiment for the three algorithms. Our goal is to show that with high-probability the error obtained is bounded by the guarantees we have developed. For each algorithm we add the theoretical guarantee and the oracle performance. As can

$^8$This model is taken from the experiments section in [30].
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Figure 3.4: The squared-error as achieved by the SP, the CoSaMP and the IHT algorithms as a function of the cardinality. The graphs also show the theoretical guarantees and the oracle performance.

be seen, the theoretical guarantees are too loose and the actual performance of the algorithms is much better. However, we see that both the theoretical and the empirical performance curves show a proportionality to the oracle error. Note that the actual performance of the algorithms’ may be better than the oracle’s – this happens because the oracle is the Maximum-Likelihood Estimator (MLE) in this case [94], and by adding a bias one can perform even better in some cases.

Fig. 3.5(a) presents the mean-squared-error (by averaging all the experiments) for the range where the RIP-condition seems to hold, and Fig. 3.5(b) presents this error for a wider range, where it is likely top be violated. It can be seen that in the average case, though the algorithms
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Figure 3.5: The mean-squared-error of the SP, the CoSaMP and the IHT algorithms as a function of the cardinality.

get different constants in their bounds, they achieve almost the same performance. We also see a near-linear curve describing the error as a function of $k$. Finally, we observe that the SP and the CoSaMP, which were shown to have worse constants in theory, have better performance and are more stable in the case where the RIP-condition do not hold anymore.

In a second experiment we calculate the error of the SP, the CoSaMP and the IHT methods for different noise variances. The sparsity is set to $k = 10$. Fig. 3.6 presents the error of all the instances of the experiment for the three algorithms. Here as well we add the theoretical guarantee and the oracle performance. As we saw before, the guarantee is not tight but the error is proportional to the oracle estimator’s error.
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Figure 3.6: The squared-error as achieved by the SP, the CoSaMP and the IHT algorithms as a function of the noise variance. The graphs also show the theoretical guarantees and the oracle performance.

Fig. 3.7 presents the mean-squared-error as a function of the noise variance, by averaging over all the experiments. It can be seen that the error behaves linearly with respect to the variance, as expected from the theoretical analysis. Again we see that the constants are not tight and that the algorithms behave in a similar way. Finally, we note that the algorithms succeed in meeting the bounds even in very low signal-to-noise ratios, where simple greedy algorithms are expected to fail.
3.4 Extension to the Non-Exact Sparse Case

In the case where \( \alpha \) is not exactly \( k \)-sparse, our analysis has to change. Following the work reported in [39], we have the following error bounds for all algorithms (with the different RIP conditions and constants):

**Theorem 3.4.1** If \( e \) is a zero-mean white Gaussian noise vector with variance \( \sigma^2 \), then after at most

\[
    t^* = \left\lfloor \log_2 \left( \frac{\|a\|_2}{\|A_T e\|_2} \right) \right\rfloor
\]

iterations and under the appropriate RIP conditions, the reconstruction result, \( \hat{a} \), of SP, CoSaMP and IHT, satisfies

\[
    E \|a - \hat{a}\|_2^2 \leq 4C^2 (1 + a) \log n \cdot k\sigma^2 + 4C^2 \left( \|a - a_T\|_2 + \frac{1}{\sqrt{k}} \|a - a_T\|_1 \right)^2,
\]

(3.40)

where \( T \) denotes the support of the \( k \) largest elements in \( a \) and \( C \) is the constant from Corollaries 3.2.2, 3.2.5 and 3.2.8.

**Proof:** Proposition 3.5 from [39] provides us with the following claim

\[
    \|Aa\|_2 \leq \sqrt{1 + \delta_k} \left( \|a\|_2 + \frac{1}{\sqrt{k}} \|a\|_1 \right).
\]

(3.41)

When \( a \) is a non-exact \( k \)-sparse vector we get that the effective error in our results becomes

\[
    \tilde{e} = e + A(a - a_T).
\]

Thus, using the error bounds of the algorithms (Equations (3.8), (3.19) and (3.32)) with the inequality in (3.41) and the relation \( \|a - \hat{a}\|_2 \leq \|a_T - \hat{a}\|_2 + \|a - a_T\|_2 \), we
have

\[ E \| \mathbf{a} - \hat{\mathbf{a}} \|^2_2 \leq E \left( C \| \mathbf{A}^\dagger_e \hat{\mathbf{e}} \|^2_2 + \| \mathbf{a} - \mathbf{a}_T \|^2_2 \right) \]  
\[ \leq C^2 E \left( \| \mathbf{A}^\dagger_e \mathbf{e} \|^2_2 + \sqrt{1 + \delta_k} \| \mathbf{A} (\mathbf{a} - \mathbf{a}_T) \|^2_2 + \frac{1}{C} \| \mathbf{a} - \mathbf{a}_T \|^2_2 \right) \]  
\[ \leq C^2 E \left( \| \mathbf{A}^\dagger_e \mathbf{e} \|^2_2 + (1 + \delta_k) \| \mathbf{a} - \mathbf{a}_T \|^2_2 + \frac{1 + \delta_k}{\sqrt{k}} \| \mathbf{a} - \mathbf{a}_T \|^1_2 + \frac{1}{C} \| \mathbf{a} - \mathbf{a}_T \|^2_2 \right). \]  

Using the fact that \( E \mathbf{e} = 0 \) and similar steps to those taken in Theorem 3.2.10 gives

\[ E \| \mathbf{a} - \hat{\mathbf{a}} \|^2_2 \leq 4C^2 (1 + a) \log n \cdot k \sigma^2 \]  
\[ + C^2 \left( \left( \frac{1}{C} + 1 + \delta_k \right) \| \mathbf{a} - \mathbf{a}_T \|^2_2 + \frac{1 + \delta_k}{\sqrt{k}} \| \mathbf{a} - \mathbf{a}_T \|^1_2 \right)^2. \]  

Since the RIP condition for all the algorithms satisfies \( \delta_k \leq 0.5 \) and \( C \geq 2 \), plugging this into (3.43) gives (3.40), which concludes the proof. \( \square \)

Embarking from (3.42) and using (3.43) for the first term, we obtain also the inequality

\[ E \| \mathbf{a} - \hat{\mathbf{a}} \|^2_2 \leq 4C^2 (1 + a) \log n \cdot k \sigma^2 + \left( \| \mathbf{a} - \mathbf{a}_T \|^2_2 + C \left\| \mathbf{A}^\dagger_e \mathbf{A} (\mathbf{a} - \mathbf{a}_T) \right\|^2_2 \right). \]  

**Remark 3.4.2** For a \( k \)-sparse vector \( \mathbf{a} \), by applying the SP, CoSaMP and IHT algorithms with \( k = \sum_i I(|a_i| > \sigma) \) (\( I \) is the indicator function and \( a_i \) is the \( i \)-th element in \( \mathbf{a} \)) one can easily get from (3.44) a bound of the form \( E \| \mathbf{a} - \hat{\mathbf{a}} \|^2_2 \leq 4(1 + a)C^2 \log n \cdot \sum \min (a_i^2, \sigma^2) \). This bound is proportional to a better oracle that for small elements of \( \mathbf{a} \) estimates 0. Unlike the regular oracle that uses the support of the original vector \( \mathbf{a} \), this oracle uses the support that minimizes the MSE. Its MSE is lower bounded by 0.5 \( \sum \min (a_i^2, \sigma^2) \) \[ 32, 30 \].

### 3.5 Summary

In this chapter we have presented near-oracle performance guarantees for three greedy-like algorithms – Subspace Pursuit, CoSaMP, and Iterative Hard-Thresholding. The approach taken in our analysis is an RIP-based (as opposed to mutual-coherence) and uses the existing worst case guarantees of these algorithms. Our study leads to uniform guarantees for the three algorithms explored, i.e., the near-oracle error bounds are dependent only on the dictionary properties (RIP constant) and the sparsity level of the sought solution. In addition, those bounds hold also for the MSE of the reconstruction and not only with high probability for the squared error, as was done in previous works for other algorithms. We have also presented a simple extension of our results to the case where the representation is only approximately sparse.
3.5. SUMMARY

Note that the near oracle performance bounds do not only improve the “pre-run recovery guarantees”, but are quite useful in exploring various data error and solution sparsity trade-offs. For example, for compressible signals (the representation is not exactly $k$-sparse but has decreasing coefficients according to a given distribution) the parameter $k$ should be specified to the greedy-like techniques. We have shown that this parameter can be automatically tuned by using a prior knowledge on the distribution of the representation together with the developed near-oracle bounds [2].
Chapter 4

Greedy-Like Methods for the Cosparse Analysis Model

The results shown in this chapter have been published and appeared in the following articles:

- R. Giryes, S. Nam, M. Elad, R. Gribonval and M.E. Davies, "Greedy-like algorithms for the cosparse analysis model," The Special Issue in LAA on Sparse Approximate Solution of Linear Systems, 2013 [4].


In Section 2.7.2 we have described several pursuit algorithms that have been developed for the cosparse analysis model. Instead of developing new methods from scratch, we propose in this chapter a general recipe for “converting synthesis pursuit methods” into analysis ones. Encouraged by the developed results for the greedy-like techniques in the previous chapter, we apply this recipe on these strategies – constructing methods that will imitate the family of greedy-like algorithms. This chapter introduces these algorithms: analysis IHT (AIHT), analysis HTP (AHTP), analysis CoSaMP (ACoSaMP) and Analysis SP (ASP).

The main contribution of this chapter is our result on the stability of these analysis pursuit
algorithms. We show that after a finite number of iterations and for a given constant $c_0$, the reconstruction result $\hat{x}$ of AIHT, AHTP, ACoSaMP and ASP all satisfy

$$\|x - \hat{x}\|_2 \leq c_0 \|e\|_2,$$

under a RIP-like condition on $M$ and the assumption that we are given a good near optimal projection scheme. Note that this result is posed in terms of the signal error and not the one of the representation. The reason is that in the analysis model, unlike the synthesis one, we focus on the signal directly.

A recovery error bound is also given for the case where $x$ is only nearly $\ell$-cosparse. Similar results for the $\ell_1$ analysis appear in [24, 25]. More details about the relation between these papers and our results will be given in Section 4.4.

In addition to our theoretical results we demonstrate the performance of the four pursuit methods under a thresholding based simple projection scheme. Both our theoretical and empirical results show that linear dependencies in $W$ that result with a larger cosparsity in the signal $x$, lead to a better reconstruction performance. This suggests that, as opposed to the synthesis case, strong linear dependencies within $Ω$ are desired.

This chapter is organized as follows:

- In Section 4.1 we define the operator RIP (O-RIP) for the analysis model, proving that it has similar characteristics to the original RIP.

- In Section 4.2 the notion of near optimal projection is proposed and some nontrivial operators for which a tractable optimal projection exists are exhibited. Both the O-RIP and the near optimal projection are used throughout this chapter as a main force for deriving our theoretical results.

- In Section 4.3 the four pursuit algorithms for the cosparse analysis framework are defined, using a general recipe for converting synthesis methods into analysis ones.

- In Section 4.4 we derive the success guarantees for all the above algorithms in a unified way. Note that the provided results can be easily adapted to other union-of-subspaces models given near optimal projection schemes for them, in the same fashion done for IHT with an optimal projection scheme in [95]. The relation between the obtained results and existing work appears in this section as well.
• Empirical performance of these algorithms is demonstrated in Section 4.5 in the context of the cosparse signal recovery problem. We use a simple thresholding as the near optimal projection scheme in the greedy-like techniques.
• Section 4.6 discusses the presented results and concludes this chapter.

4.1 O-RIP Definition and its Properties

Before entering into the definition of the O-RIP, we bring some definitions and notations which are used throughout this chapter:

• \( \sigma_M \) is the largest singular value of \( M \), i.e., \( \sigma_M^2 = \| M^* M \|_2 \).
• Given a cosupport set \( \Lambda \), \( \Omega_\Lambda \) is a sub-matrix of \( \Omega \) with the rows that belong to \( \Lambda \).
• For given vectors \( v, z \in \mathbb{R}^d \) and an analysis dictionary \( \Omega \), cosupp(\( \Omega v \)) returns the co-support of \( \Omega v \) and cosupp(\( \Omega z, \ell \)) returns the index set of \( \ell \) smallest (in absolute value) elements in \( \Omega z \). If more than \( \ell \) elements are zero all of them are returned. In the case where the \( \ell \)-th smallest entry is equal to the \( \ell + 1 \) smallest entry, one of them is chosen arbitrarily.
• \( Q_\Lambda = I - \Omega_\Lambda^\dagger \Omega_\Lambda \) is the orthogonal projection onto the orthogonal complement of \( \text{range}(\Omega_\Lambda^*) \).
• \( P_\Lambda = I - Q_\Lambda = \Omega_\Lambda^\dagger \Omega_\Lambda \) is the orthogonal projection onto \( \text{range}(\Omega_\Lambda^*) \).
• A cosupport \( \Lambda \) has a corank \( r \) if \( \text{rank}(\Omega_\Lambda) = r \). A vector \( v \) has a corank \( r \) if its cosupport has a corank \( r \).
• \([p]\) denotes the set of integers \([1 \ldots p]\).
• \( \mathcal{L}_{\Omega, \ell} = \{ \Lambda \subseteq [p], |\Lambda| \geq \ell \} \) is the set of \( \ell \)-cosparse cosupports and \( \mathcal{L}_{\Omega, \text{corank}}^r = \{ \Lambda \subseteq [p], \text{rank}(\Omega_\Lambda) \geq r \} \) is the set of all cosupports with corresponding corank \( r \).
• \( \mathcal{W}_\Lambda = \text{span}^{-1}(\Omega_\Lambda) = \{ Q_\Lambda z, z \in \mathbb{R}^d \} \) is the subspace spanned by a cosparsity set \( \Lambda \).
• \( \mathcal{A}_{\Omega, \ell} = \bigcup_{\Lambda \in \mathcal{L}_{\Omega, \ell}} \mathcal{W}_\Lambda \) is the union of subspaces of \( \ell \)-cosparse vectors and \( \mathcal{A}_{\Omega, \text{corank}}^r = \bigcup_{\Lambda \in \mathcal{L}_{\Omega, \text{corank}}^r} \mathcal{W}_\Lambda \) is the union of subspaces of all vectors with corank \( r \). In the case that

---

\(^{1}\)By abuse of notation we use the same notation for the selection sub-matrices of rows and columns. The selection will be clear from the context since in analysis the focus is always on the rows and in synthesis on the columns.
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every $\ell$ rows of $\Omega$ are independent it is clear that $A_{\Omega,\ell} = A_{\Omega,\ell}^{\text{corank}}$. When it will be clear from the context, we will remove $\Omega$ from the subscript.

- $x \in \mathbb{R}^d$ denotes the original unknown $\ell$-cosparse vector and $\Lambda$ its cosupport.

- $v, u \in A_\ell$ are used to denote general $\ell$-cosparse vectors and $z \in \mathbb{R}^d$ is used to denote a general vector.

We now turn to define the O-RIP, which parallels the regular RIP as used in [28]. This property is very important for the study of the pursuit algorithms in this chapter and it holds for a large family of matrices $M$, as we will see hereafter.

**Definition 4.1.1** A matrix $M$ has the O-RIP with an operator $\Omega$ and a constant $\delta_\ell = \delta_{\Omega,\ell}^O$, if $\delta_{\Omega,\ell}^O$ is the smallest constant that satisfies

$$
(1 - \delta_{\Omega,\ell}^O) \|v\|_2^2 \leq \|Mv\|_2^2 \leq (1 + \delta_{\Omega,\ell}^O) \|v\|_2^2,
$$

whenever $\Omega v$ has at least $\ell$ zeroes.

Note that though $\delta_\ell$ is also a function of $\Omega$ we abuse notation and use the same symbol for the O-RIP as the regular RIP. It will be clear from the context which of them we refer to and what $\Omega$ is in use with the O-RIP.

A similar property that looks at the corank of the vectors can be defined as follows.

**Definition 4.1.2** A matrix $M$ has the corank-O-RIP with a constant $\delta_{\ell}^{\text{corank}}$, if $\delta_{\ell}^{\text{corank}}$ is the smallest constant that satisfies

$$
(1 - \delta_{\ell}^{\text{corank}}) \|u\|_2^2 \leq \|Mu\|_2^2 \leq (1 + \delta_{\ell}^{\text{corank}}) \|u\|_2^2
$$

whenever the corank of $u$ with respect to $\Omega$ is greater or equal to $r$.

The O-RIP, like the regular RIP, inherits several key properties. We present only those related to $\delta_\ell$, while very similar characteristics can be derived also for the corank-O-RIP. The first property we pose is an immediate corollary of the $\delta_\ell$ definition.

**Corollary 4.1.3** If $M$ has the O-RIP with a constant $\delta_\ell$ then

$$
\|MQ_\Lambda\|_2^2 \leq 1 + \delta_\ell
$$

for any $\Lambda \in \mathcal{L}_\ell$. 

4.1. O-RIP DEFINITION AND ITS PROPERTIES

Proof: Any $v \in \mathcal{A}_\ell$ can be represented as $v = Q_\Lambda z$ with $\Lambda \in \mathcal{L}_\ell$ and $z \in \mathbb{R}^d$. Thus, the O-RIP in (4.2) can be reformulated as

$$(1 - \delta_\ell) \|Q_\Lambda z\|_2^2 \leq \|M Q_\Lambda z\|_2^2 \leq (1 + \delta_\ell) \|Q_\Lambda z\|_2^2$$

(4.5)

for any $z \in \mathbb{R}^d$ and $\Lambda \in \mathcal{L}_\ell$. Since $Q_\Lambda$ is a projection $\|Q_\Lambda z\|_2^2 \leq \|z\|_2^2$. Combining this with the right inequality in (4.5) gives

$$\|M Q_\Lambda z\|_2^2 \leq (1 + \delta_\ell) \|z\|_2^2$$

(4.6)

for any $z \in \mathbb{R}^d$ and $\Lambda \in \mathcal{L}_\ell$. The first inequality in (4.4) follows from (4.6) by the definition of the spectral norm.

Lemma 4.1.4 For $\ell \leq \ell$ it holds that $\delta_\ell \leq \delta_{\ell'}$.

Proof: Since $\mathcal{A}_\ell \subseteq \mathcal{A}_{\ell'}$ the claim is immediate.

Lemma 4.1.5 $M$ has the O-RIP if and only if

$$\|Q_\Lambda (I - M^* M) Q_\Lambda\|_2 \leq \delta_\ell$$

(4.7)

for any $\Lambda \in \mathcal{L}_\ell$.

Proof: The proof is similar to the one of the regular RIP as appears in [45]. As a first step we observe that Definition 4.1.1 is equivalent to requiring

$$\|Mv\|_2^2 - \|v\|_2^2 \leq \delta_\ell \|v\|_2^2$$

(4.8)

for any $v \in \mathcal{A}_\ell$. The latter is equivalent to

$$\|M Q_\Lambda z\|_2^2 - \|Q_\Lambda z\|_2^2 \leq \delta_\ell \|Q_\Lambda z\|_2^2$$

(4.9)

for any set $\Lambda \in \mathcal{L}_\ell$ and any $z \in \mathbb{R}^d$, since $Q_\Lambda z \in \mathcal{A}_\ell$. Next we notice that

$$\|M Q_\Lambda z\|_2^2 - \|Q_\Lambda z\|_2^2 = z^* Q_\Lambda M^* M Q_\Lambda z - z^* Q_\Lambda z = (Q_\Lambda (M^* M - I) Q_\Lambda z, z).$$

Since $Q_\Lambda (M^* M - I) Q_\Lambda$ is Hermitian we have that

$$\max_z \frac{|(Q_\Lambda (M^* M - I) Q_\Lambda z, z)|}{\|z\|_2} = \|Q_\Lambda (M^* M - I) Q_\Lambda\|_2.$$  

(4.10)

Thus we have that Definition 4.1.1 is equivalent to (4.7) for any set $\Lambda \in \mathcal{L}_\ell$. 

\[\]
Corollary 4.1.6 If $M$ has the O-RIP then
\[ \|Q_{Q_1}(I - M^* M)Q_{Q_2}\|_2 \leq \delta_t, \] (4.11)
for any $Q_1$ and $Q_2$ such that $Q_1 \cap Q_2 \in \mathcal{L}_t$.

Proof: Since $Q_1 \cap Q_2 \subseteq Q_1$ and $Q_1 \cap Q_2 \subseteq Q_2$
\[ \|Q_{Q_1}(I - M^* M)Q_{Q_2}\|_2 \leq \|Q_{Q_2 \cap Q_1}(I - M^* M)Q_{Q_2 \cap Q_1}\|_2. \]
Using Lemma 4.1.5 completes the proof. \(\square\)

As we will see later, we need the O-RIP constant to be small. Thus, we are interested to
know for which matrices this holds true. In the synthesis case, where $\Omega$ is unitary and the O-
RIP is identical to the RIP, it was shown for certain family of random matrices, such as matrices
with Bernoulli or Subgaussian ensembles, that for any value of $\epsilon_k$ if $m \geq C_{\epsilon_k}k \log(m/k)$ then
$\delta_k \leq \epsilon_k$ [28, 76, 96], where $\delta_k$ is the RIP constant and $C_{\epsilon_k}$ is a constant depending on $\epsilon_k$ and $M$.
A similar result for the same family of random matrices holds for the analysis case. The result
is a special case of the result presented in [95].

Theorem 4.1.7 (Theorem 3.3 in [95]) Fix $\Omega \in \mathbb{R}^{p \times d}$ and let $M \in \mathbb{R}^{m \times d}$ be a random matrix such that for any $z \in \mathbb{R}^d$ and $0 < \epsilon \leq \frac{1}{3}$ it satisfies
\[ P \left( \left\| Mz \right\|_2^2 - \left\| z \right\|_2^2 \geq \epsilon \left\| Mz \right\|_2^2 \right) \leq e^{-\frac{C_M m \epsilon^2}{2}}, \] (4.12)
where $C_M > 0$ is a constant. For any value of $\epsilon_r > 0$, if
\[ m \geq \frac{32}{C_M \epsilon_r^2} \left( \log(\left| \mathcal{L}_r^{\text{corank}} \right|) + (d - r) \log(9/\epsilon_r) + t \right), \] (4.13)
then $\delta_r^{\text{corank}} \leq \epsilon_r$ with probability exceeding $1 - e^{-t}$.

The above theorem is important since it shows that a large family of random matrices –
similar to those having the RIP with high probability\(^2\) – has a small O-RIP constant with high
probability. In a recent work it was even shown that by randomizing the signs of the columns

\(^2\)Note that, depending on $\Omega$, the family of random matrices that have the RIP with high probability may not
coincide with the family of random matrices that have the O-RIP with high probability. For example, take $M$ a
partial random Fourier matrix (known to have RIP), $\Omega$ the orthogonal Fourier basis and select any vector in
the Fourier basis. With reasonably high probability, this vector is not included in the selected rows and will be
orthogonal to all rows of $M$. Thus, the O-RIP will not hold with any constant smaller than 1.
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in the matrices that have the RIP we get new matrices that also have the RIP [97]. A similar process can be carried also with the O-RIP matrices. Thus, requiring the O-RIP constant to be small, as will be done hereafter, is legitimate.

For completeness we present a proof for theorem 4.1.7 in Appendix B.1 using the proof techniques in [76, 96, 98]. We include in it also the proof of Theorem 4.1.8 to follow. In the case that \( \Omega \) is in general position \( |\mathcal{L}_{r_{\text{corank}}}^r| = \binom{p}{r} \leq \left( \frac{ep}{p-r} \right)^{p-r} \) (inequality is by Stirling’s formula) and thus \( m \geq (p - r) \log \left( \frac{ep}{p-r} \right) \). Since we want \( m \) to be smaller than \( d \) we need \( p - r \) to be smaller than \( d \). This limits the size of \( p \) for \( \Omega \) since \( r \) cannot be greater than \( d \). Thus, we present a variation of the theorem which states the results in terms of \( \delta_\ell \) and \( \ell \) instead of \( \ell_{r_{\text{corank}}} \) and \( r \). The following theorem is also important because of the fact that our theoretical results are in terms of \( \delta_\ell \) and not \( \ell_{r_{\text{corank}}} \). It shows that \( \delta_\ell \) is small in the same family of matrices that guarantees \( \ell_{r_{\text{corank}}} \) to be small.

**Theorem 4.1.8** Under the same setup of Theorem 4.1.7, for any \( \epsilon_\ell > 0 \) if

\[
m \geq \frac{32}{C_M \epsilon_\ell^2} \left( (p - \ell) \log \left( \frac{9p}{(p - \ell) \epsilon_\ell} \right) + 1 \right),
\]

then \( \delta_\ell \leq \epsilon_\ell \) with probability exceeding \( 1 - e^{-1} \).

We note that when \( \Omega \) is in general position, \( \ell \) cannot be greater than \( d \) and thus \( p \) cannot be greater than \( 2d \) [23]. For this reason, if we want to have large values for \( p \) we should allow linear dependencies between the rows of \( \Omega \). In this case the cosparsity of the signal can be greater than \( d \). This explains why linear dependencies are a favorable thing in analysis dictionaries [86]. In Section 4.5 we shall see that also empirically we get a better recovery when \( \Omega \) contains linear dependencies.

### 4.2 Near Optimal Projections

As we will see hereafter, in the proposed algorithms we will face the following problem: Given a general vector \( z \in \mathbb{R}^d \), we would like to find an \( \ell \)-cosparse vector that is closest to it in the \( \ell_2 \)-norm sense. In other words, we would like to project the vector to the closest \( \ell \)-cosparse subspace. Given the cosupport \( \Lambda \) of this space the solution is simply \( Q_\Lambda z \). Thus, the problem of finding the closest \( \ell \)-cosparse vector turns to be the problem of finding the cosupport of the closest \( \ell \)-cosparse subspace. We denote the procedure of finding this cosupport by

\[
S^*_\ell(z) = \arg \min_{\Lambda \in \mathcal{L}_\ell} ||z - Q_\Lambda z||_2^2.
\]

(4.15)
In the representation domain in the synthesis case, the support of the closest $k$-sparse subspace is found simply by hard thresholding, i.e., taking the support of the $k$-largest elements. However, in the analysis case calculating (4.15) is NP-complete with no efficient method for doing it for a general $\Omega$ [99]. Thus an approximation procedure $\hat{S}_\ell$ is needed. For this purpose we introduce the definition of a near-optimal projection [5].

**Definition 4.2.1** A procedure $\hat{S}_\ell$ implies a near-optimal projection $Q_{\hat{S}_\ell}(\cdot)$ with a constant $C_\ell$ if for any $z \in \mathbb{R}^d$

$$\left\| z - Q_{\hat{S}_\ell}(z) z \right\|_2^2 \leq C_\ell \left\| z - Q_{\hat{S}^*_\ell}(z) z \right\|_2^2.$$

(4.16)

A clear implication of this definition is that if $\hat{S}_\ell$ implies a near-optimal projection with a constant $C_\ell$ then for any vector $z \in \mathbb{R}^d$ and an $\ell$-cosparse vector $v \in \mathbb{R}^d$

$$\left\| z - Q_{\hat{S}_\ell}(z) z \right\|_2^2 \leq C_\ell \left\| z - v \right\|_2^2.$$

(4.17)

Similarly to the O-RIP, the above discussion can be directed also for finding the closest vector with corank $r$ defining $S_{\text{corank}}^r$ and near optimal projection for this case in a very similar way to (4.15) and Definition 4.2.1 respectively.

Having a near-optimal cosupport selection scheme for a general operator is still an open problem and we leave it for a future work. It is possible that this is also NP-complete. We start by describing a simple thresholding rule that can be used with any operator. Even though it does not have any known (near) optimality guarantee besides the case of unitary operators, the numerical section will show it performs well in practice. Then we present two tractable algorithms for finding the optimal cosupport for two non-trivial analysis operators, the one dimensional finite difference operator $\Omega_{\text{1D-DIF}}$ [100] and the fused Lasso operator $\Omega_{\text{FUS}}$ [101].

Later in the chapter, we propose theoretical guarantees for algorithms that use operators that has an optimal or a near-optimal cosupport selection scheme. We leave the theoretical study of the thresholding technique for a future work but demonstrate its performance empirically in Section 4.5 where this rule is used showing that also when near-optimality is not at hand reconstruction is feasible.

### 4.2.1 Cosupport Selection by Thresholding

One intuitive option for cosupport selection is the simple thresholding

$$\hat{S}_\ell(z) = \text{cosupp}(\Omega z, \ell),$$

(4.18)
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Figure 4.1: Comparison between projection using thresholding cosupport selection and optimal cosupport selection. As it can be seen the thresholding projection error is much larger than the optimal projection error by a factor much larger than 1

which selects as a cosupport the indices of the $\ell$ smallest elements after applying $\Omega$ on $z$. As mentioned above, this selection method is optimal for unitary analysis operators where it coincides with the hard thresholding used in synthesis. However, in the general case this selection method is not guaranteed to give the optimal cosupport. Its near optimality constant $C_\ell$ is not close to one and is equal to the fraction of the largest and smallest singular values (which are not zero) of the submatrices composed of $\ell$ rows from $\Omega$ [5].

One example for an operator for which the thresholding is sub-optimal is the 1D-finite
difference operator $\Omega_{1D-DIF}$. This operator is defined as:

$$
\Omega_{1D-DIF} = \begin{pmatrix}
-1 & 1 & \cdots \\
\vdots & -1 & 1 \\
& \ddots & \\
& & -1 & 1
\end{pmatrix}
$$

(4.19)

In this case, given a signal $z$, applying $\Omega_{1D-DIF}$ on it, results with a vector of coefficients that represents the differences in the signal. The thresholding selection method selects the indices of the $\ell$ smallest elements in $\Omega z$ as the cosupport.

To demonstrate the sub-optimality of thresholding for $\Omega_{1D-DIF}$ we use the signal $z \in \mathbb{R}^{201}$ in Fig 4.1(a) as an example. It contains 100 times one, 100 times minus one and 1.5 as the last element. Note that thresholding provides a non-optimal cosupport estimate even in the simple case of $\ell = 199$. It selects the cosupport to be the first 199 coefficients in $\Omega_{1D-DIF} z$ that appears in Fig 4.1(b). This selected cosupport implies that the first 200 entries in the projected vector should equal each other. Since orthogonal projection minimizes the $\ell_2$ distance between the projected vector and the original vector, the value of these entries would be zero which is the average of the first 200 entries of $z$. The projected vector is presented in Fig 4.1(c). Its error in the $\ell_2$-norm sense is $\sqrt{200}$. By selecting the cosupport to be the first 99 elements and last 100 elements we result with the projected vector in Fig. 4.1(d), which has a projection error 2.491. As this error is smaller than the one of thresholding, it is clear that thresholding is sub-optimal for $\Omega_{1D-DIF}$. In a similar way it is also sub-optimal for the 2D-finite difference operator $\Omega_{2D-DIF}$ that returns the vertical and horizontal differences of a two dimensional signal.

Although thresholding is not an optimal selection scheme, it can still be used in practice with operators that are not known to have an efficient optimal or good near-optimal cosupport selection program. The use of thresholding with $\Omega_{2D-DIF}$ and frames, which are both examples for such operators, is illustrated in Section 4.5 demonstrating that also when a good projection is not at hand, good reconstruction is still possible.

### 4.2.2 Optimal Analysis Projection Operators

As mentioned above, in general it would appear that determining the optimal projection is computationally difficult with the only general solution being to fully enumerate the projections onto all possible cosupports. Here we highlight two cases where it is relatively easy (polynomial complexity) to calculate the optimal cosparse projection.
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Case 1: 1D Finite Difference

For the 1D finite difference operator the analysis operator is not redundant \((p = d - 1)\) but neither is it invertible. As we have seen, a simple thresholding does not provide us with the optimal cosparse projection. Thus, in order to determine the best \(\ell\)-cosparse approximation for a given vector \(z\) we take another route and note that we are looking for the closest (in the \(\ell_2\)-norm sense to \(z\)) piecewise constant vector with \(p - \ell\) change-points. This problem has been solved previously in the signal processing literature using dynamic programming (DP), see for example [100]. Thus for this operator it is possible to calculate the best cosparse representation in \(O(d^2)\) operations. The existence of a DP solution follows from the ordered localized nature of the finite difference operator. To the best of our knowledge, there is no known extension to 2D finite difference.

Case 2: Fused Lasso Operator

A redundant operator related to the 1D finite difference operator is the so-called fused Lasso operator, usually used with analysis \(\ell_1\)-minimization [101]. This usually takes the form:

\[
\Omega_{\text{FUS}} = \begin{pmatrix}
\Omega_{1D-DIF} \\
\ell I
\end{pmatrix}.
\] (4.20)

Like \(\Omega_{1D-DIF}\) this operator works locally and therefore we can expect to derive a DP solution to the approximation problem. This is presented below.

Remark 4.2.2 Note that in terms of the cosparsity model the \(\epsilon\) parameter plays no role. This is in contrast to the traditional convex optimization solutions where the value of \(\epsilon\) is pivotal [25]. It is possible to mimic the \(\epsilon\) dependence within the cosparsity framework by considering a generalized fused Lasso operator of the form:

\[
\Omega_{\epsilon\text{FUS}} = \begin{pmatrix}
\Omega_{1D-DIF} \\
\Omega_{1D-DIF} \\
\vdots \\
\Omega_{1D-DIF} \\
I
\end{pmatrix}.
\] (4.21)

where the number of repetitions of the \(\Omega_{1D-DIF}\) operator (and possibly the \(I\) operator) can be selected to mimic a weight on the number of nonzero coefficients of each type. For simplicity we only consider the case indicated by (4.20)
A Recursive Solution to the Optimal Projection for $\Omega_{\text{FUS}}$

Rather than working directly with the operator $\Omega_{\text{FUS}}$ we make use of the following observation. An $\ell$-cosparse vector $v$ (or $k$-sparse vector) for $\Omega_{\text{FUS}}$ is a piecewise constant vector with $k_1$ change points and $k_2$ non-zero entries such that $k_1 + k_2 = k = p - \ell$, where $p = 2d - 1$.

To understand better the relation between $k_1$ and $k_2$, notice that $k_1 = 0$ implies equality of all entries, so $k_2 = 0$ or $d$, hence $\ell = p$ or $d - 1$. Conversely, considering $d \leq \ell < p$ or $0 \leq \ell < d - 1$ implies $k_1 \neq 0$. It also implies that there is at least one nonzero value, hence $k_2 \neq 0$.

Thus, an $\ell$-cosparse vector $v$ for $\Omega_{\text{FUS}}$ can be parameterized in terms of a set of change points, $\{n_i\}_{i=0:k_1+1}$, and a set of constants, $\{\mu_i\}_{i=1:k_1+1}$, such that:

$$v_j = \mu_i, n_{i-1} < j \leq n_i$$  \hspace{1cm} (4.22)

with the convention that $n_0 = 0$ and $n_{k_1+1} = d$, unless stated otherwise. We will also make use of the indicator vector, $s$, defined as:

$$s_i = \begin{cases} 0 & \text{if } \mu_i = 0, \\ 1 & \text{otherwise} \end{cases} \quad \text{for } 1 \leq i \leq k_1 + 1. \hspace{1cm} (4.23)$$

Using this alternative parametrization we can write the minimum distance between a vector $z$ and the set of $k$-sparse fused Lasso coefficients as:

$$F_k(z) = \min_{1 \leq k_1 \leq k} \min_{\{n_i\}_{i=0:k_1+1}} \min_{\{\mu_i\}_{i=1:k_1+1}} \min_{n_1 < d} \sum_{i=1}^{k_1+1} \sum_{j=n_{i-1}+1}^{n_i} (z_j - \mu_i)^2,$$

subject to \( \sum_{i=1}^{k_1+1} s_i(n_i - n_{i-1}) = k - k_1 \).  \hspace{1cm} (4.24)

Although this looks a formidable optimization task we now show that it can be computed recursively through a standard DP strategy, modifying the arguments in [100].

Let us define the optimal cost, $I_k(L, \omega, k_1)$, for the vector $[z_1, \ldots, z_L]^T$ with $k_1$ change points and $s_{k_1+1} = \omega$, as:

$$I_k(L, \omega, k_1) = \min_{\{n_i\}_{i=1:k_1}} \min_{\{s_i\}_{i=1:k_1+1}} \min_{n_1 < L, n_{k_1+1} = L} \sum_{i=1}^{k_1+1} \sum_{j=n_{i-1}+1}^{n_i} (z_j - \mu_i)^2,$$

subject to \( \sum_{i=1}^{k_1+1} s_i(n_i - n_{i-1}) = k - k_1 \)  \hspace{1cm} (4.25)

and $\mu_i = \frac{s_i}{n_i - n_{i-1}} \sum_{l=n_{i-1}+1}^{n_i} z_l$.
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where we have set \( \mu_i \) to the optimal sample means. Notice that calculating \( I_k(L, \omega, k_1) \) is easy for \( k_1 \leq k \leq 1 \). Thus, we calculate it recursively considering two separate scenarios:

**Case 1:** \( \omega = 0 \) where the last block of coefficients are zero. This gives:

\[
I_k(L, 0, k_1) = \min_{n_{k_1} < L} \left( \sum_{j=n_{k_1}+1}^{L} (z_j)^2 + \min_{\{s_i\}_{i=1}^{n_{k_1}+1}} \sum_{j=n_{k_1}+1}^{k_1} \sum_{i=1}^{n_{k_1}} (z_j - \mu_i)^2 \right),
\]

subject to \( \sum_{i=1}^{k_1} s_i(n_i - n_{i-1}) = (k - 1) - (k_1 - 1) \)

and \( \mu_i = \frac{s_i}{n_i - n_{i-1}} \sum_{j=n_{i-1}+1}^{n_i} z_j \).

(noting that if \( s_{k_1+1} = 0 \) then \( s_{k_1} = 1 \) since otherwise \( n_{k_1} \) would not have been a change point). This simplifies to the recursive formula:

\[
I_k(L, 0, k_1) = \min_{n_{k_1} < L} \left( \sum_{j=n_{k_1}+1}^{L} (z_j)^2 + I_{k-1}(n_{k_1}, 1, k_1 - 1) \right)
\]

**Case 2:** \( \omega = 1 \) when the final block of coefficients are non-zero we have:

\[
I_k(L, 1, k_1) = \min_{n_{k_1} < L} \left( \sum_{j=n_{k_1}+1}^{L} (z_j - \mu_{k_1+1})^2 + \min_{\{s_i\}_{i=1}^{n_{k_1}+1}} \sum_{j=n_{k_1}+1}^{k_1} \sum_{i=1}^{n_{k_1}} (z_j - \mu_i)^2 \right),
\]

subject to \( \sum_{i=1}^{k_1} s_i(n_i - n_{i-1}) = (k - L + n_{k_1} - 1) - (k_1 - 1) \)

and \( \mu_i = \frac{s_i}{n_i - n_{i-1}} \sum_{j=n_{i-1}+1}^{n_i} z_j \).

This simplifies to the recursive relationship:

\[
I_k(L, 1, k_1) = \min_{n_{k_1} < L} \left( \sum_{j=n_{k_1}+1}^{L} (z_j - \mu_{k_1+1})^2 + I_{k-L+n_{k_1}-1}(n_{k_1}, s_{k_1}, k_1 - 1) \right)
\]

subject to \( \mu_{k_1+1} = \sum_{l=n_{k_1}+1}^{L} z_l / (L - n_{k_1}) \)

Equations (4.27) and (4.29) are sufficient to enable the calculation of the optimal projection in polynomial time, starting with \( k_1 \leq k \leq 1 \) and recursively evaluating the costs for \( k \geq k_1 \geq 1 \). Finally, we have \( F_k(z) = \min_{k_1 \leq k, \omega \in \{0, 1\}} I_k(d, \omega, k_1) \).
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<table>
<thead>
<tr>
<th>Synthesis operation name</th>
<th>Synthesis operation</th>
<th>Analysis operation name</th>
<th>Analysis operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support selection</td>
<td>Largest $k$ elements: $T = \text{supp}(\cdot, k)$</td>
<td>Cosupport selection</td>
<td>Using a near optimal projection: $\Lambda = \hat{S}_T(\cdot)$</td>
</tr>
<tr>
<td>Orthogonal Projection of $z$ to a $k$-sparse subspace with support $T$</td>
<td>$z_T$</td>
<td>Orthogonal projection of $z$ to an $\ell$-cosparse subspace with cosupport $\Lambda$</td>
<td>$Q_\Lambda z$</td>
</tr>
<tr>
<td>Objective aware projection to a $k$-sparse subspace with support $T$</td>
<td>$M_T^* y = \text{argmin}_v | y - Mv |<em>2$ s.t. $v</em>{T^C} = 0$</td>
<td>Objective aware projection to an $\ell$-cosparse subspace with cosupport $\Lambda$</td>
<td>$\text{argmin}_v | y - Mv |<em>2^2$ s.t. $\Omega</em>\Lambda v = 0$</td>
</tr>
<tr>
<td>Support of $v_1 + v_2$ where $\text{supp}(v_1) = T_1$ and $\text{supp}(v_2) = T_2$</td>
<td>$\text{supp}(v_1 + v_2) \subseteq T_1 \cup T_2$</td>
<td>Cosupport of $v_1 + v_2$ where $\text{cosupp}(v_1) = \Lambda_1$ and $\text{cosupp}(v_2) = \Lambda_2$</td>
<td>$\text{cosupp}(v_1 + v_2) \supseteq \Lambda_1 \cap \Lambda_2$</td>
</tr>
<tr>
<td>Maximal size of $T_1 \cup T_2$ where $</td>
<td>T_1</td>
<td>\leq k_1$ and $</td>
<td>T_2</td>
</tr>
</tbody>
</table>

Table 4.1: Parallel synthesis and analysis operations

4.3 New Analysis Algorithms

4.3.1 Analysis Greedy-Like Methods

Given the synthesis greedy-like pursuits, we would like to define their analysis counterparts. For this task we need to ‘translate’ each synthesis operation into an analysis one. This gives us a general recipe for converting algorithms between the two schemes. The parallel lines between the schemes are presented in Table 4.1. Those become more intuitive and clear when we keep in mind that while the synthesis approach focuses on the non-zeros, the analysis concentrates on the zeros.
For clarity we dwell a bit more on the equivalences. For the cosupport selection, as mentioned in Section 4.2, computing the optimal cosupport is a combinatorial problem and thus the approximation $\hat{S}_{\ell}$ is used. Having a selected cosupport $\Lambda$, the projection to its corresponding cosparse subspace becomes trivial, given by $Q_{\Lambda}$.

Given two vectors $v_1 \in \mathcal{A}_{\ell_1}$ and $v_2 \in \mathcal{A}_{\ell_2}$ such that $\Lambda_1 = \text{cosupp}(\Omega v_1)$ and $\Lambda_2 = \text{cosupp}(\Omega v_2)$, we know that $|\Lambda_1| \geq \ell_1$ and $|\Lambda_2| \geq \ell_2$. Denoting $T_1 = \text{supp}(\Omega v_1)$ and $T_2 = \text{supp}(\Omega v_2)$ it is clear that $\text{supp}(\Omega(v_1 + v_2)) \subseteq T_1 \cup T_2$. Noticing that $\text{supp}(\cdot) = \text{cosupp}(\cdot)^C$ it is clear that $|T_1| \leq p - \ell_1$, $|T_2| \leq p - \ell_2$ and $\text{cosupp}(\Omega(v_1 + v_2)) \supseteq (T_1 \cup T_2)^C = T_1^C \cap T_2^C = \Lambda_1 \cap \Lambda_2$. From the last equality we can also deduce that $|\Lambda_1 \cap \Lambda_2| = p - |T_1 \cup T_2| \geq p - (p - \ell_1) - (p - \ell_2) = \ell_1 + \ell_2 - p$.

With the above observations we can develop the analysis versions of the greedy-like algorithms. As in the synthesis case, we do not specify a stopping criterion. Any stopping criterion used for the synthesis versions can be used also for the analysis ones.

**Algorithm 4** Analysis Iterative Hard Thresholding (AIHT) and Analysis Hard Thresholding Pursuit (AHTP)

**Input:** $\ell, M, \Omega, y$ where $y = Mx + e$, $\ell$ is the cosparsity of $x$ under $\Omega$ and $e$ is the additive noise.

**Output:** $\hat{x}_{\text{AIHT}}$ or $\hat{x}_{\text{AHTP}}$: $\ell$-cosparse approximation of $x$.

Initialize estimate $\hat{x}^0 = 0$ and set $t = 0$.

while halting criterion is not satisfied do

$t = t + 1$.

Perform a gradient step: $x_g = \hat{x}_{t-1} + \mu^t M^*(y - MX_{t-1})$.

Find a new cosupport: $\hat{\Lambda}^t = \hat{S}_{\ell}(x_g)$.

Calculate a new estimate: $\hat{x}_{\text{AIHT}}^t = Q_{\hat{\Lambda}^t} x_g$ for AIHT, and $\hat{x}_{\text{AHTP}}^t = \arg\min_{\tilde{x}} \|y - M\tilde{x}\|_2^2$ s.t. $\Omega_{\hat{\Lambda}^t} x = 0$ for AHTP.

end while

Form the final solution $\hat{x}_{\text{AIHT}} = \hat{x}_{\text{AIHT}}^T$ for AIHT and $\hat{x}_{\text{AHTP}} = \hat{x}_{\text{AHTP}}^T$ for AHTP.

**AIHT and AHTP:** Analysis IHT (AIHT) and analysis HTP (AHTP) are presented in Algorithm 4. As in the synthesis case, the choice of the gradient stepsize $\mu^t$ is crucial: If $\mu^t$s are chosen too small, the algorithm gets stuck at a wrong solution and if too large, the algorithm diverges. We consider two options for $\mu^t$.

In the first we choose $\mu^t = \mu$ for some constant $\mu$ for all iterations. A theoretical discussion
on how to choose $\mu$ properly is given in Section 4.4.1.

The second option is to select a different $\mu$ in each iteration. One way for doing it is to choose an 'optimal' stepsize $\mu^t$ by solving the following problem

$$\mu^t := \arg\min_{\mu} \| y - M\hat{x}_t \|^2_2. \quad (4.30)$$

Since $\hat{\Lambda}^t = \hat{S}_t(\hat{x}_{t-1} + \mu^t M^t(y - M\hat{x}_{t-1}))$ and $\hat{x}_t = Q_{\hat{\Lambda}_t}(x_g)$, the above requires a line search over different values of $\mu$ and along the search $\hat{\Lambda}^t$ might change several times. A simpler way is an adaptive step size selection as proposed in [64] for IHT. In a heuristical way we limit the search to the cosupport $\tilde{\Lambda} = \hat{S}_t(M^t(y - M\hat{x}_{t-1})) \cap \hat{\Lambda}^t$. This is the intersection of the cosupport of $\hat{x}_{t-1}$ with the $\ell$-cosparse cosupport of the estimated closest $\ell$-cosparse subspace to $M^t(y - M\hat{x}_{t-1})$. Since $\hat{x}_{t-1} = Q_{\hat{\Lambda}} \hat{x}_{t-1}$, finding $\mu$ turns to be

$$\mu^t := \arg\min_{\mu} \| y - M(\hat{x}_{t-1} + \mu Q_{\hat{\Lambda}_t} M^t(y - M\hat{x}_{t-1})) \|^2_2. \quad (4.31)$$

This procedure of selecting $\mu^t$ does not require a line search and it has a simple closed form solution.

To summarize, there are three main options for the step size selection:

- Constant step-size selection – uses a constant step size $\mu^t = \mu$ in all iterations.
- Optimal changing step-size selection – uses different values for $\mu^t$ in each iterations by minimizing $\| y - M\hat{x}_t \|^2_2$.

ACoSaMP and ASP: analysis CoSaMP (ACoSaMP) and analysis SP (ASP) are presented in Algorithm 5. The stages are parallel to those of the synthesis CoSaMP and SP. We dwell a bit more on the meaning of the parameter $a$ in the algorithms. This parameter determines the size of the new cosupport $\Lambda_a$ in each iteration. $a = 1$ means that the size is $\ell$ and according to Table 4.1 it is equivalent to $a = 1$ in the synthesis as done in SP in which we select new $k$ indices for the support in each iteration. In synthesis CoSaMP we use $a = 2$ and select $2k$ new elements. $2k$ is the maximal support size of two added $k$-sparse vectors. The corresponding minimal size in the analysis case is $2\ell - p$ according to Table 4.1. For this setting we need to choose $a = \frac{2\ell - p}{\ell}$.
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**Algorithm 5** Analysis Subspace Pursuit (ASP) and Analysis CoSaMP (ACoSaMP)

**Input:** $\ell, M, \Omega, y, a$ where $y = Mx + e$, $\ell$ is the cosparsity of $x$ under $\Omega$ and $e$ is the additive noise.

**Output:** $\hat{x}_{\text{ACoSaMP}}$ or $\hat{x}_{\text{ASP}}$: $\ell$-cosparsel approximation of $x$.

Initialize the cosupport $\Lambda^0 = \{i, 1 \leq i \leq p\}$, the residual $y^0_{\text{resid}} = y$ and set $t = 0$.

while halting criterion is not satisfied do
  $t = t + 1$.

  Find new cosupport elements: $\Lambda^t = \hat{S}_t(\mathbf{M}^*y^t_{\text{resid}})$.

  Update the cosupport: $\hat{\Lambda}^t = \hat{\Lambda}^{t-1} \cap \Lambda^t$.

  Compute a temporary estimate: $w = \arg\min_{\tilde{x}} \| y - \mathbf{M}\tilde{x} \|_2^2$ s.t. $\Omega_{\hat{\Lambda}}\tilde{x} = 0$.

  Enlarge the cosupport: $\hat{\Lambda}^t = \hat{S}_t(w)$.

  Calculate a new estimate: $\hat{x}^t_{\text{ACoSaMP}} = Q_{\hat{\Lambda}}w$ for ACoSaMP, and $\hat{x}^t_{\text{ASP}} = \arg\min_{\tilde{x}} \| y - \mathbf{M}\tilde{x} \|_2^2$ s.t. $\Omega_{\hat{\Lambda}}\tilde{x} = 0$ for ASP.

  Update the residual: $y^t_{\text{resid}} = y - \mathbf{M}\hat{x}^t_{\text{ACoSaMP}}$ for ACoSaMP, and $y^t_{\text{resid}} = y - \mathbf{M}\hat{x}^t_{\text{ASP}}$ for ASP.

end while

Form the final solution $\hat{x}_{\text{ACoSaMP}} = \hat{x}^t_{\text{ACoSaMP}}$ for ACoSaMP and $\hat{x}_{\text{ASP}} = \hat{x}^t_{\text{ASP}}$ for ASP.

4.3.2 The Unitary Case

For $\Omega = \mathbf{I}$ the synthesis and the analysis greedy-like algorithms become equivalent. This is easy to see since in this case we have $p = d, k = d - \ell, \Lambda = T^C, Q_\Lambda x = x_\ell$ and $T_1 \cup T_2 = \Lambda_1 \cap \Lambda_2$ for $\Lambda_1 = T^C_1$ and $\Lambda_2 = T^C_2$. In addition, $\hat{S}_\ell = S^*_\ell$ finds the closest $\ell$-cosparsel subspace by simply taking the smallest $\ell$ elements. Using similar arguments, also in the case where $\Omega$ is a unitary matrix the analysis methods coincide with the synthesis ones. In order to get exactly the same algorithms $A$ is replaced with $\mathbf{M}\Omega^*$ in the synthesis techniques and the output is multiplied by $\Omega^*$.

Based on this observation, we can deduce that in this case the guarantees of the synthesis greedy-like methods apply also for the analysis ones in a trivial way. Thus, it is tempting to assume that the last should have similar guarantees based on the O-RIP. In the next section we develop such claims.
4.3.3 Relaxed Versions for High Dimensional Problems

Before moving to the next section we mention a variation of the analysis greedy-like techniques. In AHTP, ACoSaMP and ASP we need to solve the constrained minimization problem
\[ \min_{\tilde{x}} \| y - M\tilde{x} \|_2^2 \quad \text{s.t.} \quad \| \Omega \tilde{x} \|_2^2 = 0. \]
For high dimensional signals this problem is hard to solve and we suggest to replace it with minimizing
\[ \| y - M\tilde{x} \|_2^2 + \lambda \| \Omega \tilde{x} \|_2^2, \]
where \( \lambda \) is a relaxation constant. This results in a relaxed version of the algorithms. We refer hereafter to these versions as relaxed AHTP (RAHTP) relaxed ASP (RASP) and relaxed ACoSaMP (RACoSaMP).

4.4 Performance Guarantees

In this section we provide theoretical guarantees for the reconstruction performance of the analysis greedy-like methods. For AIHT and AHTP we study both the constant step-size and the optimal step-size selections. For ACoSaMP and ASP the analysis is made for \( a = \frac{2\ell - p}{\epsilon} \), but we believe that it can be extended also to other values of \( a \), such as \( a = 1 \). The performance guarantees we provide are summarized in the following two theorems. The first theorem, for AIHT and AHTP, is a simplified version of Theorem 4.4.5 and the second theorem, for ASP and ACoSaMP, is a combination of Corollaries 4.4.9 and 4.4.14, all of which appear hereafter along with their proofs. Before presenting the theorems we recall the problem we aim at solving:

**Definition 4.4.1 (Problem \( \mathcal{P}\text{-Analysis} \))** Consider a measurement vector \( y \in \mathbb{R}^m \) such that \( y = Mx + e \), where \( x \in \mathbb{R}^d \) is \( \ell \)-cosparse, \( M \in \mathbb{R}^{m \times d} \) is a degradation operator and \( e \in \mathbb{R}^m \) is a bounded additive noise. The largest singular value of \( M \) is \( \sigma_M \) and its O-RIP constant is \( \delta_\ell \). The analysis operator \( \Omega \in \mathbb{R}^{p \times d} \) is given and fixed. A procedure \( \hat{S}_\ell \) for finding a cosupport that implies a near optimal projection with a constant \( C_\ell \) is assumed to be at hand. Our task is to recover \( x \) from \( y \). The recovery result is denoted by \( \hat{x} \).

**Theorem 4.4.2 (Stable Recovery of AIHT and AHTP)** Consider the problem \( \mathcal{P}\text{-Analysis} \) and apply either AIHT or AHTP with a certain constant step-size or an optimal changing step-size, obtaining \( \hat{x}^t \) after \( t \) iterations. If
\[
\frac{(C_\ell - 1)\sigma_M^2}{C_\ell} < 1 \quad \text{(4.32)}
\]
and
\[
\delta_{2\ell - p} < \delta_1(C_\ell, \sigma_M^2),
\]

The recovery result is denoted by \( \hat{x} \).
where \( \delta_1(C, \sigma_M^2) \) is a constant guaranteed to be greater than zero whenever (4.32) is satisfied and \( C_1 \) is the near-optimal projection constant for cosparsity \( \ell \) (Definition 4.2.1), then after a finite number of iterations \( t^* \)

\[
\| x - \hat{x}^t \|_2 \leq c_1 \| e \|_2 ,
\]

implying that these algorithms lead to a stable recovery. The constant \( c_1 \) is a function of \( \delta_2 t - p, C_1 \) and \( \sigma_M^2 \) and the constant step-size used is dependent on \( \delta_1(C, \sigma_M^2) \).

**Theorem 4.4.3 (Stable Recovery of ASP and ACoSaMP)** Consider the problem \( \mathcal{P} \)-Analysis and apply either ACoSaMP or ASP with \( a = \frac{2t - p}{t} \), obtaining \( \hat{x}^t \) after \( t \) iterations. If

\[
\frac{(C_S^2 - 1)\sigma_M^2}{C_S^2} < 1 ,
\]

and

\[
\delta_4 t - 3p < \delta_2(C_S, \sigma_M^2),
\]

where \( C_S = \max(C_1, C_{2t - p}) \) and \( \delta_2(C_S, \sigma_M^2) \) is a constant guaranteed to be greater than zero whenever (4.34) is satisfied, then after a finite number of iterations \( t^* \)

\[
\| x - \hat{x}^t \|_2 \leq c_2 \| e \|_2 ,
\]

implying that these algorithms lead to a stable recovery. The constant \( c_2 \) is a function of \( \delta_4 t - 3p, C_1, C_{2t - p} \) and \( \sigma_M^2 \).

Before we proceed to the proofs, let us comment on the constants in the above theorems. Their values can be calculated using Theorem 4.4.5, and Corollaries 4.4.9 and 4.4.14. In the case where \( \Omega \) is a unitary matrix, (4.32) and (4.34) are trivially satisfied since \( C_1 = C_{2t - p} = 1 \). In this case the O-RIP conditions become \( \delta_2 t - p < \delta_1(1, \sigma_M^2) = 1/3 \) for AIHT and AHTP, and \( \delta_4 t - 3p < \delta_2(1, \sigma_M^2) = 0.0156 \) for ACoSaMP and ASP. In terms of synthesis RIP for \( M\Omega^* \), the condition \( \delta_2 t - p < 1/3 \) parallels \( \delta_2(\mathbf{M}\Omega^*) < 1/3 \) and similarly \( \delta_4 t - 3p < 0.0156 \) parallels \( \delta_4(\mathbf{M}\Omega^*) < 0.0156 \). Note that the condition we pose for AIHT and AHTP in this case is the same as the one presented for synthesis IHT with a constant step size [102]. Better reference constants were achieved in the synthesis case for all four algorithms and thus we believe that there is still room for improvement of the reference constants in the analysis context.

In the non-unitary case, the value of \( \sigma_M \) plays a vital role, though we believe that this is just an artifact of our proof technique. For a random Gaussian matrix whose entries are i.i.d with
a zero-mean and a variance $\frac{1}{m}$, $\sigma_M^2$ behaves like $d\left(1 + \sqrt{\frac{d}{m}}\right)$. This is true also for other types of distributions for which the fourth moment is known to be bounded [103]. For example, for $d/m = 1.5$ we have found empirically that $\sigma_M^2 \simeq 5$. In this case we need $C_\ell \leq \frac{5}{4}$ for (4.32) to hold and $C_\mathcal{S} \leq 1.118$ for (4.34) to hold, and both are quite demanding on the quality of the near-optimal projection. For $C_\ell = C_\mathcal{S} = 1.05$ we have the conditions $\delta_{2\ell-p} \leq 0.289$ for AIHT and AHTP, and $\delta_{4\ell-3p} \leq 0.0049$ for ACoSaMP and ASP; and for $C_\ell = C_\mathcal{S} = 1.1$ we have $\delta_{2\ell-p} \leq 0.24$ for AIHT and AHTP, and $\delta_{4\ell-3p} \leq 0.00032$ for ACoSaMP and ASP.

As in the synthesis case, the O-RIP requirements for the theoretical bounds of AIHT and AHTP are better than those for ACoSaMP and ASP. In addition, in the migration from the synthesis to the analysis we lost more precision in the bounds for ACoSaMP and ASP than in those of AIHT and AHTP. In particular, even in the case where $\Omega$ is the identity we do not coincide with any of the synthesis parallel RIP reference constants. We should also remember that the synthesis bound for SP is in terms of $\delta_{3k}$ and not $\delta_{4k}$ [40]. Thus, we expect that it will be possible to give a condition for ASP in terms of $\delta_{3\ell-2p}$ with better reference constants. However, our main interest in this chapter is to show the existence of such bounds, and in Section 4.4.5 we dwell more on their meaning.

We should note that here and elsewhere we can replace the conditions on $\delta_{2\ell-p}$ and $\delta_{4\ell-3p}$ in the theorems to conditions on $\sigma_{2\ell-p}^{\text{corank}}$ and $\sigma_{4\ell-3p}^{\text{corank}}$ and the proofs will be almost the same. In this case we will be analyzing a version of the algorithms which is driven by the corank instead of the cosparsity. This would mean we need the near-optimal projection to be in terms of the corank. In the case where $\Omega$ is in a general position, there is no difference between the cosparsity $\ell$ and the corank $r$. However, when we have linear dependencies in $\Omega$ the two measures differ and an $\ell$-cosparse vector is not necessarily a vector with a corank $r$.

As we will see hereafter, our recovery conditions require $\delta_{2\ell-p}$ and $\delta_{4\ell-3p}$ to be as small as possible and for this we need $2\ell - p$ and $4\ell - 3p$ to be as large as possible. Thus, we need $\ell$ to be as close as possible to $p$ and for highly redundant $\Omega$ this cannot be achieved without having linear dependencies in $\Omega$. Apart from the theoretical advantage of linear dependencies in $\Omega$, we also show empirically that an analysis dictionary with linear dependencies has better recovery rate than analysis dictionary in a general position of the same dimension. Thus, we deduce that linear dependencies in $\Omega$ lead to better bounds and restoration performance.

---

At a first glance one would think that the conditions should be in terms of $\sigma_{2r-d}^{\text{corank}}$ and $\sigma_{4r-3d}^{\text{corank}}$. However, given two cosparse vectors with coranks $r_1$ and $r_2$ the best estimation we can have for the corank of their sum is $r_1 + r_2 - p$. 

---
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Though linear dependencies allow \( \ell \) to be larger than \( d \) and be in the order of \( p \), the value of the corank is always bounded by \( d \) and cannot be expected to be large enough for highly redundant analysis dictionaries. In addition, we will see hereafter that the number of measurements \( m \) required by the O-RIP is strongly dependent on \( \ell \) and less effected by the value of \( r \). From the computational point of view we note also that using corank requires its computation in each iteration which increases the overall complexity of the algorithms. Thus, it is more reasonable to have conditions on \( \delta_{2\ell-p} \) and \( \delta_{4\ell-3p} \) than on \( \delta_{\text{corank}}^{1} \) and \( \delta_{\text{corank}}^{2} \), and our study will be focused on the cosparsity based algorithms.

### 4.4.1 AIHT and AHTP Guarantees

A uniform guarantee for AIHT in the case that an optimal projection is given, is presented in [95]. The work in [95] dealt with a general union of subspaces, \( A \), and assumed that \( M \) is bi-Lipschitz on the considered union of subspaces. In our case \( A = A_\ell \) and the bi-Lipschitz constants of \( M \) are the largest \( B_L \) and smallest \( B_U \) where \( 0 < B_L \leq B_U \) such that for all \( \ell \)-cospars vectors \( v_1, v_2 \):

\[
B_L \| v_1 + v_2 \|_2^2 \leq \| M(v_1 + v_2) \|_2^2 \leq B_U \| v_1 + v_2 \|_2^2. \tag{4.36}
\]

Under this assumption, one can apply Theorem 2 from [95] to the idealized AIHT that has access to an optimal projection and uses a constant step size \( \mu' = \mu \). Relying on Table 4.1 we present this theorem and replace \( B_L \) and \( B_U \) with \( 1 + \frac{d_{2\ell-p}}{p} \) and \( 1 + \frac{d_{2\ell-p}}{p} \) respectively.

**Theorem 4.4.4 (Theorem 2 in [95])** Consider the problem \( \mathcal{P} - \text{Analysis with } C_{\ell} = 1 \) and apply AIHT with a constant step size \( \mu \). If \( 1 + \frac{d_{2\ell-p}}{p} \leq \frac{1}{\mu} < 1.5(1 - \delta_{2\ell-p}) \) then after a finite number of iterations \( t^* \)

\[
\| x - \hat{x}^{t^*} \|_2 \leq c_3 \| e \|_2, \tag{4.37}
\]

implying that AIHT leads to a stable recovery. The constant \( c_3 \) is a function of \( \delta_{2\ell-p} \) and \( \mu \).

In this chapter we extend the above in several ways: First, we refer to the case where optimal projection is not known, and show that the same flavor guarantees apply for a near-optimal projection\(^4\). The price we seemingly have to pay is that \( \sigma_M \) enters the game. Second, we derive similar results for the AHTP method. Finally, we also consider the optimal step size and show that the same performance guarantees hold true in that case.

\(^4\)Remark that we even improve the condition of the idealized case in [95] to be \( \delta_{2\ell-p} \leq \frac{1}{3} \) instead of \( \delta_{2\ell-p} \leq \frac{1}{5} \).
Theorem 4.4.5 Consider the problem $P$-Analysis and apply either AIHT or AHTP with a constant step size $\mu$ or an optimal changing step size. For a positive constant $\eta > 0$, let

$$b_1 := \frac{\eta}{1 + \eta} \quad \text{and} \quad b_2 := \frac{(C_\ell - 1)\sigma_M^2 b_1^2}{C_\ell (1 - \delta_{2\ell - p})}.$$ 

Suppose $\frac{b_2}{b_1} = \frac{C_\ell - 1}{C_\ell (1 - \delta_{2\ell - p})} < 1$, $1 + \delta_{2\ell - p} \leq \frac{1}{\mu} < \left(1 + \sqrt{1 - \frac{b_2}{b_1}}\right) b_1 (1 - \delta_{2\ell - p})$ and $\frac{1}{\mu} \leq \sigma_M^2$. Then for

$$t \geq t^* \triangleq \frac{\log \left(\frac{\eta \|\mathbf{e}\|_2^2}{\|\mathbf{y}\|_2^2}\right)}{\log \left((1 + \frac{1}{\eta})^2 \left(\frac{1}{\mu (1 - \delta_{2\ell - p})} - 1\right) C_\ell + (C_\ell - 1) (\mu \sigma_M^2 - 1) + \frac{C_\ell}{\eta^2}\right)}, \quad (4.38)$$

$$\|\mathbf{x} - \hat{x}^t\|_2^2 \leq \frac{(1 + \eta)^2}{1 - \delta_{2\ell - p}} \|\mathbf{e}\|_2^2, \quad (4.39)$$

implying that AIHT and AHTP lead to a stable recovery. Note that for an optimal changing step-size we set $\mu = \frac{1}{1 + \delta_{2\ell - p}}$ in $t^*$ and the theorem conditions turn to be $\frac{b_2}{b_1} < 1$ and $1 + \delta_{2\ell - p} < (1 + \sqrt{1 - \frac{b_2}{b_1}}) b_1 (1 - \delta_{2\ell - p})$.

This theorem is the parallel to Theorems 2.1 in [102] for IHT. A few remarks are in order for the nature of the theorem, especially in regards to the constant $\eta$. One can view that $\eta$ gives a trade-off between satisfying the theorem conditions and the amplification of the noise. In particular, one may consider that the above theorem proves the convergence result for the noiseless case by taking $\eta$ to infinity; one can imagine solving the problem $P$-Analysis where $\mathbf{e} \to 0$, and applying the theorem with appropriately chosen $\eta$ which approaches infinity. It is indeed possible to show that the iterate solutions of AIHT and AHTP converges to $\mathbf{x}$ when there is no noise. However, we will not give a separate proof since the basic idea of the arguments is the same for both cases.

As to the minimal number of iterations $t^*$ given in (4.38), one may ask whether it can be negative. In order to answer this question it should be noted that according to the conditions of the Theorem the term inside the log in the denominator (4.38) is always greater than zero. Thus, $t^*$ will be negative only if $\|\mathbf{y}\|_2^2 < \eta \|\mathbf{e}\|_2^2$. Indeed, in this case 0 iterations suffice for having the bound in (4.39).

The last remark is on the step-size selection. The advantage of the optimal changing step-size over the constant step-size is that we get the guarantee of the optimal constant step-size $\mu = \frac{1}{1 + \delta_{2\ell - p}}$ without computing it. This is important since in practice we cannot evaluate the value of $\delta_{2\ell - p}$. However, the disadvantage of using the optimal changing step-size is its additional complexity for the algorithm. Thus, one option is to approximate the optimal selection.
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rule by replacing it with an adaptive one, for which we do not have a theoretical guarantee. Another option is to set $\mu = 6/5$ which meets the theorem conditions for small enough $\delta_{2\ell-p}$, in the case where an optimal projection is at hand.

We will prove the theorem by proving two key lemmas first. The proof technique is based on ideas from [95] and [102]. Recall that the two iterative algorithms try to reduce the objective \( \| y - M\hat{x}^t \|_2^2 \) over iterations \( t \). Thus, the progress of the algorithms can be indirectly measured by how much the objective \( \| y - M\hat{x}^t \|_2^2 \) is reduced at each iteration \( t \). The two lemmas that we present capture this idea. The first lemma is similar to Lemma 3 in [95] and relates to \( \| y - M\hat{x}^t \|_2^2 \) and similar quantities at iteration \( t - 1 \). We remark that the constraint \( \frac{1}{\mu} \leq \epsilon_M^2 \) in Theorem 4.4.5 may not be necessary and is added only for having a simpler derivation of the results in this theorem. Furthermore, this is a very mild condition compared to \( \frac{1}{\mu} < \left(1 + \sqrt{1 - \frac{b_1}{b_2}}\right) b_1(1 - \delta_{2\ell-p}) \) and can only limit the range of values that can be used with the constant step size versions of the algorithms.

**Lemma 4.4.6** Consider the problem \( \mathcal{P} \)-Analysis and apply either AIHT or AHTP with a constant step size \( \mu \) satisfying \( \frac{1}{\mu} \geq 1 + \delta_{2\ell-p} \) or an optimal step size. Then, at the \( t \)-th iteration, the following holds:

\[
\begin{align*}
\| y - M\hat{x}^t \|_2^2 - \| y - M\hat{x}^{t-1} \|_2^2 &\leq C_\ell \left( \| y - Mx \|_2^2 - \| y - M\hat{x}^{t-1} \|_2^2 \right) \\
&+ C_\ell \left( \frac{1}{\mu(1 - \delta_{2\ell-p}) - 1} \right) \| M(x - \hat{x}^{t-1}) \|_2^2 + (C_\ell - 1)\mu \epsilon_M^2 \| y - M\hat{x}^{t-1} \|_2^2.
\end{align*}
\]

For the optimal step size the bound is achieved with the value \( \mu = \frac{1}{1 + \delta_{2\ell-p}} \).

The proof of the above lemma appears in Appendix B.2. The second lemma is built on the result of Lemma 4.4.6. It shows that once the objective \( \| y - M\hat{x}^{t-1} \|_2^2 \) at iteration \( t - 1 \) is small enough, then we are guaranteed to have small \( \| y - M\hat{x}^t \|_2^2 \) as well. Given the presence of noise, this is quite natural; one cannot expect it to approach 0 but may expect it not to become worse. Moreover, the lemma also shows that if \( \| y - M\hat{x}^{t-1} \|_2^2 \) is not small, then the objective in iteration \( t \) is necessarily reduced by a constant factor. Its proof appears also in Appendix B.3.

**Lemma 4.4.7** Suppose that the same conditions of Theorem 4.4.5 hold true. If \( \| y - M\hat{x}^{t-1} \|_2^2 \leq \eta^2 \| e \|_2^2 \), then \( \| y - M\hat{x}^t \|_2^2 \leq \eta^2 \| e \|_2^2 \). Furthermore, if \( \| y - M\hat{x}^{t-1} \|_2^2 > \eta^2 \| e \|_2^2 \), then

\[
\| y - M\hat{x}^t \|_2^2 \leq c_4 \| y - M\hat{x}^{t-1} \|_2^2
\]

where

\[
c_4 := \left(1 + \frac{1}{\eta^2}\right)^2 \left(\frac{1}{\mu(1 - \delta_{2\ell-p}) - 1} - 1\right) C_\ell + (C_\ell - 1)(\mu \epsilon_M^2 - 1) + \frac{C_\ell}{\eta^2} < 1.
\]
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Having the two lemmas above, the proof of the theorem is straightforward.

\[ \text{Proof:} \text{[Proof of Theorem 4.4.5]} \] When we initialize \( \hat{x}^0 = 0 \), we have \( \|y - M\hat{x}^0\|_2^2 = \|y\|_2^2 \).

Assuming that \( \|y\|_2 > \eta \|e\|_2 \) and applying Lemma 4.4.7 repeatedly, we obtain

\[ \|y - M\hat{x}^t\|_2^2 \leq \max(c_t^4 \|y\|_2^2, \eta^2 \|e\|_2^2). \]

Since \( c_t^4 \|y\|_2^2 \leq \eta^2 \|e\|_2^2 \) for \( t \geq t^* \), we have simply

\[ \|y - M\hat{x}^t\|_2^2 \leq \eta^2 \|e\|_2^2 \] (4.42)

for \( t \geq t^* \). If \( \|y - M\hat{x}^0\|_2 = \|y\|_2 \leq \eta \|e\|_2 \) then according to Lemma 4.4.7, (4.42) holds for every \( t > 0 \). Finally, we observe

\[ \|x - \hat{x}^t\|_2^2 \leq \frac{1}{1 - \delta_{2t-p}} \|M(x - \hat{x}^t)\|_2^2 \] (4.43)

and, by the triangle inequality,

\[ \|M(x - \hat{x}^t)\|_2 \leq \|y - M\hat{x}^t\|_2 + \|e\|_2. \] (4.44)

By plugging (4.42) into (4.44) and then the resulted inequality into (4.43), the result of the Theorem follows.

\[ \text{\( \square \)} \]

As we have seen, the above AIHT and AHTP results hold for the cases of using a constant or an optimal changing step size. The advantage of using an optimal one is that we do not need to find \( \mu \) that satisfies the conditions of the theorem – the knowledge that such a \( \mu \) exists is enough. However, its disadvantage is the additional computational complexity it introduces.

In Section 4.3 we have introduced a third option of using an approximated adaptive step size. In the next section we shall demonstrate this option in simulations, showing that it leads to the same reconstruction result as the optimal selection method. Note, however, that our theoretical guarantees do not cover this case.

### 4.4.2 ACoSaMP Guarantees

Having the results for AIHT and AHTP we turn to ACoSaMP and ASP. We start with a theorem for ACoSaMP. Its proof is based on the proof for CoSaMP in [45].

**Theorem 4.4.8** Consider the problem \( \mathcal{P}\)-Analysis and apply ACoSaMP with \( a = \frac{2t-p}{\gamma} \). Let \( C_\gamma = \max(C_t, C_{2t-p}) \) and suppose that there exists \( \gamma > 0 \) such that

\[ (1 + C_\gamma) \left( 1 - \left( \frac{C_\gamma}{(1+\gamma)^2} - (C_\gamma - 1)c_M^2 \right) \right) < 1. \] (4.45)
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Then, there exists $\delta_{\text{ACoSaMP}}(C_S, \sigma_M^2, \gamma) > 0$ such that, whenever $\delta_{4t-3p} \leq \delta_{\text{ACoSaMP}}(C_S, \sigma_M^2, \gamma)$, the t-th iteration of the algorithm satisfies

$$
\|x - \hat{x}^t\|_2 \leq \rho_1 \rho_2 \|x - \hat{x}^{t-1}\|_2 + (\eta_1 + \rho_1 \eta_2) \|e\|_2,
$$

where

$$
\eta_1 \triangleq \sqrt{\frac{2+C_\ell + 2\sqrt{C_\ell} + C_\ell \sqrt{1 + \delta_{4t-3p}}}{1 - \delta_{4t-3p}}},
$$

$$
\eta_2^* \triangleq \left( \frac{1 + \delta_{2t-2p}}{\gamma(1 + a)} \right) + \left( \frac{1 + \delta_{2t-2p} - \gamma(1 + a)(1 + \gamma)}{(1 + \alpha)(1 + \gamma)} + \frac{(C_{2t-p} - 1)(1 + \gamma)\sigma_M^2}{(1 + \alpha)(1 + \gamma)} \right),
$$

$$
\rho_1^2 \triangleq \frac{1 + 2\delta_{4t-3p}^{1/2}}{1 - \delta_{4t-3p}^{1/2}},
$$

$$
\rho_2 \triangleq 1 - \left( \sqrt{\frac{C_{2t-p}}{1 + \gamma}^2 \left( 1 - \sqrt{\frac{C_{2t-p}}{1 + \gamma}}^2 \right) - (C_{2t-p} - 1)(1 + \delta_{2t-2p})\sigma_M^2} \right)^2
$$

and

$$
a = \frac{\sqrt{\delta_{4t-3p}}}{\sqrt{\frac{C_{2t-p}}{1 + \gamma}^2 \left( 1 - \sqrt{\frac{C_{2t-p}}{1 + \gamma}}^2 \right) - (C_{2t-p} - 1)(1 + \delta_{2t-2p})\sigma_M^2} - \sqrt{\delta_{4t-3p}}}.
$$

Moreover, $\rho_1^2 \rho_2^2 < 1$, i.e., the iterates converges.

The constant $\gamma$ plays a similar role to the constant $\eta$ of Theorem 4.4.5. It gives a trade-off between satisfying the theorem conditions and the noise amplification. However, as opposed to $\eta$, the conditions for the noiseless case are achieved when $\gamma$ tends to zero. An immediate corollary of the above theorem is the following.

**Corollary 4.4.9** Consider the problem $P$-Analysis and apply ACoSaMP with $a = \frac{2t-p}{1 + \gamma}$. If (4.45) holds and $\delta_{4t-3p} < \delta_{\text{ACoSaMP}}(C_S, \sigma_M^2, \gamma)$, where $C_S$ and $\gamma$ are as in Theorem 4.4.8 and $\delta_{\text{ACoSaMP}}(C_S, \sigma_M^2, \gamma)$ is a constant guaranteed to be greater than zero whenever (4.34) is satisfied, then for any

$$
t \geq t^* = \left\lceil \frac{\log(\|x\|_2 / \|e\|_2)}{\log(1/\rho_1 \rho_2)} \right\rceil,
$$

$$
\|x - \hat{x}^{t^*}_{\text{ACoSaMP}}\|_2 \leq \left( 1 + \frac{1 - (\rho_1 \rho_2)^{t^*}}{1 - \rho_1 \rho_2} (\eta_1 + \rho_1 \eta_2) \right) \|e\|_2,
$$

implying that ACoSaMP leads to a stable recovery. The constants $\eta_1$, $\eta_2$, $\rho_1$ and $\rho_2$ are the same as in Theorem 4.4.8.
Proof: By using (4.46) and recursion we have that
\[
\left\| x - \hat{x}_t^\ell \right\|_2 \leq (\rho_1 \rho_2)^t \left\| x - \hat{x}_0^{\text{ACoSaMP}} \right\|_2 + (1 + \rho_1 \rho_2 + (\rho_1 \rho_2)^2 + \ldots (\rho_1 \rho_2)^{t-1}) (\eta_1 + \rho_1 \eta_2) \| e \|_2.
\]
(4.48)

Since \( \hat{x}_0^{\text{ACoSaMP}} = 0 \), after \( t^* \) iterations, one has
\[
(\rho_1 \rho_2)^t \left\| x - \hat{x}_t^0 \right\|_2 = (\rho_1 \rho_2)^t \left\| x \right\|_2 \leq \| e \|_2.
\]
(4.49)

By using the equation of geometric series with (4.48) and plugging (4.49) into it, we get (4.47).
\[ \square \]

We turn now to prove the theorem. Instead of presenting the proof directly, we divide the proof into several lemmas. The first lemma gives a bound for \( \| x - w \|_2 \) as a function of \( \| e \|_2 \) and \( \| P_{\hat{\Lambda}^t}(x - w) \|_2 \).

**Lemma 4.4.10** Consider the problem \( \mathcal{P} \)-Analysis and apply ACoSaMP with \( a = \frac{2t-P}{t} \). For each iteration we have
\[
\left\| x - w \right\|_2 \leq \frac{1}{\sqrt{1 - \delta_{4t-3p}^2}} \| P_{\hat{\Lambda}^t}(x - w) \|_2 + \frac{\sqrt{1 + \delta_{3t-2p}^2}}{1 - \delta_{4t-3p}^2} \| e \|_2.
\]
(4.50)

The second lemma bounds \( \left\| x - \hat{x}_t^{\text{ACoSaMP}} \right\|_2 \) in terms of \( \| P_{\hat{\Lambda}^t}(x - \hat{x}_t^{\text{ACoSaMP}}) \|_2 \) and \( \| e \|_2 \) using the first lemma.

**Lemma 4.4.11** Consider the problem \( \mathcal{P} \)-Analysis and apply ACoSaMP with \( a = \frac{2t-P}{t} \). For each iteration we have
\[
\left\| x - \hat{x}_t^\ell \right\|_2 \leq \rho_1 \| P_{\hat{\Lambda}^t}(x - w) \|_2 + \eta_1 \| e \|_2,
\]
(4.51)

where \( \eta_1 \) and \( \rho_1 \) are the same constants as in Theorem 4.4.8.

The last lemma bounds \( \| P_{\hat{\Lambda}^t}(x - w) \|_2 \) with \( \left\| x - \hat{x}_t^{\ell-1} \right\|_{\text{ACoSaMP}} \) and \( \| e \|_2 \).

**Lemma 4.4.12** Consider the problem \( \mathcal{P} \)-Analysis and apply ACoSaMP with \( a = \frac{2t-P}{t} \). If
\[
C_{2t-P} < \frac{\sigma_M^2 (1 + \gamma)^2}{\sigma_M^2 (1 + \gamma)^2 - 1},
\]
(4.52)

then there exists \( \delta_{\text{ACoSaMP}}(C_{2t-P}, \sigma_M^2, \gamma) > 0 \) such that for any \( \delta_{2t-P} < \delta_{\text{ACoSaMP}}(C_{2t-P}, \sigma_M^2, \gamma) \)
\[
\left\| P_{\hat{\Lambda}^t}(x - w) \right\|_2 \leq \eta_2 \| e \|_2 + \rho_2 \left\| x - \hat{x}_t^{\ell-1} \right\|_2.
\]
(4.53)

The constants \( \eta_2 \) and \( \rho_2 \) are as defined in Theorem 4.4.8.
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The proofs of Lemmas 4.4.10, 4.4.11 and 4.4.12 appear in Appendices B.4, B.5 and B.6 respectively. With the aid of the above three lemmas we turn to prove Theorem 4.4.8.

Proof:[Proof of Theorem 4.4.8] Remark that since $1 + C_\delta > 1$ we have that (4.45) implies $\frac{C_\delta}{(1+\gamma)^2} - (C_\delta - 1)\sigma_M^2 \geq 0$. Because of that the condition in (4.52) in Lemma 4.4.12 holds. Substituting the inequality of Lemma 4.4.12 into the inequality of Lemma 4.4.11 gives (4.46). The iterates convergence if $\rho_1^2 \rho_2^2 = \frac{1+2\delta_{4\ell-3p}^2 \sqrt{C_\ell+C_{4l}}}{1-4\delta_{4\ell-3p}^2} < 1$. By noticing that $\rho_2^2 < 1$ it is enough to require $\frac{1+C_\delta}{1-\delta_{4\ell-3p}^2} \rho_2^2 + \frac{2\delta_{4\ell-3p}\sqrt{C_\ell}}{1-\delta_{4\ell-3p}^2} < 1$. The last is equivalent to

$$(1 + C_\delta) \left(1 - \left( \frac{\delta_{4\ell-3p}}{1+\gamma} (1 - \sqrt{\delta_{4\ell-3p}} - (1 - \sqrt{\frac{C_{2\ell-p}}{1+\gamma}} - (C-1)(1 + \delta)\sigma_M^2) \right)^2 \right) + 2\delta_{4\ell-3p} \sqrt{C_\ell} - 1 + \delta_{4\ell-3p}^2 < 0.$$  

(4.54)

It is easy to verify that $\tilde{\zeta}(C, \delta) \triangleq \frac{C}{(1+\gamma)^2} \left(1 - \sqrt{\delta} \right)^2 - (C-1)(1 + \delta)\sigma_M^2$ is a decreasing function of both $\delta$ and $C$ for $0 \leq \delta \leq 1$ and $C > 1$. Since $1 \leq C_{2\ell-p} \leq C_\delta$, $\delta_{2\ell-p} \leq \delta_{4\ell-3p}$ and $\delta \geq 0$ we have that $\tilde{\zeta}(C_{4\ell-3p}, \delta_{4\ell-3p}) \leq \tilde{\zeta}(C_{2\ell-p}, \delta_{4\ell-3p}) \leq \zeta(C_{2\ell-p}, \delta_{2\ell-p}) \leq \zeta(1,0) = \frac{1}{(1+\gamma)^2} \leq 1$. Thus we have that $-1 \leq -(\sqrt{\delta_{4\ell-3p}} - \zeta(C_{2\ell-p}, \delta_{2\ell-p}))^2 \leq -\delta_{4\ell-3p} + 2\delta_{4\ell-3p} - \zeta(C_{4\ell-3p}, \delta_{4\ell-3p})$. Combining this with the fact that $C_\ell \leq C_\delta$ provides the following guarantee for $\rho_1^2 \rho_2^2 < 1$,

$$(1 + C_\delta) \left(1 - \delta_{4\ell-3p} + 2\sqrt{\delta_{4\ell-3p}} - \frac{C_\delta}{(1+\gamma)^2} \left(1 - 2\sqrt{\delta_{4\ell-3p}} + \delta_{4\ell-3p}^2 \right) \right) \left(1 + C_\delta \right) \left(1 - \delta_{4\ell-3p}^2 \right) + 2\delta_{4\ell-3p} \sqrt{C_\ell} - 1 + \delta_{4\ell-3p}^2 < 0. 

(4.55)

Let us now assume that $\delta_{4\ell-3p} \leq \frac{1}{2}$. This necessarily means that $\delta_{\text{ACoSaMP}}(C_{4\ell}, \sigma_M^2, \gamma) \leq \frac{1}{2}$ in the end. This assumption implies $\delta_{4\ell-3p}^2 \leq \frac{1}{2} \delta_{4\ell-3p}$. Using this and gathering coefficients, we now consider the condition

$$(1 + C_\delta) \left(1 - \frac{C_\delta}{(1+\gamma)^2} + (C_\delta - 1)\sigma_M^2 \right) - 1 + 2(1 + C_\delta) \left(1 + \frac{C_\delta}{(1+\gamma)^2} \right) \sqrt{\delta_{4\ell-3p}} + \left(1 + C_\delta \right) \left(1 - \frac{C_\delta}{(1+\gamma)^2} + (C_\delta - 1)\sigma_M^2 \right) + 2\sqrt{C_\ell} + \frac{1}{2} \right) \delta_{4\ell-3p} < 0.$$  

(4.56)

The expression on the LHS is a quadratic function of $\sqrt{\delta_{4\ell-3p}}$. Note that since (4.45) holds the constant term in the quadratic function is negative. This guarantees the existence of a range of values $[0, \delta_{\text{ACoSaMP}}(C_{4\ell}, \sigma_M^2, \gamma)]$ for $\delta_{4\ell-3p}$ for which (4.56) holds, where $\delta_{\text{ACoSaMP}}(C_{4\ell}, \sigma_M^2, \gamma)$ is the square of the positive solution of the quadratic function. In case of two positive solutions we should take the smallest among them – in this case the coefficient of $\delta_{4\ell-3p}$ in (4.56) will be positive.
Looking back at the proof of the theorem, we observe that the value of the constant \( \delta_{\text{ACoSaMP}}(\mathcal{C}_S, \sigma_M^2, \gamma) \) can potentially be improved: at the beginning of the proof, we have used \( \rho_2^2 \leq 1 \). By the end, we obtained \( \rho_2^2 \leq \rho_1^{-2} \leq 0.25 \) since \( \rho_1 > 2 \). If we were to use this bound at the beginning, we would have obtained better constant \( \delta_{\text{ACoSaMP}}(\mathcal{C}_S, \sigma_M^2, \gamma) \).

\[ \square \]

### 4.4.3 ASP Guarantees

Having the result of ACoSaMP we turn to derive a similar result for ASP. The technique for deriving a result for ASP based on the result of ACoSaMP is similar to the one we used to derive a result for AHTP from the result of AIHT.

**Theorem 4.4.13** Consider the problem \( P \)-Analysis and apply ASP with \( a = \frac{2e^{-p}}{1} \). If (4.45) holds and \( \delta_{4e-3p} \leq \delta_{\text{ASP}}(\mathcal{C}_S, \sigma_M^2, \gamma) \), where \( \mathcal{C}_S \) and \( \gamma \) are as in Theorem 4.4.8, and \( \delta_{\text{ASP}}(\mathcal{C}_S, \sigma_M^2, \gamma) \) is a constant guaranteed to be greater than zero whenever (4.45) is satisfied, then the \( t \)-th iteration of the algorithm satisfies

\[ \| x - \hat{x}_{\text{ASP}}^t \|_2 \leq \frac{1 + \delta_{2e-p}}{1 - \delta_{2e-p}} \rho_1 \rho_2 \| x - \hat{x}_{\text{ASP}}^{t-1} \|_2 + \left( \frac{1 + \delta_{2e-p}}{1 - \delta_{2e-p}} (\eta_1 + \rho_1 \eta_2) + \frac{2}{1 - \delta_{2e-p}} \right) \| e \|_2. \quad (4.57) \]

and the iterates converges, i.e., \( \rho_1^2 \rho_2^2 < 1 \). The constants \( \eta_1, \eta_2, \rho_1 \) and \( \rho_2 \) are the same as in Theorem 4.4.8.

**Proof:** We first note that according to the selection rule of \( x_{\text{ASP}} \) we have that

\[ \| y - Mx_{\text{ASP}}^t \|_2 \leq \| y - MQ_{\Lambda}^t w \|_2. \quad (4.58) \]

Using the triangle inequality and the fact that \( y = Mx + e \) for both the LHS and the RHS we have

\[ \| M(x - \hat{x}_{\text{ASP}}^t) \|_2 - \| e \|_2 \leq \| M(x - Q_{\Lambda}^t w) \|_2 + \| e \|_2. \]

Using the O-RIP of \( M \) with the fact that \( x, \hat{x}_{\text{ASP}} \) and \( Q_{\Lambda}^t w \) are \( \ell \)-cosparse we have

\[ \| x - \hat{x}_{\text{ASP}}^t \|_2 \leq \frac{1 + \delta_{2e-p}}{1 - \delta_{2e-p}} \| x - Q_{\Lambda}^t w \|_2 + \frac{2}{1 - \delta_{2e-p}} \| e \|_2. \]

Noticing that \( Q_{\Lambda}^t w \) is the solution we get in one iteration of ACoSaMP with initialization of \( \hat{x}_{\text{ASP}}^{t-1} \), we can combine the above with the result of Theorem 4.4.8 getting (4.57). For \( \frac{1 + \delta_{2e-p}}{1 - \delta_{2e-p}} \rho_1 \rho_2 < 1 \) to hold we need that

\[ \frac{1 + 2\delta_{4e-3p} \sqrt{C_\ell} + C_\ell}{(1 - \delta_{4e-3p})^2} \left( 1 - \left( \frac{\sqrt{C_{2e-p}}}{1 + \gamma} + 1 \right) \sqrt{\delta_{4e-3p} - \frac{\sqrt{C_{2e-p}}}{1 + \gamma}} \right)^2 < 1. \quad (4.59) \]
Remark that the above differs from what we have for ACoSaMP only in the denominator of the first element in the LHS. In ACoSaMP $1 - \delta^2_{4t-3p}$ appears instead of $(1 - \delta_{4t-3p})^2$. Thus, using a similar process to the one in the proof of ACoSaMP we can show that (4.59) holds if the following holds

$$
(1 + C_S) \left( 1 - \frac{C_S}{(1 + \gamma)^2} + (C_S - 1)\sigma^2_M \right) - 1 + 2(1 + C_S) \left( 1 + \frac{C_S}{(1 + \gamma)^2} \right) \sqrt{\delta_{4t-3p}} \quad (4.60)
$$

Notice that the only difference of the above compared to (4.56) is that we have +2 instead of +0.5 in the coefficient of $\delta_{4t-3p}$ and this is due to the difference we mentioned before in the denominator in (4.59). The LHS of (4.60) is a quadratic function of $\sqrt{\delta_{4t-3p}}$. As before, we notice that if (4.45) holds then the constant term of the above is positive and thus $\delta_{ASP}(C_S, \sigma^2_M, \gamma) \geq 0$ exists and is the square of the positive solution of the quadratic function. $\square$

Having Theorem 4.4.13 we can immediately have the following corollary which is similar to the one we have for ACoSaMP. The proof resembles the one of Corollary 4.4.9 and omitted.

**Corollary 4.4.14** Consider the problem $P$-Analysis and apply ASP with $a = \frac{2t - p}{r}$. If (4.45) holds and $\delta_{4t-3p} \leq \delta_{ASP}(C_S, \sigma^2_M, \gamma)$, where $C_S$ and $\gamma$ are as in Theorem 4.4.8, and $\delta_{ASP}(C_S, \sigma^2_M, \gamma)$ is a constant guaranteed to be greater than zero whenever (4.34) is satisfied, then for any

$$
t \geq t^* = \left[ \frac{\log(\|x\|_2 / \|e\|_2)}{\log(1/\frac{1 + \delta_{4t-3p}}{1 - \delta_{4t-3p}} \rho_1 \rho_2)} \right],
$$

$$
\|x'_{ASP} - x\|_2 \leq \left( 1 + \frac{1 - \delta_{4t-3p} \rho_1 \rho_2}{1 - \delta_{4t-3p}} \right)^t \left( 1 + \frac{\delta_{4t-3p}}{1 - \delta_{4t-3p}} \rho_1 \rho_2 \right) \|e\|_2, \quad (4.61)
$$

implying that ASP leads to a stable recovery. The constants $\eta_1, \eta_2, \rho_1$ and $\rho_2$ are the same as in Theorem 4.4.8.

### 4.4.4 Non-Exact Cosparse Case

In the above guarantees we have assumed that the signal $x$ is $\ell$-cosparse. In many cases, it is not exactly $\ell$-cosparse but only nearly so. Denote by $x' = Q\hat{S}_{\ell}(x)$ the best $\ell$-cosparse approximation of $x$, we have the following theorem that provides us with a guarantee also for this case. Similar result exists also in the synthesis case for the synthesis-$\ell_1$ minimization problem [72].
Theorem 4.4.15 Consider a variation of problem $P$-Analysis where $x$ is a general vector, and apply either AIHT or AHTP both with either constant or changing step size; or ACoSaMP or ASP with $a = \frac{2r-p}{r}$, and all are used with a zero initialization. Under the same conditions of Theorems 4.4.2 and 4.4.3 we have for any $t \geq t^*$

$$
\|x - \hat{x}\|_2 \leq \|x - x^f\|_2 + c \|M(x - x^f)\|_2 + c \|e\|_2,
$$

where $t^*$ and $c$ are the constants from Theorems 4.4.2 and 4.4.3.

Proof: First we notice that we can rewrite $y = Mx^f + M(x - x^f) + e$. Denoting $e^f = M(x - x^f) + e$ we can use Theorems 4.4.2 and 4.4.3 to recover $x^f$ and have

$$
\|x^f - \hat{x}\|_2 \leq c \|e^f\|_2.
$$

Using the triangle inequality for $\|x - \hat{x}\|_2$ with the above gives

$$
\|x - \hat{x}\|_2 \leq \|x - x^f\|_2 + \|x^f - \hat{x}\|_2 \leq \|x - x^f\|_2 + c \|e^f\|_2.
$$

Using again the triangle inequality for $\|e^f\|_2 \leq \|e\|_2 + \|M(x - x^f)\|_2$ provides us with the desired result. 

4.4.5 Theorem Conditions

Having the results of the theorems we ask ourselves whether their conditions are feasible. As we have seen in Section 4.1, the requirement on the O-RIP holds for many non-trivial matrices. Another requirement by the theorems is that $C_r$ and $C_{2r-p}$ need to be one or close to one. Using the thresholding in (4.18) for cosupport selection with a unitary $\Omega$ satisfies the conditions in a trivial way since $C_r = C_{2r-p} = 1$. This case coincides with the synthesis model for which we already have theoretical guarantees. As shown in Section 4.2, optimal projection schemes exist for $\Omega_{1D-DIF}$ and $\Omega_{FUS}$ which do not belong to the the synthesis framework. For a general $\Omega$, a general projection scheme is not known and if the thresholding method is used the constants in (4.18) do not equal one and are not even expected to be close to one [5]. It is interesting to ask whether there exists an efficient general projection scheme that guarantees small constants for any given operator $\Omega$, or for specifically structured $\Omega$. We leave these questions as subject for future work. Instead, we show empirically in the next section that a weaker projection scheme that does not fulfill all the requirements of the theorems leads to a good reconstruction result. This suggests that even in the absence of good near optimal projections we may still use the algorithms practically.
4.4. PERFORMANCE GUARANTEES

4.4.6 Comparison to Other Works

Among the existing theoretical works that studied the performance of analysis algorithms [23, 25, 52], the result that resembles ours is the result for $\ell_1$-analysis in [24]. This work analyzed the $\ell_1$-analysis minimization problem with a synthesis perspective. The analysis dictionary $\Omega$ was replaced with the conjugate of a synthesis dictionary $D$ which is assumed to be a tight frame, resulting with the following minimization problem.

$$\hat{x}_{A-\ell_1} = \arg\min_z \|D^*z\|_1 \quad s.t. \quad \|y - Mz\|_2 \leq \varepsilon,$$  \hspace{1cm} (4.65)

where $\varepsilon$ is a bound on the noise $\ell_2$ norm. It was shown that if $M$ has the D-RIP (See definition 2.7.1) [24, 95] with $\delta_k < 0.6$ then

$$\|\hat{x}_{A-\ell_1} - x\|_2 \leq \tilde{C}_{\ell_1} \varepsilon + \frac{\|D^*x - [D^*x]_k\|_1}{\sqrt{k}}.$$  \hspace{1cm} (4.66)

The authors in [24] presented this result as a synthesis result that allows linear dependencies in $D$ at the cost of limiting the family of signals to be those for which $\|D^*x - [D^*x]_k\|_1$ is small. However, having the analysis perspective, we can realize that they provided a recovery guarantee for $\ell_1$-analysis under the new analysis model for the case that $\Omega$ is a tight frame. An easy way to see it is to observe that for an $\ell$-cosparse signal $x$, setting $k = p - \ell$, we have that $\|\Omega x - [\Omega^*x]_{p-\ell}\|_1 = 0$ and thus in the case $\varepsilon = 0$ we get that (4.66) guarantees the recovery of $x$ by using (4.65) with $D^* = \Omega$. Thus, though the result in [24] was presented as a reconstruction guarantee for the synthesis model, it is actually a guarantee for the analysis model.

Our main difference from [24] is that the proof technique relies on the analysis model and not on the synthesis one and that the results presented here are for general operators and not only for tight frames. For instance, the operators $\Omega_{1D-DIF}$ and $\Omega_{FUS}$ for which the guarantees hold are not tight frames where $\Omega_{1D-DIF}$ is not even a frame. However, the drawback of our approached compared to the work in [24] is that it is still not known how to perform an optimal or a near optimal projection for a tight frame.

In the non-exact sparse case our results differ from the one in (4.66) in the sense that it looks at the projection error and not at the values of $\Omega x$. It would be interesting to see if there is a connection between the two and whether one implies the other.

We mention that in [50, 51] the case of a general frame is studied, giving recovery conditions which depend on the frame constants. However, these results also do not support operators which are not frames like $\Omega_{1D-DIF}$. 
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A recent work has studied the $\ell_1$-analysis minimization with the 2D-DIF operator, also known as anisotropic two dimensional total-variation (2D-TV) \[27\]. It would be interesting to see whether similar results can be achieved for the greedy-like techniques proposed here with 2D-DIF.

4.5 Experiments

In this section we repeat some of the experiments performed in \[23\] for the noiseless case ($e = 0$) and some of the experiments performed in \[84\] for the noisy case\(^5\).

4.5.1 Targeted Cosparse

Just as in the synthesis counterpart of the proposed algorithms, where a target sparsity level $k$ must be selected before running the algorithms, we have to choose the targeted cosparse level which will dictate the projection steps. In the synthesis case it is known that it may be beneficial to over-estimate the sparsity $k$. Similarly in the analysis framework the question arises: In terms of recovery performance, does it help to under-estimate the cosparse $\ell$? A tentative positive answer comes from the following heuristic: Let $\tilde{\Lambda}$ be a subset of the cosupport $\Lambda$ of the signal $x$ with $\tilde{\ell} := |\tilde{\Lambda}| < \ell = |\Lambda|$. According to Proposition 3 in \[23\]

$$
\kappa_{\Omega}(\tilde{\ell}) \leq \frac{m}{2}
$$

(4.67)

is a sufficient condition to identify $\tilde{\Lambda}$ in order to recover $x$ from the relations $y = Mx$ and $\Omega_{\tilde{\Lambda}}x = 0$. $\kappa_{\Omega}(\tilde{\ell}) = \max_{\tilde{\Lambda} \subset \Lambda} \dim(W_{\tilde{\Lambda}})$ is a function of $\tilde{\ell}$. Therefore, we can replace $\ell$ with the smallest $\tilde{\ell}$ that satisfies (4.67) as the effective cosparse in the algorithms. Since it is easier to identify a smaller cosupport set it is better to run the algorithm with the smallest possible value of $\tilde{\ell}$, in the absence of noise. In the presence of noise, larger values of $\ell$ allows a better denoising. Note, that in some cases the smallest possible value of $\tilde{\ell}$ will be larger than the actual cosparse of $x$. In this case we cannot replace $\ell$ with $\tilde{\ell}$.

We take two examples for selecting $\tilde{\ell}$. The first is for $\Omega$ which is in general position and the second is for $\Omega_{2D-DIF}$, the finite difference analysis operator that computes horizontal and vertical discrete derivatives of an image which is strongly connected to the total variation (TV) norm minimization as noted before. For $\Omega$ that is in general position $\kappa_{\Omega}(\tilde{\ell}) = \max(d - \ell, 0)$.

\(^{5}\)A matlab package with code for the experiments performed in this chapter is available online as an open source distribution.
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[23]. In this case we choose

$$\hat{\ell} = \min \left( d - \frac{m}{2}, \ell \right). \quad (4.68)$$

For $\Omega_{DIF}$ we have $\kappa_{\Omega_{DIF}}(\hat{\ell}) \geq d - \frac{\ell}{2} - \sqrt{\frac{\ell}{2}} - 1$ [23] and

$$\hat{\ell} = \left\lfloor \min((-1/\sqrt{2} + \sqrt{2d - m - 1.5})^2, \ell) \right\rfloor. \quad (4.69)$$

Replacing $\ell$ with $\hat{\ell}$ is more relevant to AIHT and AHTP than ACoSaMP and ASP since in the last we intersect cosupport sets and thus the estimated cosupport set need to be large enough to avoid empty intersections. Thus, for $\Omega$ in general position we use the true cosparsity level for ACoSaMP and ASP. For $\Omega_{DIF}$, where linear dependencies occur, the corank does not equal the cosparsity and we use $\hat{\ell}$ instead of $\ell$ since it will be favorable to run the algorithm targeting a cosparsity level in the middle. In this case $\ell$ tends to be very large and it is more likely to have non-empty intersections.

4.5.2 Phase Diagrams for Synthetic Signals in the Noiseless Case

We begin with synthetic signals in the noiseless case. We test the performance of AIHT with a constant step-size, AIHT with an adaptive changing step-size, AHTP with a constant step-size, AHTP with an adaptive changing step-size, ACoSaMP with $a = \frac{2\ell - p}{\ell}$, ACoSaMP with $a = 1$, ASP with $a = \frac{2\ell - p}{\ell}$ and ASP with $a = 1$. We compare the results to those of $A-\ell_1$-minimization [22] and GAP [23]. We use a random matrix $M$ and a random tight frame with $d = 120$ and $p = 144$, where each entry in the matrices is drawn independently from the Gaussian distribution.

We draw a phase transition diagram [104] for each of the algorithms. We test 20 different possible values of $m$ and 20 different values of $\ell$ and for each pair repeat the experiment 50 times. In each experiment we check whether we have a perfect reconstruction. White cells in the diagram denotes a perfect reconstruction in all the experiments of the pair and black cells denotes total failure in the reconstruction. The values of $m$ and $\ell$ are selected according to the following formula:

$$m = \delta d \quad \ell = d - \rho m, \quad (4.70)$$

where $\delta$, the sampling rate, is the x-axis of the phase diagram and $\rho$, the ratio between the cosparsity of the signal and the number of measurements, is the y-axis.
Figure 4.2: Recovery rate for a random tight frame with $p = 144$ and $d = 120$. From left to right, up to bottom: AIHT with a constant step-size, AIHT with an adaptive changing step-size, AHTP with a constant step-size, AHTP with an adaptive changing step-size, ACoSaMP with $a = 2^{\ell-p}$, ACoSaMP with $a = 1$, ASP with $a = 2^{\ell-p}$, ASP with $a = 1$, A-$\ell_1$-minimization and GAP.

Figure 4.2 presents the reconstruction results of the algorithms. It should be observed that AIHT and AHTP have better performance using the adaptive step-size than using the constant step-size. The optimal step-size has similar reconstruction result like the adaptive one and thus not presented. For ACoSaMP and ASP we observe that it is better to use $a = 1$ instead of $a = \frac{2^{\ell-p}}{\ell}$. Compared to each other we see that ACoSaMP and ASP achieve better recovery than AHTP and AIHT. Between the last two, AHTP is better. Though AIHT has inferior behavior, we should mention that with regards to running time AIHT is the most efficient. Afterwards we have AHTP and then ACoSaMP and ASP. Compared to $\ell_1$ and GAP we observe that ACoSaMP
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With the above observations, we turn to test operators with higher redundancy and see the effect of linear dependencies in them. We test two operators. The first is a random tight frame as before but with redundancy factor of 2. The second is the two dimensional finite difference operator $W_{2D-DIF}$. In Fig. 4.3 we present the phase diagrams for both operators using AIHT with an adaptive changing step-size, AHTP with an adaptive changing step-size, ACoSaMP with $a = 1$, and ASP with $a = 1$. As observed before, also in this case the ACoSaMP and ASP outperform AIHT and AHTP in both cases and AHTP outperform AIHT. We mention again that the better performance comes at the cost of higher complexity. In addition, as we expected, having redundancies in $\Omega$ results with a better recovery.

### 4.5.3 Reconstruction of High Dimensional Images in the Noisy Case

We turn now to test the methods for high dimensional signals. We use RASP and RACoSaMP (relaxed versions of ASP and ACoSaMP defined in Section 4.3.3) for the reconstruction of the Shepp-Logan phantom from few number of measurements. The sampling operator is a two dimensional Fourier transform that measures only a certain number of radial lines from the Fourier transform. The cosparse operator is $\Omega_{2D-DIF}$ and the cosparsity used is the actual cosparsity of the signal under this operator ($\ell = 128014$). The phantom image is presented in Fig. 4.4(a). Using the RACoSaMP and RASP we get a perfect reconstruction using only 15
radial lines, i.e., only $m = 3782$ measurements out of $d = 65536$ which is less than 6 percent of the data in the original image. The algorithms requires less than 20 iterations for having this perfect recovery. For AIHT and RAHTP we achieve a reconstruction which is only close to the original image using 35 radial lines. The reconstruction result of AIHT is presented in Fig 4.4(b). The advantage of the AIHT, though it has an inferior performance, over the other methods is its running time. While the others need several minutes for each reconstruction, for the AIHT it takes only few seconds to achieve a visually reasonable result.

Exploring the noisy case, we perform a reconstruction using RASP of a noisy measurement of the phantom with 22 radial lines and signal to noise ratio (SNR) of 20. Figure 4.4(c) presents the noisy image, the result of applying inverse Fourier transform on the measurements, and Fig. 4.4(d) presents its reconstruction result. Note that for the minimization process we solve conjugate gradients, in each iteration and take only the real part of the result and crop the values of the resulted image to be in the range of $[0, 1]$. We get a peak SNR (PSNR) of $36dB$. We get similar results using RACoSaMP but using more radial lines (25).

### 4.6 Discussion and Summary

In this chapter we presented new pursuit algorithms for the cosparse analysis model. A theoretical study of these algorithms was performed giving guarantees for stable recovery under the assumptions of the O-RIP and the existence of an optimal or a near optimal projection. We have shown that optimal projections exists for some non-trivial operators, i.e., operators that do not fall back to the synthesis case. In addition, we have demonstrated experimentally that using simpler kind of projections is possible in order to get good reconstruction results. We demonstrated both in the theoretical and the empirical results that linear dependencies within the analysis dictionary are favorable and enhance the recovery performance.

Note that the theoretical guarantees developed in this chapter do not cover frames as the analysis operators. A future work should explore this option for these techniques. In Chapter 6 we present another greedy-like technique with theoretical guarantees that do support frames as operators. In [105] we propose a new strategy that supports also the 2D-DIF operator.
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Figure 4.4: From left to right, to to bottom: Shepp Logan phantom image, AIHT reconstruction using 35 radial lines, noisy image with SNR of 20 and recovered image using RASP and only 22 radial lines. Note that for the noiseless case RASP and RACoSaMP get a perfect reconstruction using only 15 radial lines.
Chapter 5

The Signal Space Paradigm

The results shown in this chapter have been published and appeared in the following articles:

- R. Giryes and M. Elad, “Can we allow linear dependencies in the dictionary in the synthesis framework?,” in Proc. IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 26-31 May, 2013 [7].


In the previous chapter we have studied the analysis greedy-like algorithms, showing that linear dependencies can be allowed in the analysis dictionary and are even encouraged. Unlike the analysis model, which works in the signal domain and thus recovers the signal directly, the synthesis one operates in the representation domain and thus recovers the signal indirectly by recovering first its representation. For this reason, most of the efforts for developing theoretical guarantees for the synthesis framework provide bounds for the representation’s reconstruction [28, 29, 35, 39, 40, 41, 42, 43], implying that the established error is also the signal’s one only for
unitary dictionaries.

Results for more general dictionaries also exist [76, 106]. However, they require the dictionary to be highly incoherent and with no linear dependencies between small number of its columns. This requirement limits the types of dictionaries that may be used to model the signal. While this constraint is necessary for recovering the signal’s representation, it is not clear that it is still required when our target is the signal. The goal of this chapter is to answer this very question. We aim at showing that highly-coherent and even linearly dependent atoms in D still enable a reliable recovery of the signal from its measurements.

Since linear dependencies are shown to give profit in the analysis framework, it is conjectured that the requirement for an incoherent dictionary for the signal recovery in the synthesis framework is unnecessary as well. A clue for this very property is given in [24], where the reconstruction conditions are presented in terms of the D-RIP which is a property of the measurement matrix M for the synthesis model. However, the results in [24] are derived for signals from the analysis model, thus leaving our question unresolved as of yet.

5.1 Preliminaries

In this chapter we focus on the synthesis model and ask: Is it possible to have a recovery guarantee for the synthesis model for a dictionary exhibiting linear dependencies within small groups of its columns? In order to answer this question, we start by studying the performance of the ideal \( \ell_0 \)-minimization problem

\[
\hat{a} = \arg\min_w \|w\|_0 \quad \text{s.t.} \quad \|y - MDw\|_2 \leq \varepsilon. \tag{5.1}
\]

This is the core approach for recovering a signal that is known to have the synthesis sparsity prior. The reconstructed signal in this technique is simply \( \hat{x} = D\hat{a} \). Recall that in the noiseless case, (5.1) turns to be simply

\[
\hat{a} = \arg\min_w \|w\|_0 \quad \text{s.t.} \quad y = MDw. \tag{5.2}
\]

We first provide uniqueness conditions for the signal recovery in the noiseless case. Then we present stable reconstruction conditions for the noisy case, where the noise is adversarial, using the D-RIP. We recall its definition\(^1\), which enforces that the measurement matrix M preserves the geometry of signals sparse with respect to D:

\(^1\)By abuse of notation we denote both the RIP and the D-RIP constants by \( \delta_k \). It will be clear from the context to which one we refer at each point in this chapter.
Definition 5.1.1 (D-RIP [24]) A matrix $M$ has the D-RIP with a dictionary $D$ and a constant $\delta_k = \delta^D_{D,k}$ if $\delta^D_{D,k}$ is the smallest constant that satisfies
\[
(1 - \delta^D_{D,k}) \|Dw\|_2^2 \leq \|MDw\|_2^2 \leq (1 + \delta^D_{D,k}) \|Dw\|_2^2,
\]
whenever $w$ is $k$-sparse.

The uniqueness and stability conditions that we present are generalization of previous results [28, 29, 32, 35, 43, 107] that assume $D$ to be incoherent. Our contribution is in providing reconstruction guarantees in the signal domain that do not pose incoherence requirement on the dictionary. Note that our stability result is a particular case of the result presented in [57, 95] in which a more general form of the D-RIP property has been proposed giving stable recovery guarantee for signals that come from a general union of subspaces model.

Having the results for the $\ell_0$-minimization problem, which is known to be NP-hard [61], we turn to approximation techniques and ask whether it is possible to extend the existing representation recovery guarantees to the signal case.

First steps in this direction have been taken for the CoSaMP algorithm in [108], presenting a variation for it, the Signal Space CoSaMP (SSCoSaMP) method, that targets the recovery of the signal directly. This technique has been studied under the assumption of the D-RIP [24]. It has been proven that under this assumption, if one has access to a support selection scheme $S_k$, which defines a projection $P_{S_k}(\cdot)$, satisfying
\[
\left\| P_{S_k}(z) - P_{S^{opt}_k}(z) \right\|_2 \leq \min \left( c_1 \left\| P_{S^{opt}_k}(z) \right\|_2, c_2 \left\| z - P_{S^{opt}_k}(z) \right\|_2 \right),
\]
where $S^{opt}_k$ denotes the optimal support selection scheme, then the method has a stable recovery for any $k$-sparse signal, i.e., its reconstructed signal $\hat{x}_{SSCoSaMP}$ satisfies
\[
\|x - \hat{x}_{SSCoSaMP}\|_2 \leq C \cdot \varepsilon,
\]
where $C$ is a given constant. Although the other results for greedy methods in this setting also rely on similar assumptions regarding the optimality of the projection [4, 109] (See Chapter 4), it remains an open problem whether such projections can be obtained, even when the dictionary $D$ is incoherent or well-behaved on sparse signals. In this chapter, we remedy this issue by taking two different directions.

In the first direction explored we note that in [108] it is observed that OMP [37], though not backed up theoretically, achieves some success in recovering signals in the presence of high coherence in the dictionary. We provide the first steps to explain this behavior. We propose
a slightly modified version of OMP, ε-OMP, and analyze its performance in the noiseless case (ε = 0). Instead of using the D-RIP, we rely on a new property of M and D: The ε-coherence με, which generalizes the definition of the regular coherence μ. Using this definition we show that if \( k \leq \frac{1}{2}(1 + \frac{1}{\mu e}) - O(\varepsilon) \) then the signal recovery error of ε-OMP is \( O(\varepsilon) \). This result implies that ε-OMP achieves an almost exact reconstruction in the case of very high correlations within pairs of dictionary columns. We draw also the connection between OMP and ε-OMP. Note that our conditions do not include the need for an efficient projection, as needed in [108].

In the second direction, we propose a variant of SSCoSaMP and an alternative proof technique that allows us to weaken the requirement on the projection. We provide similar guarantees to CoSaMP for incoherent dictionaries and show how these are extended for coherent ones.

The chapter is organized as follows. In Section 5.2 we introduce some properties of the D-RIP, which are similar to the ones shown for the O-RIP in Chapter 4. In Section 5.3 we present our new uniqueness and stability results for signal recovery for the \( \ell_0 \)-minimization problem. Section 5.4 introduces the ε-coherence along with other new definitions. In Section 5.5 a modified version of OMP is introduced to support high correlation between pairs of columns. In Section 5.6 the algorithm is analyzed using the ε-coherence providing some performance guarantees for the noiseless case. Section 5.7 presents the signal space approach for greedy-like algorithms using near-optimal projections in the signal space. Section 5.8 provides an alternate study for signal space greedy methods which enforces assumptions on these projections which hold in several settings including those when the dictionary is incoherent or structurally coherent. In Section 5.9 we present some experimental results. Section 5.10 discusses related works and concludes the chapter.

### 5.2 D-RIP Properties

The D-RIP, like the standard RIP, inherits the following useful properties. The first two follow immediately from the definition and thus appear without a proof.

**Corollary 5.2.1** If M satisfies the D-RIP with a constant \( \delta_k \) then

\[
\|MP_T\|_2^2 \leq 1 + \delta_k
\]

for every T such that \( |T| \leq k \).

**Lemma 5.2.2** For \( k \leq \tilde{k} \) it holds that \( \delta_k \leq \delta_{\tilde{k}} \).
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Lemma 5.2.3 If $M$ satisfies the D-RIP then

$$\|P_T(I - M^*M)P_T\|_2 \leq \delta_k$$

(5.7)

for any $T$ such that $|T| \leq k$.

Proof: The proof is similar to the one of the standard RIP as appears in [45]. We first observe that the Definition (5.1.1) of the D-RIP is equivalent to requiring

$$\|Mv\|_2^2 - \|v\|_2^2 \leq \delta_k \|v\|_2^2$$

(5.8)

for any $v = Dw$ such that $\|w\|_0 \leq k$. From this it follows that

$$\|MP_Tz\|_2^2 - \|P_Tz\|_2^2 \leq \delta_k \|P_Tz\|_2^2 \leq \delta_k \|z\|_2^2$$

(5.9)

for any set $T$ such that $|T| \leq k$ and any $z \in \mathbb{R}^d$. Next we notice that

$$\|MP_Tz\|_2^2 - \|P_Tz\|_2^2 = z^*P_TM^*MP_Tz - z^*P_Tz$$

(5.10)

$$= z^*P_T(M^*M - I)P_Tz = \langle P_T(M^*M - I)P_Tz, z \rangle.$$

Since $P_T(M^*M - I)P_T$ is Hermitian we have that

$$\max_z \frac{\langle P_T(M^*M - I)P_Tz, z \rangle}{\|z\|_2} = \|P_T(M^*M - I)P_T\|_2.$$  

(5.11)

Thus we have that the D-RIP implies (5.7) for any set $T$ such that $|T| \leq k$.

Corollary 5.2.4 If $M$ satisfies the D-RIP then

$$\|P_{T_1}(I - M^*M)P_{T_2}\|_2 \leq \delta_k,$$

(5.12)

for any $T_1$ and $T_2$ with $|T_1| \leq k_1, |T_2| \leq k_2, \text{ and } k_1 + k_2 \leq k$.

Proof: Since $T_1 \subset T_1 \cup T_2$ and $T_2 \subset T_1 \cup T_2$, we have from Lemma 5.2.3 that

$$\|P_{T_1}(I - M^*M)P_{T_2}\|_2 \leq \|P_{T_2 \cup T_1}(I - M^*M)P_{T_2 \cup T_1}\|_2 \leq \delta_k.$$  

□
5.3 Revisiting $\ell_0$ for Signal Recovery

In Sections 2.2.1 and 2.2.2 uniqueness and stability conditions for representation recovery, using the $\ell_0$-minimization, have been presented. Though these conditions are sharp for finding the representation, they are not sharp at all, in terms of finding the signal itself. This can be demonstrated using the following simple example. Let us assume that $D = [z, z, \ldots, z]$, a dictionary with columns that are a duplicate of the same atom $z$. Clearly, the signal $x = z$ can be represented by any of the atoms of $D$, which means that it has $n$ different sparse representations, each with cardinality 1. Thus, for any measurement matrix $M$ there is no unique solution to (5.2). Indeed, in this case we have spark$(MD) = 2$ and the uniqueness condition (See Theorem 2.2.2) collapses to the trivial requirement $\|x\|_0 = 0$. However, it is clear that if our goal is to recover the signal $x$ (i.e. $Da$) and not its representation $a$, then we can certainly have a uniqueness, as all the possible solutions to (5.2) lead to the same signal. Thus, we conclude that for the task of estimating the signal itself, the existing condition is not sharp and a better one should be explored. The same problem repeats also with respect to the stability condition $\delta_{2k} < 1$ (here $\delta_{2k}$ refers to the RIP, See Theorem 2.2.4), as it implies the same requirement we have had in the uniqueness case, $2k < \text{spark}(MD)$.

The reason that the Spark and RIP conditions for $MD$ are not sharp for the signal recovery task is that they are not designed for this purpose. In this section we use an extended Spark and RIP definitions that will serve better the signal recovery problem. The D-RIP [24] is used for having stable recovery conditions for the signal reconstruction. In a similar way, we propose a D-Spark property for the measurement matrix $M$, introducing a new uniqueness condition for the signal recovery. Note that the results in this section are generalization of the ones presented in Sections 2.2.1 and 2.2.2 for the signal’s representation. As a general guideline, by setting the measurement matrix to be $MD$ and the dictionary to be the identity, the results of this section coincide with the preceding ones.

5.3.1 Uniqueness for Signal Recovery

As in the representation case, we are interested to know when we can guarantee that a signal $x$, with a $k$-sparse representation under a matrix $D$, is the unique solution of (5.2). In other words, whether there exists another signal $x_1 \neq x$ with at most $k$-sparse representation under $D$ such that $Mx = Mx_1$. For this task we introduce the D-Spark, an extension of the Spark definition.

**Definition 5.3.1** Given a matrix $M$ we define D-spark$(M)$ as the smallest possible number of columns
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from $D$, marked as $T$, such that $\text{range}(D_T) \cap \text{Null}(M) \neq \{0\}$.

In other words, for every set $T$ with size $|T| < D$-spark(M) we have $\text{range}(D_T) \cap \text{Null}(M) = \{0\}$, implying that for any vector $w \in \mathbb{R}^{|T|}$, $MD_T w = 0$ if and only if $D_T w = 0$. Note that this definition coincides with the one of the Spark for $D=I$. This can be observed by noticing that in this case $D_T = I_T$ and thus $MD_T$ simply chooses $T$ columns from $M$. Thus, the above translates to the requirement that there is no subset of $|T|$ columns in $M$ that are linearly dependent.

Having the D-Spark definition, we propose a uniqueness condition for the signal recovery.

Theorem 5.3.2 Let $y = Mx$ where $x$ has a $k$-sparse representation $a$ under $D$. If $k < D$-spark(M) / 2 then $x = D\hat{a}$ for $\hat{a}$ the minimizer of (5.2), implying a perfect recovery.

Proof: Let us assume the contrary, i.e., there exists a minimizer, $\hat{a}_1$ for (5.2) such that $D\hat{a}_1 \neq D\hat{a}$. Let us denote the support sets of $\hat{a}$ and $\hat{a}_1$ by $T$ and $T_1$ respectively. Since $\hat{a}$ is a feasible solution to (5.2) and $\hat{a}_1$ is a minimizer, we have that $|T_1| \leq |T| \leq k$. Thus, by definition $D\hat{a}_1 - D\hat{a} \in \text{range}(D_{T \cup T})$ where $|T_1 \cup T| \leq 2k$. Noticing that $MD\hat{a}_1 = MD\hat{a}$, by the constraint of (5.2), we have $D\hat{a}_1 - D\hat{a} \in \text{Null}(M)$. This contradicts the assumption $k < D$-spark(M) / 2 because we get that $D\hat{a}_1 - D\hat{a} \in \text{range}(D_{T \cup T}) \cap \text{Null}(M) \neq \{0\}$, which means that $D$-spark(M) < $|T_1 \cup T| \leq 2k$.

Unlike the uniqueness condition of the regular Spark, the one of the D-Spark allows linear dependencies within the dictionary $D$. Returning to the example of the dictionary $D = \{z, z, \ldots, z\}$, we have $\text{range}(D_T) = \{\beta z, \beta \in \mathbb{R}\}$ for any non-empty support $T$. Thus, the uniqueness condition turns out to be $z \notin \text{Null}(M)$. This means that the matrices $M$ that guarantee uniqueness are the ones that have at least one row non-orthogonal to $z$. This is far stronger compared to earlier condition as discussed above.

5.3.2 $\ell_0$-Stability for Signal Recovery

Moving to the noisy case, we seek a generalization of the RIP that provides us with guarantees for the signal recovery. For this task we utilize the D-RIP [24]. As in the representation case, a connection between the D-RIP and the D-Spark can be established.

Proposition 5.3.3 Given a matrix $M$ and sparsity $k$, if $\delta_k < 1$ then $k < D$-spark(M) .

Proof: Requiring $\delta_k < 1$ implies that for any vector $x \in \text{range}(D_T)$ such that $|T| \leq k$ it holds that $\|Mx\|_2 \geq (1 - \delta_k) \|x\|_2 > 0$, hence $Mx \neq 0$. The last is equivalent to requiring $\text{Null}(M) \cap
range(D_T) = \{0\} for any support set T such that |T| ≤ k, which is exactly equivalent to D-spark(M) > k.

Having the definition of the D-RIP we present a stability guarantee for the signal recovery, which is a particular case of the claims that appear in [57, 95].

**Theorem 5.3.4** Let \( y = Mx + e \) where \( \|e\|_2 \leq \epsilon \), \( x \) has a \( k \)-sparse representation \( a \) under \( D \), and \( M \) satisfies the D-RIP condition with \( \delta_{2k} \). If \( \delta_{2k} < 1 \) then recovering the signal using (5.1), where the recovered signal is \( \hat{x} = D\hat{a} \), is stable:

\[
\|x - \hat{x}\|_2 \leq \frac{2\epsilon}{\sqrt{1 - \delta_{2k}}}
\]

(5.13)

**Proof:** Since \( a \), the representation of \( x \), is a feasible solution to (5.1) we have that \( \|\hat{a}\|_0 \leq \|a\|_0 \leq k \). Thus, \( x - \hat{x} \) is a signal that has a \( 2k \)-sparse representation. According to the constraint in (5.1) we also have \( \|y - M\hat{x}\|_2 \leq \epsilon \). Using the D-RIP, the triangle inequality, and the fact that \( \|y - Mx\|_2 \leq \epsilon \) as well, we get

\[
\|x - \hat{x}\|_2 \leq \frac{1}{\sqrt{1 - \delta_{2k}}} \|M(x - \hat{x})\|_2
\]

(5.14)

\[
\leq \frac{1}{\sqrt{1 - \delta_{2k}}} (\|y - Mx\|_2 + \|y - M\hat{x}\|_2) \leq \frac{2\epsilon}{\sqrt{1 - \delta_{2k}}},
\]

which is the stated result. \(\square\)

### 5.4 New Coherence Definition

Having a result for the \( \ell_0 \)-minimization problem, we turn to study approximation algorithms. The first tool used for treating the classical approximation techniques is the coherence [14]. Thus, we turn to present a generalization of the coherence together with other new related definitions that will aid us in our pursue for having improved guarantees for signal recovery. As in [14], also here the columns of \( MD \) are assumed to be normalized, as if this is not the case a simple scaling can be applied.

**Definition 5.4.1 (\( \epsilon \)-coherence)** Let \( 0 \leq \epsilon < 1 \), \( M \) be a fixed measurement matrix and \( D \) be a fixed dictionary. The \( \epsilon \)-coherence \( \mu_\epsilon(M, D) \) is defined as

\[
\mu_\epsilon(M, D) = \max_{1 \leq i < j \leq n} \left| \langle Md_i, Md_j \rangle \right| \quad \text{s.t.} \quad \frac{|\langle d_i, d_j \rangle|^2}{\|d_i\|_2^2 \|d_j\|_2^2} < 1 - \epsilon^2.
\]

(5.15)
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For calculating \(\mu_e(M, D)\), one may compute the Gram matrices \(G_{MD} = D'M'MD\) and \(G_D = W_D^{-1}D'DW_D^{-1}\), where \(W_D\) is a diagonal matrix that contains the norms of the columns of \(D\) on its diagonal, i.e., \(W_{D_{ij}} = \|d_i\|_2\). The \(e\)-coherence is simply the value of the largest off-diagonal element in absolute value in \(G_{MD}\), corresponding to an entry in \(G_D\) that is smaller in its absolute value than \(\sqrt{1-e^2}\). Note that for \(D = I\), the \(e\)-coherence coincides with the regular coherence \(\mu(M)\) and we have \(\mu_e(M, I) = \mu(M)\). When it is clear to which \(M\) and \(D\) we refer, we use simply \(\mu_e\).

**Definition 5.4.2** (\(e\)-independent support set) Let \(0 \leq e < 1\), \(D\) be a fixed dictionary. A support set \(T\) is \(e\)-independent with respect to a dictionary \(D\) if \(\forall i \neq j \in T, \frac{|(d_i, d_j)|^2}{\|d_i\|^2\|d_j\|^2} < 1 - e^2\).

**Definition 5.4.3** (\(e\)-extension)\(^2\) Let \(0 \leq e < 1\) and \(D\) be a fixed dictionary. The \(e\)-extension of a given support set \(T\) is defined as

\[
\text{ext}_{e,2}(T) = \left\{ i : \exists j \in T, \frac{|(d_i, d_j)|^2}{\|d_i\|^2\|d_j\|^2} \geq 1 - e^2 \right\}.
\]

The \(e\)-extension of a support \(T\) extends it to include each column in \(D\) which is "\(e\)-correlated" with elements included in \(T\). Obviously, \(T \subseteq \text{ext}_{e,2}(T)\). Note that the last two definitions are related to a given dictionary \(D\). If \(D\) is clear from the context, it is omitted.

5.5 \(e\)-Orthogonal Matching Pursuit

We use these new definitions to study the case of very high correlations within pairs of dictionary columns. For this scenario, we propose the \(e\)-orthogonal matching pursuit (\(e\)-OMP) presented in Algorithm 6, which is a modification of OMP [37]. \(e\)-OMP is the same as the regular OMP but with the addition of an \(e\)-extension step in each iteration together with a post processing step at the end of the algorithm. The methods coincide if \(e = 0\) as OMP’s orthogonality property guarantees not selecting the same vector twice and thus the \(e\)-extension step in \(e\)-OMP has no effect.

5.6 \(e\)-OMP Recovery Guarantees

Turning to present the theoretical guarantee for \(e\)-OMP, we start with the following lemma.

\(^2\)In [9] it is referred to as \(e\)-closure but since closure bears a different meaning in mathematics we use a different name here.
Lemma 5.6.1 Let $x = Da$, $T$ be the support of $a$, $\hat{T}$ be a support set such that $T \subseteq \text{ext}_{c,2}(\hat{T})$, $\beta_i = \langle d_i, d_F(i, D_T) \rangle \|d_i\|_2$ and $\tilde{T} = F(i, D_T)$ is a function of $i$ such that $\tilde{T} \in \hat{T}$ and $\left|\langle d_i, d_i \rangle\right|^2 \|d_i\|_2^2 \geq 1 - e^2$. If there are several possible $\tilde{T}$ for a given $i$, choose any one of those and proceed. For the construction

$$\hat{x} = \sum_{i \in T \setminus \tilde{T}} d_ia_i + \sum_{i \in \tilde{T} \setminus T} \beta_i d_F(i, D_T)a_i,$$

we have

$$\|x - \hat{x}\|_2^2 \leq \|W_{Dx}a_{T \setminus \tilde{T}}\|_1^2 e^2. \quad (5.17)$$

Proof: Note that $x - \hat{x} = \sum_{i \in \tilde{T} \setminus T} (d_i - \beta_i d_F(i, D_T)) a_i$ and $\|d_i - \beta_i d_F(i, D_T)\|_2^2 = \|d_i\|_2^2 \left(1 - \frac{\|d_i\|_2^2}{\|d_i\|_2^2} \right) \leq \|d_i\|_2 e^2$. The Cauchy-Schwartz inequality with some arithmetics gives

$$\|x - \hat{x}\|_2^2 = \left\| \sum_{i \in T \setminus \tilde{T}} (d_i - \beta_i d_F(i, D_T)) a_i \right\|_2^2 \quad (5.18)$$

$$= \sum_{i,j \in \tilde{T} \setminus T} (d_i - \beta_i d_F(i, D_T))^* (d_j - \beta_j d_F(j, D_T)) a_i a_j \leq \sum_{i \in T \setminus \tilde{T}} e^2 \|d_i\|_2^2 a_i^2 + \sum_{i \neq j \in \tilde{T} \setminus T} e^2 \|d_i\|_2 \|d_j\|_2 a_i a_j.$$  

By the definitions of the $\ell_1$-norm and $W_{Dx}$ we have that the rhs (right-hand-side) of (5.18) is equal to the rhs of (5.17). \hfill \Box

Theorem 5.6.2 Let $0 \leq e < 1$, $M$ be a fixed measurement matrix, $D$ be a fixed dictionary with $e$-coherence $\mu_e = \mu_e(M, D)$ and $y = Mb$ be a set of measurements of $x = Da$ where $a$ is supported on $T$ and $|T| = k$. Let $\hat{T} \subseteq T$ be an $e$-independent set such that $T \subseteq \text{ext}_{c,2}(\hat{T})$ and $\hat{x} = D\hat{a}$ is constructed according to (5.16) such that $\hat{a}$ is supported on $\hat{T}$. If

$$k < \frac{1}{2} \left(1 + \frac{1}{\mu_e} \right) \frac{2\|W_{D\hat{a}}\|_1 + \|W_{D\hat{a}_{T \setminus \hat{T}}}\|_1}{\mu_{e_{\min}}} \|M\|_e,$$  

where $e_{\min}$ is the minimal non-zero entry in absolute value of $\hat{a}$, then after $k$ iterations at most, $\hat{x}_{\text{comp}}$ satisfies

$$\|\hat{x}_{\text{comp}} - x\|_2^2 \leq \|W_{D_T}a_{T \setminus \hat{T}}\|_1^2 e^2 + \|W_{D\hat{a}}\|_1^2 e^2. \quad (5.20)$$

In particular, if $T$ is an $e$-independent set then $a = \hat{a}$ and

$$\|\hat{x}_{\text{comp}} - x\|_2^2 \leq \|W_{D\hat{a}}\|_1^2 e^2. \quad (5.21)$$
Algorithm 6 *e*-Orthogonal Matching Pursuit (*e*-OMP)

**Input:** \( k, M, D, y \) where \( y = Mx + e, x = Da \), \( \|a\|_0 \leq k \) and \( e \) is an additive noise.

**Output:** \( \hat{x}_{e\text{-OMP}} \): \( k \)-sparse approximation of \( x \).

Initialize estimate \( \hat{x}^0 = 0 \), residual \( r^0 = y \), support \( \hat{T}^0 = \emptyset \) and set \( t = 0 \).

while \( t \leq k \) do

\[ t = t + 1. \]

New support element: \[ i^t = \text{argmax}_{i \notin \hat{T}^{t-1}} |d_i^*M^*(r^{t-1})|. \]

Extend support: \[ \hat{T}^t = \hat{T}^{t-1} \cup \{i^t\}. \]

Calculate a new estimate: \[ \hat{x}_{e\text{-OMP}}^t = D_{\hat{T}^t}(MD_{\hat{T}^t})^\dagger y. \]

Calculate a new residual: \[ r^t = y - M\hat{x}_{e\text{-OMP}}^t. \]

Support \( e \)-extension: \[ \hat{T}^t = ext_{e,2}(\hat{T}^t). \]

end while

Form the final solution: \( \hat{x}_{e\text{-OMP}} = \hat{x}_{e\text{-OMP}}^k. \)

Set estimated extended support: \( \hat{T} = \hat{T}^k. \)

Form the extended final solution: \( \hat{x}_{e\text{-OMP}} = D_{\hat{T}}(MD_{\hat{T}})^\dagger y. \)

Before proceeding we comment on the role of \( e \) and \( \hat{T} \) in the theorem. If two columns are \( e \)-correlated and we use the regular coherence \( \mu \), the condition in (5.19) cannot be met. The use of \( e \)-coherence allows us to ignore these correlations and have a reduced coherence value. Thus, the value of \( e \) determines the level of correlations the algorithm can handle. Condition (5.19) bounds this level by \[ \frac{1}{2} \left( \mu_e + 1 - k_e \right) \frac{1}{\|W_{\hat{T}}\|_1 + \|W_{Da_{\hat{T}}}\|_1} \|a_{\min}\|_{\infty}. \] Remark that as \( e \) approaches zero the value of \( \mu_e \) approaches \( \mu_0 \), a mutual coherence of \( D \) that ignores the dependent columns.

The set \( \hat{T} \) is needed in the theorem because the columns of \( D_T \), which span \( x \), might be \( e \)-correlated or even dependent. To avoid that, we select the maximal subset of \( T \) which is \( e \)-independent and still includes \( T \) in its \( e \)-extension. The construction of such a maximal subset is easy. We start by initializing \( \hat{T} = T \), and then sequentially for each index \( i \in \hat{T} \) update \( \hat{T} = \hat{T} \setminus ext_{e,2}(\{i\}) \). The resulting subset \( \hat{T} \) is guaranteed to be \( e \)-independent and have \( T \subseteq ext_{e,2}(\hat{T}) \).

The following key Lemma is used in the Theorem’s proof.

**Lemma 5.6.3** Under the same setup of Theorem 5.6.2, we have

\[ \hat{T} \subseteq \hat{T}^k = ext_{e,2}(\hat{T}^k). \] (5.22)
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Proof: We prove by induction on the iteration \( t \leq |\tilde{T}| = \tilde{k} \) that either \( \tilde{T} \subseteq \tilde{T}^i \) or \( \exists i \in \tilde{T} \) such that \( i \in \tilde{T}^i \) and \( i \not\in \tilde{T}^{i-1} \). Since the induction guarantees that in each iteration a new element from \( \tilde{T} \) is included in \( \tilde{T}^i \), after \( k \geq \tilde{k} \) iterations (5.22) holds.

The basis of the induction is \( t = 1 \). Define \( \tilde{T} = \text{ext}_{\varepsilon,2}(\tilde{T}) \). The basis holds if in the first iteration we select an element from \( \tilde{T} \). This is true due to the fact that \( \forall i, j \in T, i \in \text{ext}_{\varepsilon,2} \{ j \} \iff j \in \text{ext}_{\varepsilon,2} \{ i \} \). Thus, we need to require

\[
\max_{i \in T} |d_i^* \text{M} \cdot y| > \max_{i \in T^c} |d_i^* \text{M} \cdot y|. \tag{5.23}
\]

First note that \( y = \text{M} \tilde{x} + \text{M} (x - \tilde{x}) \). Thus, using the triangle inequality, the Cauchy-Shwartz inequality and the facts that the \( \ell_2 \)-norm is multiplicative and \( \|\text{M} d_i\|_2 = 1 \), (5.23) holds if

\[
\max_{i \in T} |d_i^* \text{M} \cdot \text{M} \tilde{x}| > \max_{i \in T^c} |d_i^* \text{M} \cdot \text{M} \tilde{x}| + 2 \|\text{M} (x - \tilde{x})\|_2. \tag{5.24}
\]

In order to check when the last happens we shall bound its lhs (left-hand-side) from below and its rhs from above.

Assuming w.l.o.g that the index of the largest entry in \( \hat{a} \) is 1, we have for the lhs of (5.24)

\[
\max_{i \in T} |d_i^* \text{M} \cdot \text{M} \tilde{x}| \geq |d_1^* \text{M} \cdot \text{M} \tilde{x}| = \left| \sum_{l \in \tilde{T}} d_l^* \text{M} \cdot \text{M} d_l \hat{\alpha}_l \right| \tag{5.25}
\]

\[
\geq |d_1^* \text{M} \cdot \text{M} d_1 \hat{\alpha}_1| - \sum_{l \in \tilde{T}, l \neq 1} |d_l^* \text{M} \cdot \text{M} d_l \hat{\alpha}_l| \\
\geq \hat{\alpha}_1 - \mu_e \sum_{l \in \tilde{T}, l \neq 1} |\hat{\alpha}_l| = (1 - (\tilde{k} - 1) \mu) |\hat{\alpha}_1|,
\]

where the first inequality is due to the triangle inequality; the second is due to the fact that \( \|\text{M} d_i\|_2 = 1 \), the definition of \( \mu_e \) and the Cauchy-Schwartz inequality; and the last is because \( \hat{\alpha}_1 \) is the largest element in \( \hat{a} \) and \( |\tilde{T}| = \tilde{k} \).

We turn now to bound the rhs of (5.24) from above. Using the same considerations, we have

\[
\max_{i \in T^c} |d_i^* \text{M} \cdot \text{M} x| = \max_{i \in T^c} \left| \sum_{l \in \tilde{T}} d_l^* \text{M} \cdot \text{M} d_l \hat{\alpha}_l \right| \tag{5.26}
\]

\[
\leq \max_{i \in T^c} \sum_{i \in \tilde{T}} |d_i^* \text{M} \cdot \text{M} d_i \hat{\alpha}_i| \leq \sum_{i \in \tilde{T}} \mu_e |\hat{\alpha}_i| \leq |\hat{\alpha}_1| \tilde{k} \mu_e.
\]

Plugging (5.25) and (5.26) into (5.24) and then using Lemma 5.6.1 with the fact that \( \|\text{M}\|_2 = \sigma_M \) gives us the condition

\[
\tilde{k} < \frac{1}{2} \left( 1 + \frac{1}{\mu_e} \right) \frac{\sigma_M}{\mu_e \hat{\alpha}_1} \left\| \text{W}_{\text{D}_t} \hat{\alpha}_{\tilde{T} \setminus \tilde{T}} \right\|_1 \epsilon, \tag{5.27}
\]

for selecting an element from \( \tilde{T} \) in the first iteration.
Having the induction basis proven, we turn to the induction step. Assume that the induction assumption holds till iteration \( t - 1 \). We need to prove that it holds also in the \( t \)-th iteration. Let \( \tilde{T}^t = \text{ext}_{\epsilon,2}(\tilde{T} \setminus \tilde{T}^{t-1}) \). This set includes the \( \epsilon \)-extension of elements in \( \tilde{T} \) for which an element was not selected in the previous iterations. For proving the induction step it is enough to show that in the \( t \)-th iteration we select an index from \( \tilde{T}^t \):

\[
\max_{i \in \tilde{T}^t} |d_i^* M^r i^{t-1}| > \max_{i \in (T^t)^c \setminus T^{t-1}} |d_i^* M^r i^{t-1}|. \tag{5.28}
\]

On the rhs we do not check the maximum over elements in \( \tilde{T}^{t-1} \) because \( \epsilon \)-OMP excludes these indices in the step of selecting a new element. As in the basis of the induction, in order to check when (5.28) holds we shall bound its lhs from below and its rhs from above. Let \( \tilde{x}^{t-1} = \sum_{i \in \tilde{T} \setminus \tilde{T}^{t-1}} d_i \tilde{a}_i + \sum_{i \in \tilde{T}^{t-1}} \beta_i d_{f(i,D_{\tilde{T}^{t-1}})} \tilde{a}_i \) be constructed as in (5.16) where we use the fact that \( \tilde{a} \) is supported on \( \tilde{T} \). Denoting \( \tilde{r}^{t-1} = (I - MD_{\tilde{T}^{t-1}}(MD_{\tilde{T}^{t-1}})\dagger)M\tilde{x}^{t-1} \) and using a similar argument like in (5.24) we have that (5.28) holds if

\[
\max_{i \in \tilde{T}^t} |d_i^* M^r i^{t-1}| > \max_{i \in (T^t)^c \setminus T^{t-1}} |d_i^* M^r i^{t-1}| + 2 \| \tilde{r}^{t-1} - r^{t-1} \|_2. \tag{5.29}
\]

Notice that \( \tilde{r}^{t-1} \) is supported on \( \tilde{T}^{t-1} \cup (\tilde{T} \setminus \tilde{T}^{t-1}) \), i.e., \( \tilde{r}^{t-1} = MD_{\tilde{T}^{t-1} \cup (\tilde{T} \setminus \tilde{T}^{t-1})} \tilde{a}^{t-1} \), and \( \tilde{a}^{t-1}_{\tilde{T}^{t-1}} = \tilde{a}_{\tilde{T} \setminus \tilde{T}^{t-1}} \).

We want to show that the index of the maximal coefficient (in absolute value) of \( \tilde{r}^{t-1} \) belongs to \( \tilde{T} \setminus \tilde{T}^{t-1} \) and hence we will be able to use almost the same derivation of the basis of the induction. We prove it by contradiction. Assume that the maximum is achieved for \( i \in \tilde{T}^{t-1} \). By the orthogonality property of the residual it is easy to see that \( d_i^* M^r \tilde{r}^{t-1} = 0 \). Using similar considerations as in (5.25) we have \( 0 = |d_i^* M^r \tilde{r}^{t-1}| \geq (1 - \mu_c \mu_e) |\tilde{a}^{t-1}_i| \) which implies \( \hat{k} \geq 1 + \frac{1}{\mu_c} \) and we get a contradiction to (5.19).

Let w.l.o.g. \( t \) be the maximal coefficient in \( \tilde{a}^{t-1}_i \). By the above observations \( t \in \tilde{T} \setminus \tilde{T}^{t-1} \) and \( \tilde{a}^{t-1}_t = \tilde{a}_t \). Applying the same steps as in (5.25) and (5.26), we have

\[
\max_{i \in \tilde{T}^t} |d_i^* M^r \tilde{r}^{t-1}| \geq (1 - \mu_e (\hat{k} - 1)) |\tilde{a}_t|, \tag{5.30}
\]

\[
\max_{i \in (\tilde{T}^t)^c \setminus T^{t-1}} |d_i^* M^r \tilde{r}^{t-1}| \leq \mu_e k |\tilde{a}_t|. \]

Using norm inequalities and the projection property that implies \( \| I - MD_{\tilde{T}^{t-1}}(MD_{\tilde{T}^{t-1}})\dagger \|_2 \leq 1 \), we have

\[
\| \tilde{r}^{t-1} - r^{t-1} \|_2 \leq \| M(\tilde{x}^{t-1} - x) \|_2 \leq \sigma_M \| \tilde{x}^{t-1} - x \|_2 \leq \sigma_M \| \tilde{x}^{t-1} - \hat{x} \|_2 + \sigma_M \| \hat{x} - x \|_2. \tag{5.31}
\]
Using Lemma 5.6.1 with (5.31) and then combining it with (5.29) and (5.30) results with the condition
\[
\hat{k} < \frac{1}{2} + \frac{1}{2 \mu_e} - \frac{\sigma_{me}}{\lambda_{\hat{k}}} + \mu_e \left( \| \mathbf{W}_D \mathbf{\hat{\alpha}}_{T^{-1}} \|_1 + \| \mathbf{W}_D \mathbf{\alpha}_{T \setminus T} \|_1 \right).
\] (5.32)

The proof ends by noticing that (5.32) is implied by (5.19).

Proof of Theorem 5.6.2: Note that \( \hat{x}_{\text{OMP}} = \mathbf{D}_{\hat{T}} \mathbf{S} \mathbf{\hat{\alpha}}_{\hat{T}} \mathbf{y} + \mathbf{y} = \mathbf{Mx} \). Using some basic algebraic steps we have
\[
\| \hat{x}_{\text{OMP}} - \hat{x} \|_2 = \| \mathbf{D}_{\hat{T}} (\mathbf{M} \mathbf{D}_{\hat{T}}) \mathbf{\hat{x}} \|_2
\] (5.33)
\[
= \| (\mathbf{D}_{\hat{T}} (\mathbf{M} \mathbf{D}_{\hat{T}})^\dagger - \mathbf{I}) (\mathbf{I} - \mathbf{D}_{\hat{T}} D_{\hat{T}}^\dagger) \mathbf{x} \|_2
\leq \| (\mathbf{I} - \mathbf{D}_{\hat{T}} D_{\hat{T}}^\dagger) \mathbf{x} \|_2,
\]
where the last inequality is due to the fact that \( \mathbf{D}_{\hat{T}} (\mathbf{M} \mathbf{D}_{\hat{T}})^\dagger - \mathbf{I} \) is a projection operator and thus its operator norm is smaller or equal to 1. Splitting \( \hat{x} \) into \( \hat{x}_1 \) and \( \hat{x}_2 \) and then using the triangle inequality and the fact that \( \mathbf{I} - \mathbf{D}_{\hat{T}} D_{\hat{T}}^\dagger \) is a projection with (5.33) give
\[
\| \hat{x}_{\text{OMP}} - \hat{x} \|_2 \leq \left\| (\mathbf{I} - \mathbf{D}_{\hat{T}} D_{\hat{T}}^\dagger) \mathbf{\hat{x}} \right\|_2 + \| \mathbf{x} - \hat{x} \|_2.
\] (5.34)

By Lemma 5.6.3, after \( k \) iterations (5.22) holds. Thus, Lemma 5.6.1 implies the existence of a vector \( \hat{z}_k \), with a representation supported on \( \mathbf{T}_k \), satisfying \( \| \hat{x} - \hat{z}_k \|_2 \leq \| \mathbf{W}_{\mathbf{D}_T} \|_1 \| \mathbf{e} \|_1 \). This and projection properties yield for the first element in the rhs
\[
\left\| (\mathbf{I} - \mathbf{D}_{\hat{T}} D_{\hat{T}}^\dagger) \mathbf{\hat{x}} \right\|_2 \leq \left\| \hat{x} - \hat{z}_k \right\|_2 \leq \| \mathbf{W}_{\mathbf{D}_T} \|_1 \| \mathbf{e} \|_1.
\] (5.35)

For the second element we have using Lemma 5.6.1
\[
\| \mathbf{x} - \hat{x} \|_2 \leq \| \mathbf{W}_{\mathbf{D}_T} \mathbf{\alpha}_{T \setminus T} \|_1 \| \mathbf{e} \|_1.
\] (5.36)

Plugging (5.36) and (5.35) in (5.34) results with (5.20). Notice that if \( T \) is an \( \mathbf{e} \)-independent set then \( T = \hat{T} \) and (5.21) follows immediately from (5.20) because the first term in its rhs vanishes and in the second one \( \mathbf{W}_{\mathbf{D}_T} \mathbf{\alpha}_T = \mathbf{W}_{\mathbf{D}_T} \mathbf{\alpha} \) since \( \mathbf{\alpha}_{T_C} = 0 \).

Remark 5.6.4 Theorem 5.6.2 can be easily extended to the noisy case using the proof technique in [14].

Remark 5.6.5 If for a certain vector \( \mathbf{x} \) supported on \( T \), we get \( |T_k| \leq d \) then the condition in (5.19) in Theorem 5.6.2 implies a perfect recovery for the extended final solution of \( \mathbf{e} \)-OMP, \( \hat{x}_{\text{OMP}} \). Due to uniqueness conditions, in this case \( \hat{x}_{\text{OMP}} = \mathbf{x} \). It can be easily shown that \( |\text{ext}_{2,e}(T)| \leq d \) is a sufficient condition for this to happen.
5.7. SIGNAL SPACE ALGORITHMS

Algorithm 7 Signal Space CoSaMP (SSCoSaMP)

**Input:** $k, M, D, y, a$ where $y = Mx + e$, $k$ is the sparsity of $x$ under $D$ and $e$ is the additive noise. $S_{ak,1}$ and $S_{k,2}$ are two near optimal support selection schemes.

**Output:** $\hat{x}$: $k$-sparse approximation of $x$.

Initialize the support $T_0 = \emptyset$, the residual $y_0 = y$ and set $t = 0$.

**while** halting criterion is not satisfied **do**

$t = t + 1$.

Find new support elements: $T_{\Lambda} = S_{ak,1}(M^* y_{r,t}^{t-1})$.

Update the support: $\tilde{T}_t = T^{t-1} \cup T_{\Lambda}$.

Compute the representation:

$$x_p = D(MD_{\tilde{T}_t})^+ y = D \left( \arg\min_w \|y - MDw\|_2^2 \text{ s.t. } w_{\tilde{T}_t} = 0 \right).$$

Shrink support: $T_t = S_{k,2}(x_p)$.

Calculate new representation: $x_t = P_{T_t} x_p$.

Update the residual: $y_t = y - Mx_t$.

**end while**

Form final solution $\hat{x} = x_t$.

**Remark 5.6.6** From the previous remark we conclude that if for any $T$ such that $|T| \leq k$ we have $|ext_{2e,2}(T)| \leq d$ then the algorithm provides us always with a perfect recovery.

**Remark 5.6.7** Theorem 5.6.2 applies also to the regular OMP if $\frac{|\langle d_i, d_j \rangle \|_2^2}{\|d_i\|_2 \|d_j\|_2} < 1 - \epsilon^2$ implies $|\langle Md_i, Md_j \rangle|^2 < 1 - \epsilon^2$. The latter property guarantees that in the step of selecting a new element, OMP does not choose an index from $\tilde{T}_t$. For a formal proof, the induction step in Lemma 5.6.3 needs to be modified showing that an element from $\tilde{T}_t$ is not chosen.

5.7 Signal Space Algorithms

Having a result for an OMP variant for the noiseless case using a modified coherence definition, we turn to variants of the greedy-like algorithms. In [108] the Signal Space CoSaMP has been proposed. It is shown in Algorithm 7. In the algorithm, the function $S_k(y)$ returns the support of the best $k$-sparse representation of $y$ in the dictionary $D$, and $P_T$ denotes the projection onto that support. Note that in [108] only one support selection method has been used within the algorithm, i.e, $S_{k,1} = S_{k,2}$. Using two different schemes is a generalization we propose that will aid us later in the theoretical study of SSCoSaMP.
Algorithm 8 Signal Space Iterative Hard Thresholding (SSIHT)

Input: $k, M, D, y$ where $y = MDa + e$, $k$ is the cardinality of $a$ and $e$ is an additive noise.

Output: $\hat{x}_{SSIHT}$: $k$-sparse approximation of $x$.

Initialize estimate $x^0 = 0$ and set $t = 0$.

while halting criterion is not satisfied do
  $t = t + 1$.
  Perform a gradient step: $x_g = x^{t-1} + \mu_t M^*(y - Mx^{t-1})$
  Find a new support: $T_t = S_k(x_g)$
  Project to get a new estimate: $x^t = D_T D_T^T x_g$.
end while

Form the final solution $\hat{x}_{SSIHT} = x^t$.

Noticing that SSCoSaMP is a variant of ACoSaMP, with the difference that instead of applying the projections in the analysis signal space they are applied in the synthesis signal space, we propose a signal space variant for IHT presented in Algorithm 8. The signal space IHT (SSIHT) emerges from IHT as SSCoSaMP emerges from CoSaMP. We have shown in [8] that SSIHT inherits very similar guarantees to AIHT under the same near-optimality assumptions on the projections used in Chapter 4 for AIHT. Note that the proof technique used in [8] can be adopted to develop new theoretical results for SSCoSaMP that differ from those in [108] and resemble those of ACoSaMP in Chapter 4. However, in this chapter we take a different route.

5.8 SSCoSaMP Guarantees

As is evident by Algorithms 7 and 8, we need access to a projection which, given a general vector, finds the closest (in the $\ell_2$ sense) $k$-sparse vector. Recall that in the representation case (when $D = I$), simple hard thresholding gives the desired result. However, in the signal space we need to solve

$$S^*_k(z) = \arg\min_{|T| \leq k} \|z - P_T z\|_2^2.$$ (5.37)

This problem seems to be NP-hard in general, as is the case in the analysis framework [99], so an approximation is needed. Unlike the analysis case, in the signal space setup we are not aware of any non-trivial dictionary (which is not unitary) for which an optimal projection exists. Moreover, the same holds true also with respect to the near-optimal projections used with SSCoSaMP in [108] and SSIHT in [8].
5.8. SSCOSAMP GUARANTEES

For this reason we propose a new near-optimal projection definition which is an extension of the one given in Section 4.2 and is similar to the one in (5.4) [108].

**Definition 5.8.1** A procedure $\hat{S}_{\xi k}$ implies a near-optimal projection $P_{\hat{S}_{\xi k}}(\cdot)$ with constants $C_k$ and $\tilde{C}_k$ if for any $z \in \mathbb{R}^d$, $|S_{\xi k}(z)| \leq \zeta k$, with $\zeta \geq 1$, and

$$\left\| z - P_{\hat{S}_{\xi k}}(z) z \right\|_2^2 \leq C_k \left\| P_{\hat{S}_{\xi k}}(z) z \right\|_2^2 \quad \text{as well as} \quad \left\| z - P_{S_{\xi k}}(z) z \right\|_2^2 \geq C_k \left\| P_{S_{\xi k}}(z) z \right\|_2^2,$$

(5.38)

where $P_{S_{\xi k}}$ denotes the optimal projection as in (5.37).

We point out some consequences of the definition of near-optimal projections, as in Definition 5.8.1. A clear implication of this definition is that for any vector $v \in \mathbb{R}^d$ that has a $k$-sparse representation and a support set $T$ such that $|T| \leq k$, and for any $z \in \mathbb{R}^d$ we have that

$$\left\| z - P_{S_{\xi k}}(z) z \right\|_2^2 \leq C_k \left\| v - z \right\|_2^2,$$

(5.39)

and

$$\left\| P_{S_{\xi k}}(z) z \right\|_2^2 \geq \tilde{C}_k \left\| P_T z \right\|_2^2.$$

(5.40)

The constants $C_k$ and $\tilde{C}_2k$ will play a role in the convergence guarantees we develop for SSCoSaMP. Requirements on the allowed values and the type of dictionaries that has near optimal support selection schemes will be discussed later in Section 5.8.3.

Our main result can now be summarized as follows.

**Theorem 5.8.2** Let $M$ satisfy the D-RIP (5.1.1) with a constant $\delta_{(3\xi + 1)k}$ ($\zeta \geq 1$). Suppose that $S_{\xi k,1}$ and $S_{\xi k,2}$ are near optimal projections (as in Definition 5.8.1) with constants $C_k, \tilde{C}_k$ and $C_{2k}, \tilde{C}_{2k}$ respectively. Apply SSCoSaMP (with $a = 2$) and let $x^t$ denote the approximation after $t$ iterations. If

$$\delta_{(3\xi + 1)k} < \frac{C_k^2}{\tilde{C}_{2k}}$$

and

$$(1 + C_k) \left( 1 - \frac{\tilde{C}_{2k}}{(1 + \gamma)^2} \right) < 1,$$

(5.41)

then after a constant number of iterations $t^*$ it holds that

$$\left\| x^{t^*} - x \right\|_2 \leq \eta_0 \left\| e \right\|_2,$$

(5.42)

where $\gamma$ is an arbitrary constant, and $\eta_0$ is a constant depending on $\delta_{(3\xi + 1)k}, C_k, \tilde{C}_k$ and $\gamma$. The constant $e_{C_k, \tilde{C}_{2k}, \gamma}$ is greater than zero if and only if (5.41) holds.

Unlike previous results in the signal space setting, the requirement (5.41) on the near-optimal projections holds in many common sparse approximation settings such as those when the dictionary $D$ is incoherent or satisfies the RIP. In those settings, classical recovery methods
may be utilized for the projections. We thus offer an improvement over the existing signal space theoretical guarantees which enforce requirements on the projections which do not even hold when the dictionary is highly incoherent.

In this section we provide theoretical guarantees for the reconstruction performance of SS-CoSaMP. The results here are for the choice of $a = 2$ in the algorithm, however, analogous results for other values follow similarly. We will prove the main result, Theorem 5.8.2, via Corollary 5.8.4. The proof and discussion of this corollary occupy the remainder of this section.

### 5.8.1 Theorem Conditions

Before we begin the proof of the theorem we first ask under what conditions the assumptions of the theorem hold. One condition of Theorem 5.8.2 is that $\delta_2(1+\gamma)k \leq \frac{e^2}{C_{1k}C_{2k,1'}}$ for a constant $e^2_{C_{1k},C_{2k,1'}} > 0$. When the dictionary $D$ is unitary, it was shown for many families of random matrices that for any value of $e_k$, if $m \geq \frac{C_{1k}}{\epsilon_k}k\log\left(\frac{m}{k}\right)$ then $\delta_k \leq \epsilon_k$ [28, 76, 96]. A similar result for the same family of random matrices holds for the D-RIP [24]. Thus, the critical part in the conditions of the Theorem is condition (5.41), that impose a requirement on $C_{1k}$ and $C_{2k}$ to be close to 1. We have an access to projection operators that satisfy this condition in many practical settings which are not supported by the guarantees provided in previous papers that used near optimal projections [4, 108, 109]. This is due to the near-optimality definition and the proof technique used in this chapter; A detailed discussion of this subject is left to Section 5.8.3 below.

### 5.8.2 SSCoSaMP Theorem

Analogously to that of CoSaMP in [45], our proof relies on iteration invariant which shows that each iteration substantially reduces the recovery error.

**Theorem 5.8.3** Let $M$ satisfy the D-RIP (5.1.1) with constants $\delta_{(\xi+1)k},\delta_{3\xi k},\delta_{(3\xi+1)k}$ and let $S_{\xi,1}$ and $S_{2k,2}$ be near optimal projections as in Definition 5.8.1 with constants $C_{1k}$, $\tilde{C}_{1k}$ and $C_{2k}$, $\tilde{C}_{2k}$ respectively. Then

$$
\|x^t - x\|_2 \leq \rho \|x^{t-1} - x\|_2 + \eta \|e\|_2, \tag{5.43}
$$

for constants $\rho$ and $\eta$. The iterates converge, i.e. $\rho < 1$, if $\delta_{(3\xi+1)k} \leq \frac{e^2}{C_{1k}C_{2k,1'}}$, for some positive constant $e^2_{C_{1k},C_{2k,1'}}$ and (5.41) holds.

An immediate corollary of the above theorem is the following
Corollary 5.8.4 Assume the conditions of Theorem 5.8.3. Then after a constant number of iterations \( t^* = \left\lceil \frac{\log(\|x\|_2/\|e\|_2)}{\log(1/\rho)} \right\rceil \) it holds that

\[
\|x^{t^*} - x\|_2 \leq \left(1 + \frac{1 - \rho^{t^*}}{1 - \rho}\right) \eta \|e\|_2.
\]  

(5.44)

Proof: By using (5.43) and recursion we have that after \( t^* \) iterations

\[
\|x^{t^*} - x\|_2 \leq \rho^{t^*} \|x - x^0\|_2 + (1 + \rho + \rho^2 + \ldots + \rho^{t^* - 1}) \eta \|e\|_2 \leq \left(1 + \frac{1 - \rho^{t^*}}{1 - \rho}\right) \eta \|e\|_2,
\]  

(5.45)

where the last inequality is due to the equation of the geometric series, the choice of \( t^* \), and the fact that \( x^0 = 0 \).

Note that Corollary 5.8.4 implies our main result, Theorem 5.8.2, with \( \eta_0 = \left(1 + \frac{1 - \rho^{t^*}}{1 - \rho}\right) \eta \).

We turn now to prove the iteration invariant, Theorem 5.8.3. Instead of presenting the proof directly, we divide the proof into several lemmas. The first lemma gives a bound for \( \|x_p - x\|_2 \) as a function of \( \|e\|_2 \) and \( \|Q_{T_l}(x_p - x)\|_2 \).

Lemma 5.8.5 If \( M \) has the D-RIP with a constant \( \delta_{3\xi k} \), then with the notation of Algorithm 7, we have

\[
\|x_p - x\|_2 \leq \frac{1}{\sqrt{1 - \delta_{(3\xi + 1)k}^2}} \|Q_{T_l}(x_p - x)\|_2 + \frac{\sqrt{1 + \delta_{3\xi k}}}{1 - \delta_{(3\xi + 1)k}} \|e\|_2
\]  

(5.46)

The second lemma bounds \( \|x^l - x\|_2 \) in terms of \( \|Q_{T_l}(x_p - x)\|_2 \) and \( \|e\|_2 \) using the first lemma.

Lemma 5.8.6 Given that \( S_{3\xi,2} \) is a near support selection scheme with a constant \( C_{k^l} \), if \( M \) has the D-RIP with a constant \( \delta_{(3\xi + 1)k} \), then

\[
\|x^l - x\|_2 \leq \rho_1 \|Q_{T_l}(x_p - x)\|_2 + \eta_1 \|e\|_2.
\]  

(5.47)

The last lemma bounds \( \|Q_{T_l}(x_p - x)\|_2 \) with \( \|x^{l-1} - x\|_2 \) and \( \|e\|_2 \).

Lemma 5.8.7 Given that \( S_{2\xi k,1} \) is a near optimal support selection scheme with a constant \( \tilde{C}_{2k} \), if \( M \) has the D-RIP with constants \( \delta_{(3\xi + 1)k} \) and \( \delta_{2\xi k} \) then

\[
\|Q_{T_l}(x_p - x)\|_2 \leq \eta_2 \|e\|_2 + \rho_2 \|x - x^{l-1}\|_2.
\]  

(5.48)

The proofs of Lemmas 5.8.5, 5.8.6 and 5.8.7 appear in Appendices C.1, C.2 and C.3, respectively. With the aid of the above three lemmas we turn to the proof of the iteration invariant, Theorem 5.8.3.
Proof of Theorem 5.8.3: Substituting the inequality of Lemma 5.8.7 into the inequality of Lemma 5.8.6 gives (5.43) with $\rho = \rho_1\rho_2$ and $\eta = \eta_1 + \rho_1\eta_2$. The iterates converge if $\rho_1^2\rho_2^2 < 1$. Since $\delta_{(3\zeta+1)k} \leq \delta_{3\zeta k} \leq \delta_{(3\zeta+1)k}$ this holds if
\[
\left(1 + \frac{2\delta_{(3\zeta+1)k}\sqrt{C_k} + C_k}{1 - \delta_{(3\zeta+1)k}^2}\right) \cdot \left(1 - \left(\frac{\sqrt{C_k}}{1 + \gamma} + 1\right)\sqrt{\delta_{(3\zeta+1)k} - \frac{C_k}{1 + \gamma}}\right)^2 < 1. \tag{5.49}
\]
Since $\delta_{(3\zeta+1)k} < 1$, we have $\delta_{(3\zeta+1)k}^2 < \delta_{(3\zeta+1)k} < \sqrt{\delta_{(3\zeta+1)k}}$. Using this fact and expanding (5.49) yields the stricter condition
\[
\left(1 + C_k\right)\left(1 - \left(\frac{\sqrt{C_k}}{1 + \gamma} + 1\right)\right) + 2\left(1 + C_k\right)\left(\sqrt{C_k} + 1\right)\sqrt{\delta_{(3\zeta+1)k}} \tag{5.50}
\]
\[+ \left(2\sqrt{C_k}\left(1 - \left(\frac{\sqrt{C_k}}{1 + \gamma}\right)^2\right) - (1 + C_k)\left(1 + \sqrt{C_k}\right)^2 + 4\sqrt{C_k}\left(\frac{\sqrt{C_k}}{1 + \gamma} + 1\right) + 2\right)\delta_{(3\zeta+1)k} < 0.\]

The above equation has a positive solution if and only if (5.41) holds. Denoting its positive solution by $\epsilon_{C_k, c_{2\zeta, \gamma}}$ we have that the expression holds when $\delta_{(3\zeta+1)k} \leq \epsilon_{C_k, c_{2\zeta, \gamma}}^2$, which completes the proof. Note that in the proof we have
\[
\eta_1 = \sqrt{\frac{2 + C_k + 2\sqrt{C_k} + C_k\sqrt{1 + \delta_{3\zeta k}}}{1 - \delta_{(3\zeta+1)k}^2}}, \quad \eta_2^2 = \left(\frac{1 + \delta_{3\zeta k}}{\gamma(1 + \alpha)} + \frac{(1 + \delta_{(3\zeta+1)k})\hat{C}_k}{\gamma(1 + \alpha)(1 + \gamma)}\right),
\]
\[
\rho_1^2 = \frac{1 + 2\delta_{(3\zeta+1)k}\sqrt{C_k} + C_k}{1 - \delta_{(3\zeta+1)k}^2}, \quad \rho_2^2 = 1 - \left(\frac{\sqrt{\delta_{(3\zeta+1)k}} - \frac{C_k}{1 + \gamma}}{1 - \sqrt{\delta_{(\zeta+1)k}} - \frac{\sqrt{C_k}}{1 + \gamma}}\right)^2,
\]
\[
\alpha = \frac{\hat{C}_k}{\sqrt{(1 + \gamma_1)(1 + \gamma_2)} \cdot \left(1 - \sqrt{\delta_{(\zeta+1)k}} - \frac{\sqrt{C_k}}{1 + \gamma}\right)^2 - \delta_{(3\zeta+1)k}}
\]
and $\gamma > 0$ is an arbitrary constant. 

\[\Box\]

5.8.3 Near Optimal Projection Examples

In this part we give several examples for which condition (5.41),
\[
(1 + C_k)\left(1 - \frac{\hat{C}_k}{(1 + \gamma)^2}\right) < 1,
\]
can be satisfied with accessible projection methods.


5.8. SSCOSAMP GUARANTEES

Unitary Dictionaries

For unitary $D$ the conditions hold trivially since $C_k = \tilde{C}_k = 1$ using simple thresholding. In this case our results coincide with the standard representation model for which we already have theoretical guarantees [39]. However, for a general dictionary $D$ simple thresholding is not expected to have this property.

RIP Dictionaries

We next consider the setting in which the dictionary $D$ itself satisfies the RIP. In this case we may use a standard method like IHT or CoSaMP for $S_{k,1}$ and simple thresholding for $S_{2k,1}$. Note that $\zeta = 1$ in this case. For dictionaries that satisfy the RIP, it is easy to use existing results in order to derive bounds on the constant $C_k$.

In order to see how such bounds can be achieved, notice that standard bounds exists for these techniques in terms of the representation error rather than the signal error. That is, for a given vector $v = Da + e$ and any support set $T^*$ of size $k$, it is guaranteed that if $\delta_{4k} \leq 0.1$ (or $\delta_{3k} \leq \frac{1}{\sqrt{32}}$) then $\hat{a}$, the recovered representation of CoSaMP (or IHT), satisfies

$$\|a - \hat{a}\|_2 \leq C_e \|v - P_{T^*}v\|_2,$$

(5.51)

where $C_e \approx 5.6686$ (or $C_e \approx 3.3562$) [45, 39, 41].

We use this result to bound $C_k$ as follows. For a general vector $v$ we may write its optimal projection as $P_{T^*}v = Da$ with $\text{supp}(a) = T^*$. Applying the bound in (5.51) with $e = v - P_{T^*}v$ and $P_{T^*}v = D\hat{a}$ along with the RIP yields

$$\|v - P_{T^*}v\|_2 \leq \|v - P_{T^*}v\|_2 + \|P_{T^*}v - P_{T^*}v\|_2$$

(5.52)

$$= \|v - P_{T^*}v\|_2 + \|Da - D\hat{a}\|_2$$

$$\leq \|v - P_{T^*}v\|_2 + \sqrt{1 + \delta_{2k}} \|a - \hat{a}\|_2$$

$$\leq \|v - P_{T^*}v\|_2 + C_e \sqrt{1 + \delta_{2k}} \|v - P_{T^*}v\|_2.$$ 

This implies that

$$C_k \leq 1 + C_e \sqrt{1 + \delta_{2k}}.$$  

(5.53)

For example, if $\delta_{4k} \leq 0.1$ then $C_k \leq 6.9453$ for CoSaMP and if $\delta_{3k} \leq \frac{1}{\sqrt{32}}$ then $C_k \leq 4.6408$ for IHT. The inequality in (5.53) holds true not only for CoSaMP and IHT but for any algorithm that provides a $k$-sparse representation that obeys the bound in (5.51). Note that many
Having a bound for $C_k$, we realize that in order to satisfy (5.41) we now have a condition on the second constant,

$$C_{2k} \geq \left(1 - \frac{1}{1 + C_k}\right) (1 + \gamma)^2. \quad (5.54)$$

In order to show that this condition can be satisfied we provide an upper bound for $C_{2k}$ which is a function of the RIP constants of $D$. The near-optimal projection can be obtained by simple thresholding under the image of $D^*$:

$$S_{k,2} = \arg\min_{|T| = k} \|D^*_T v\|_2. \quad (5.55)$$

**Lemma 5.8.8 (Thresholding Projection RIP bound)** If $D$ is a dictionary that satisfies the RIP with a constant $\delta_k$, then using (5.55) as the thresholding projector yields

$$\tilde{C}_k \geq \frac{1 - \delta_k}{1 + \delta_k}. \quad (5.56)$$

**Proof:** Let $v$ be a general vector. Let $T$ be the indices of the largest $k$ entries of $D^* v$ and $T^*$ the support selected by the optimal support selection scheme as in (5.37). By definition we have that

$$\|D^*_T v\|_2^2 \geq \|D^*_T \cdot v\|_2^2. \quad (5.57)$$

Since $\frac{1}{1 + \delta_k} \leq \|(D^*_T)^\dagger\|_2^2 \leq \frac{1}{1 - \delta_k}$ for $|T| \leq k$ (see Prop. 3.1 of [39]), we have that

$$(1 + \delta_k) \|D^*_T\|_2 \|D^*_T v\|_2^2 \geq (1 - \delta_k) \|D^*_T\|_2 \|D^*_T \cdot v\|_2^2. \quad (5.58)$$

Since $P_T = (D^*_T)^\dagger D^*_T$, we get that

$$\|P_T v\|_2^2 \geq \frac{1 - \delta_k}{1 + \delta_k} \|P_T \cdot v\|_2^2. \quad (5.59)$$

Thus $\tilde{C}_k \geq \frac{1 - \delta_k}{1 + \delta_k} \frac{D}{1 + \delta_k}$. 

Hence, the condition on the RIP of $D$ for satisfying (5.41) turns to be

$$\frac{1 - \delta_k}{1 + \delta_k} \geq \left(1 - \frac{1}{1 + C_k}\right) (1 + \gamma)^2. \quad (5.59)$$

By using the exact expression for $C_k$ in terms of RIP constants, one can obtain guarantees in terms of the RIP constants only. For example, from [39], for CoSaMP one has more precisely that for any vector $\mathbf{a}$, the reconstructed vector $\hat{\mathbf{a}}$ from measurements $\mathbf{z} = D\mathbf{a} + \mathbf{e}$ satisfies

$$\|\mathbf{a} - \hat{\mathbf{a}}\|_2 \leq \left[\frac{2}{\sqrt{1 - \delta_{3k}}} + 4 \left(1 + \frac{\delta_{4k}}{1 - \delta_{3k}}\right) \cdot \frac{1}{\sqrt{1 - \delta_{2k}}}\right] \|\mathbf{e}\|_2.$$
Using (5.53) we have

\[ C_k \leq 1 + \sqrt{1 + \delta_{2k}} \left[ \frac{2}{\sqrt{1 - \delta_{3k}}} + 4 \left( 1 + \frac{\delta_{4k}}{1 - \delta_{3k}} \right) \cdot \frac{1}{\sqrt{1 - \delta_{2k}}} \right]. \]  

(5.60)

Substituting this into the expression (5.59) gives a bound on the RIP constants alone. For example, setting \( \gamma = 0.01 \), one finds that the requirement \( \delta_{4k} \leq 0.052 \) is enough to guarantee (5.41) holds using CoSaMP.

**Incoherent Dictionaries**

Given that a dictionary \( D \) has a coherence \( \mu \), it is known that the RIP constant can be upper bounded by \( \mu \) in the following way [110]

\[ \delta_k \leq (k - 1) \mu. \]  

(5.61)

Hence, using this relation one may get recovery conditions based on the coherence value using the conditions from the previous subsection. For example, if we use CoSaMP for the first projection and thresholding for the second one, one may have the following condition in terms of the coherence (instead of the RIP): \( \mu \leq \frac{0.052}{k - 1} \).

**Support Selection using Highly Correlated Dictionaries**

In all the above cases, the dictionary is required to be incoherent. This follows from the simple fact that decoding under a coherent dictionary is a hard problem in general. However, in some cases we have a coherent dictionary in which each atom has a high correlation with a small number of other atoms and very small correlation with all the rest. In this case, the high coherence is due to these rare high correlations and pursuit algorithms may fail to select the right atoms in their support estimate as they may be confused between the right atom and its highly correlated columns. Hence, one may update the pursuit strategies to add in each of their steps only atoms which are not highly correlated with the current selected atoms and as a final stage extend the estimated support to include all the atoms which have high coherence with the selected support set.

This idea is related to the recent literature of super-resolution (see e.g. [111, 112, 113, 114, 115] and references therein) and to the \( \epsilon \)-OMP algorithm presented above in Section 5.5. We employ \( \epsilon \)-OMP with \( M = I \) as a support selection procedure (we use its extended estimated support \( \hat{T} \)). We also propose a similar extension for thresholding, \( \epsilon \)-thresholding, for the case \( M = I \) that for a given signal \( z \), selects the support in the following way. It picks the indices
Algorithm 9 \(\epsilon\)-thresholding

**Input:** \(k, D, z\) where \(z = x + e, x = Da, \|x\|_0 \leq k\) and \(e\) is an additive noise.

**Output:** \(\hat{x}\): a \(k\)-sparse approximation of \(x\) supported on \(\hat{T}\).

1. Initialize support \(\hat{T}^0 = \tilde{T}^0 = \emptyset\) and set \(t = 0\).
2. Calculate correlation between dictionary and measurements: \(v = D^*z\).
3. while \(t \leq k\) do
   - \(t = t + 1\).
   - New support element: \(i^t = \arg\max_{i \notin \hat{T}^{t-1}} |v_i|\).
   - Extend support: \(\hat{T}^t = \hat{T}^{t-1} \cup \{i^t\}\).
   - Support \(\epsilon\)-extension: \(\tilde{T}^t = \text{ext}_{\epsilon,2}(\hat{T}^t)\).
4. end while
5. Set estimated support \(\hat{T} = \tilde{T}^k\).
6. Form the final solution \(\hat{x} = D_{\hat{T}}D_{\hat{T}}^*z\).

of the largest elements of \(D^*z\) one at a time, where at each time it adds the atom with highest correlation to \(z\) excluding the already selected ones. Each atom is added together with its highly correlated columns. We present the \(\epsilon\)-Thresholding technique in Algorithm 9.

Note that the size of the group of atoms which are highly correlated with one atom of \(D\) is bounded. The size of the largest group is an upper bound for the near-optimality constant \(\zeta\). More precisely, if the allowed high correlations are greater then \(1 - \epsilon^2\) then we have the upper bound

\[
\zeta \leq \max_{T:|T| \leq k} |\text{ext}_{\epsilon,2}(T)| \leq \max_{1 \leq i \leq n} k |\text{ext}_{\epsilon,2}(|\{i\}|) |.
\]

We have a trade-off between the size of the correlation which we can allow and the size of the estimated support which we get. The smaller the correlation between columns we allow, the larger \(\zeta\) is and thus also the estimated support. On the one hand, this attribute is positive; the larger the support, the higher the probability that our near-optimality constants \(C_k\) and \(\tilde{C}_k\) are close to 1. On the other hand, for large \(\zeta\), \(\delta(3\zeta + 1)k\) is larger and it is harder to satisfy the RIP requirements. Hence we expect that if the number of measurements is small, the size of \(\zeta\) would be more critical as it would be harder to satisfy the RIP condition. When the number of measurements gets higher, the RIP requirement is easier to satisfy and can handle higher values of \(\zeta\).

One trivial example, in which the above projections have known near-optimality constants is when \(D\) is an incoherent dictionary with one or more repeated columns. In this case, the
projection constants of $\mathbf{D}$ are simply the ones of the underlying incoherent dictionary. 

![Graph of correlation size (inner product) in a sorted order of one atom of the 4 times redundant-DFT dictionary with the other atoms. Note that the x-axis is in a log-scale.](image)

Figure 5.1: Correlation size (inner product) in a sorted order of one atom of the 4 times redundant-DFT dictionary with the other atoms. Note that the x-axis is in a log-scale.

In other cases we still do not have guarantees for these constants. Though we have guarantees for $\epsilon$-OMP in the case of high correlations in the dictionary $\mathbf{D}$, these impose requirements on the magnitude of the signal coefficients which we do not have control of in the projection problem. Hence, the existing recovery guarantees for $\epsilon$-OMP cannot be used for developing bounds for the near-optimal projection constants.

Though theoretical statements are not at hand yet, we shall see that these methods give good recovery in practice. Clearly, we need each atom in $\mathbf{D}$ to be highly correlated only with a small group of other columns and incoherent with all the rest. An example of such a dictionary is the overcomplete-DFT which is a highly coherent dictionary. The correlations between each atom in this dictionary and its neighboring atoms are the same, i.e., each of the diagonals of its Gram matrix have the same value. A plot of the coherence value of a given atom with its neighbors in a sorted order appears in Fig. 5.1 for a four times overcomplete DFT and signal dimension $d = 1024$.

Note that when we determine a correlation to be high, if the inner product (atoms are normalized) between two atoms is greater than 0.9 ($\epsilon = \sqrt{0.1}$), we get that each atom has two other highly correlated columns with correlation of size 0.9. The correlation with the rest is below 0.64, where the largest portion has inner products smaller then 0.1.

### 5.9 Experimental Results

We repeat the experiments from [108] for the overcomplete-DFT with redundancy factor 4 and check the effect of the new support selection methods both for the case where the signal coefficients are clustered and the case where they are well separated. We compare the performance
of OMP, ε-OMP (we use its extended estimate $\hat{x}_{\epsilon\text{-OMP}}$, see Algorithm 6) and ε-thresholding for the approximate projections. We do not include other methods since a thorough comparison has been already performed in [108], and the goal here is to check the effect of the ε-extension step.

The recovery results appear in Figures 5.2–5.4. As seen from Figure 5.2, in the separated case SSCOsaMP-OMP works better for small values of $m$. This is likely because it uses a smaller support set for which it is easier to satisfy the RIP condition. As separated atoms are very uncorrelated it is likely that OMP will not be confused between them. When the atoms are clustered, the high correlations take more effect and OMP is not able to recovery the right support because of the high coherence between close atoms in the cluster and around it. This is overcame by using ε-OMP which uses larger support sets and thus resolves the confusion. Note that even ε-thresholding gets better recovery in this case, though it is a much simpler technique, and this shows that indeed the improvement is due to the extended support selection strategy. As expected, using larger support estimates for the projection is more effective when the number of measurements $m$ is large.

We may say that the support extension step leads to a better recovery rate overall as it gets a good recovery on both the separated and clustered coefficient cases. In [108] it is shown that all the projection algorithms either perform well on the first case and very bad on the other or vice versa. Using SSCOsaMP with ε-OMP we have, at the cost of getting slightly inferior behavior in the separated case compared to SSCOsaMP with OMP, much improved behavior for the clustered case where the latter gets no recovery at all.

Figures 5.3–5.4 demonstrate the sensitivity of the approximation algorithms to the choice of ε (note that ε = 0 reverts to the Thresholding/OMP algorithm). While it is clear that ε cannot be too large (or far too many atoms will be included), the optimum choice of ε may not always be easy to identify since it depends on the dictionary $D$.

5.10 Discussion and Summary

In this chapter we have studied the $\ell_0$-synthesis problem for signal recovery in the case of a general dictionary $D$. We have shown that in the case where $D$ contains linear dependencies signal recovery is still theoretically plausible if the signal is the target and not its representation. We derived theoretical conditions for uniqueness of the solution in the noiseless case and stability for the noisy case.
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Figure 5.2: Recovery rate for SSCoSaMP (Thresholding), SSCoSaMP (ε-Thresholding) with $\epsilon = \sqrt{0.1}$, SSCoSaMP (OMP), SSCoSaMP (ε-OMP) with $\epsilon = \sqrt{0.1}$ and ε-OMP with $\epsilon = \sqrt{0.1}$ for a random $m \times 1024$ Gaussian matrix $M$ and a 4 times overcomplete DFT matrix $D$. The signal is 8-sparse and on the left the coefficients of the original signal are clustered whereas on the right they are separated.

Since the $\ell_0$-problem is non-feasible in most applications, approximation techniques are of vital importance. For this purpose we have adapted representation based greedy and greedy-like methods to signal recovery.

We have proposed a variant of the OMP algorithm – the ε-OMP method – for recovering signals with sparse representations under dictionaries with pairs of highly correlated columns. We have shown, both theoretically and empirically, that ε-OMP succeeds in recovering such signals and that the same holds for OMP. These results are a first step for explaining its success for coherent dictionaries.

Then, we have turned to the greedy-like methods and extended SSCoSaMP and proposed SSIHT. These methods rely on approximate projections, which are their computational bottleneck in the case that the used dictionary is not orthonormal. Focusing on SSCoSaMP, we have extended the idea of a near-optimal projection, and have considered two possibly different near-optimal projections in the SSCoSaMP method. Our new analysis enforces weaker assumptions on these projections, which hold when the dictionary $D$ is incoherent or satisfies the RIP, unlike previous results whose assumptions do not hold in this setting. Above, we have discussed several important settings and have described algorithms that can be used for the approximate projections which satisfy our requirements for accurate signal recovery. This includes even the case when the dictionary is highly coherent but each atom is only highly correlated with a small number of atoms, an important example in applications like super-resolution.
Figure 5.3: Recovery rate for SSCoSaMP ($\varepsilon$-Thresholding) with different values of $\varepsilon$ for a random $m \times 1024$ Gaussian matrix $M$ and a 4 times overcomplete DFT matrix $D$. The signal is 8-sparse and on the left the coefficients of the original signal are clustered whereas on the right they are separated.

Our work for SSCoSaMP extends the work of Davenport, Needell, and Wakin [108] who develop and analyze the Signal Space CoSaMP algorithm. In that work, the D-RIP is enforced, as well as access to projections which satisfy (5.4). It is currently unknown whether there exist efficient projections which satisfy these requirements, even for well-behaved dictionaries like those that satisfy the RIP or have an incoherence property. That being said, other results on signal space methods rely on such assumptions. For example, a related work by Blumensath analyzes an algorithm which is a signal space extension of the Iterative Hard Thresholding (IHT) method [109]. The model in that work utilizes a union-of-subspaces model and also assumes the D-RIP and projections with even stronger requirements than those in (5.4).

These types of projections also appear in model-based compressive sensing, where such operators project onto a specified model set. The model may describe structured sparsity patterns like tree-like or block sparsity, or may be a more general mode. In this setting, signal recovery is performed by first reconstructing the coefficient vector, and then mapping to the signal space. When the dictionary $D$ is an orthonormal basis, greedy methods have been adapted to structured sparsity models [116]. The assumptions, however, nearly require the product $MD$ to satisfy the traditional RIP, and so extensions to non-orthonormal dictionaries serve to be difficult. Although our work differs in its assumptions and domain model, model-based methods inspired the development of signal space CoSaMP [108, 117].

Finally, a related but significantly different path of work also exists that studies signals from analysis space rather than synthesis signal space. Indeed, it was in this context that the D-RIP
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Figure 5.4: Recovery rate for SSCoSaMP ($\epsilon$-OMP) with different values of $\epsilon$ for a random $m \times 1024$ Gaussian matrix $M$ and a 4 times overcomplete DFT matrix $D$. The signal is 8-sparse and on the left the coefficients of the original signal are clustered whereas on the right they are separated.

was first proposed and enforced for reconstruction [24]. In this setting, one requires that the analysis coefficients $D^*x$ are sparse or compressible, and reconstruction is performed in that domain. Standard optimization based and greedy methods for sparse approximation have been extended and studied in this setting as well. In particular, $\ell_1$-minimization [22, 24, 23, 25, 27], and greedy methods like CoSaMP and IHT have all been adapted to account for analysis (co)sparsity [4, 52, 5, 6], like we have seen in Chapter 4.
Chapter 6

The Analysis Transform Domain
Strategy

The results shown in this chapter have appeared in the following article:


In Chapter 4 we have considered the analysis greedy-like techniques and shown that linear dependencies can be allowed within the analysis dictionary as the focus of these algorithms is directly the signal. Then we have used the same idea in Chapter 5 for the synthesis framework, turning the focus from the representation to the signal, showing that with this new perspective, high correlations within the dictionary may be allowed also in the synthesis model.

One main disadvantage in the recovery conditions we have developed in Chapter 4 for the analysis greedy-like pursuit methods is the requirement on the near-optimality constant $C_\ell$ to be close to 1. As mentioned before, having a general projection scheme with $C_\ell = 1$ is NP-hard [99]. The existence of a program with a constant close to one for a general operator is still an open problem. In particular, it is not known whether there exists a procedure that gives a small constant for frames. Thus, there is a gap between the results for the greedy techniques and the ones for the $\ell_1$-minimization.

In this chapter we aim to close this gap for frames. We take the opposite direction to the one taken in the synthesis signal-space paradigm. We turn from operating in the analysis signal domain to the analysis transform domain. We propose a new greedy program, the transform domain IHT (TDIHT), which is an extension of IHT for the analysis transform domain. We show that it inherits guarantees similar to the ones of analysis $\ell_1$-minimization for frames.
Another gap that exists between synthesis and analysis is treated in this chapter. To the best of our knowledge, no denoising guarantees have been proposed for analysis strategies apart from the one in [52] that treats analysis thresholding in the case $M = I$. Our developed results handle both the Gaussian and the adversarial noise cases. For the Gaussian case we show that it is possible to have a denoising effect using the analysis model also when $M \neq I$.

Our contribution in this chapter can be summarized by the following theorem:

**Theorem 6.0.1 (Recovery Guarantees for TDIHT with Frames)** Let $y = Mx + e$ where $\|\Omega x\|_0 \leq k$ and $\Omega$ is a tight frame with frame constants $A$ and $B$, i.e., $\|\Omega\|_2 \leq B$ and $\|\Omega^\dagger\|_2 \leq \frac{1}{A}$. For certain selections of $M$ and using only $m = O(\frac{B^2}{A^2} k \log(p/k))$ measurements, the recovery result $\hat{x}$ of TDIHT satisfies

$$\|x - \hat{x}\|_2 \leq O\left(\frac{B}{A} \|e\|_2\right) + O\left(\frac{1 + A}{A^2} \|\Omega^\dagger x\|_2 + \frac{1}{A^2} \sqrt{k} \|\Omega^\dagger x\|_1\right),$$

(6.1)

for the case where $e$ is an adversarial noise, implying that TDIHT leads to a stable recovery. For the case that $e$ is random i.i.d zero-mean Gaussian distributed noise with a known variance $\sigma^2$ we have

$$E\|x - \hat{x}\|_2^2 \leq O\left(\frac{B^2}{A^2} k \log(p) \sigma^2\right) + O\left(\frac{1 + A}{A^2} \|\Omega^\dagger x\|_2 + \frac{1}{A^2} \sqrt{k} \|\Omega^\dagger x\|_1\right)^2,$$

(6.2)

implying that TDIHT achieves a denoising effect.

**Remark 6.0.2** Note that $\Omega^\dagger x = \Omega x - [\Omega x]_k$.

**Remark 6.0.3** Using Remark 2.3 in [39], we can convert the $\ell_2$ norm into an $\ell_1$ norm in the model mismatch terms in (6.1) and (6.2), turning it to be more similar to what we have in the bound for analysis $\ell_1$-minimization in (2.29).

**Remark 6.0.4** Theorem 6.0.1 is a combination of Theorems 6.3.1 and 6.3.4, plugging the minimal number of measurements implied by the D-RIP conditions of these theorems. Measurement matrices with sub-Gaussian entries are examples for matrices that satisfy this number of measurements [24].

This chapter is organized as follows. Section 6.1 includes a preliminary lemma for the D-RIP. Section 6.2 presents the transform domain IHT (TDIHT) and Section 6.3 provides theoretical guarantees for this method and proves Theorem 6.0.1. Section 6.4 discusses the developed results and summarizes the chapter.

---

1Since $A$ is the smallest singular value of $\Omega$ it is also the largest singular value of $\Omega^\dagger$. 
6.1 Preliminary Lemma

In the work in this chapter we rely on the D-RIP properties proposed in Section 5.2. In addition, we use the following lemma which is a generalization of Proposition 3.5 in [39].

**Lemma 6.1.1** Suppose that \( M \) satisfies the upper inequality of the D-RIP, i.e.,

\[
\|MDw\|_2 \leq \sqrt{1 + \delta_k} \|Dw\|_2 \quad \forall w, \|w\|_0 \leq k,
\]

and that \( \|D\|_2 \leq \frac{1}{A} \). Then for any representation \( w \) we have

\[
\|MDw\|_2 \leq \frac{\sqrt{1 + \delta_k}}{A} \left( \|w\|_2 + \frac{1}{\sqrt{k}} \|w\|_1 \right).
\]

**Proof:** We follow the proof of Proposition 3.5 in [39]. We define the following two convex bodies

\[
S = \text{conv} \{ Dw : w_T = 0, |T| \leq k, \|Dw\|_2 \leq 1 \},
\]

\[
K = \left\{ Dw : \frac{1}{A} \left( \|w\|_2 + \frac{1}{\sqrt{k}} \|w\|_1 \right) \leq 1 \right\}.
\]

Since

\[
\|M\|_{S \rightarrow 2} = \max_{v \in S} \|Mv\|_2 \leq \sqrt{1 + \delta_k},
\]

it is sufficient to show that \( \|M\|_{K \rightarrow 2} = \max_{v \in K} \|Mv\|_2 \leq \|M\|_{S \rightarrow 2} \) which holds if \( K \subset S \). For proving the latter, let \( Dw \in K \) and \( \{T_0, T_1, \ldots, T_I\} \) be a set of distinct sets such that \( T_0 \) is composed of the indexes of the \( k \)-largest entries in \( w \), \( T_1 \) of the next \( k \)-largest entries, and so on. Thus, we can rewrite \( Dw = \sum_{i=0}^I Dw_{T_i} = \sum_{i=0}^I \lambda_i Dw_{T_i} \), where \( \lambda_i = \|Dw_{T_i}\|_2 \) and \( \tilde{w}_{T_i} = w_{T_i} / \lambda_i \). Notice that by definition \( Dw_{T_i} \in S \). It remains to show that \( \sum_{i=0}^I \lambda_i \leq 1 \) in order to show that \( Dw \in S \). It is easy to show that \( \|w_{T_i}\|_2 \leq \frac{\|w_{T_i-1}\|}{\sqrt{k}} \). Combining this with the fact that \( \|D\|_2 \leq \frac{1}{A} \) leads to

\[
\sum_{i=1}^I \lambda_i = \sum_{i=1}^I \|Dw_{T_i}\|_2 \leq \frac{1}{A} \sum_{i=1}^I \|w_{T_i}\|_2 \leq \frac{1}{A\sqrt{k}} \sum_{i=0}^{I-1} \|w_{T_i}\|_1 \leq \frac{1}{A\sqrt{k}} \|w\|_1.
\]

Using the fact that \( \lambda_0 = \|Dw_{T_0}\|_2 \leq \frac{1}{A} \|w_{T_0}\|_2 \leq \frac{1}{A} \|w\|_2 \), we have

\[
\sum_{i=0}^I \lambda_i \leq \frac{1}{A} \left( \|w\|_2 + \frac{1}{\sqrt{k}} \|w\|_1 \right) \leq 1,
\]

where the last inequality is due to the fact that \( Dw \in K \).

Before we proceed we recall the problem we aim at solving:
Definition 6.1.2 (Problem $\mathcal{P}$) Consider a measurement vector $\mathbf{y} \in \mathbb{R}^m$ such that $\mathbf{y} = \mathbf{Mx} + \mathbf{e}$, where $\mathbf{x} \in \mathbb{R}^d$ is either $\ell$-cosparse under a given and fixed analysis operator $\Omega \in \mathbb{R}^{p \times d}$ or almost $\ell$-cosparse, i.e. $\Omega \mathbf{x}$ has $k = p - \ell$ leading elements. The non-zero locations of the $k$ leading elements is denoted by $T$. $\mathbf{M} \in \mathbb{R}^{m \times d}$ is a degradation operator and $\mathbf{e} \in \mathbb{R}^m$ is an additive noise. Our task is to recover $\mathbf{x}$ from $\mathbf{y}$. The recovery result is denoted by $\hat{\mathbf{x}}$.

### 6.2 Transform Domain Iterative Hard Thresholding

Our goal in this section is to provide a greedy-like approach that provides guarantees similar to the ones of analysis $\ell_1$-minimization. By analyzing the latter we notice that though it operates directly on the signal, it actually minimizes the coefficients in the transform domain. In fact, all the proof techniques utilized for this recovery strategy use the fact that nearness in the analysis dictionary domain implies a nearness in the signal domain [24, 27, 50]. Using this fact, recovery guarantees have been developed for tight frames [24], general frames [50] and the 2D-DIF operator which corresponds to total variation (TV) [27]. Working in the transform domain is not a new idea and was used before, especially in the context of dictionary learning [118, 119, 120].

Henceforth, our strategy for extending the results of the $\ell_1$-relaxation is to modify the greedy-like approaches to operate in the transform domain. In this chapter we concentrate on iterative hard thresholding (IHT) to demonstrate this line of reasoning.

The drawback of AIHT for handling analysis signals is that it assumes the existence of a near optimal cosupport selection scheme $S^*_\ell$. The type of analysis dictionaries for which a known feasible cosupport selection technique exists is very limited [4, 99] (See Section 4.2). Note that this limit is not unique only to the analysis framework [8, 108, 109] (See Section 5.8.3). Of course, it is possible to use a cosupport selection strategy with no guarantees on its near-optimality constant and it might work well in practice. For instance, simple hard thresholding has been shown to operate reasonably well in several instances where no practical projection is at hand [4]. However, the theoretical performance guarantees depend heavily on the near-optimality constant. Since for many operators there are no known selection schemes with small constants, the existing guarantees for AIHT, as well as the ones of the other greedy-like algorithms, are very limited. In particular, to date, they do not cover frames and the 2D-DIF operator as the analysis dictionary.

To bypass this problem we propose an alternative greedy approach for the analysis frame-
work that operates in the transform domain instead of the signal domain. This strategy aims at finding the closest approximation to $\Omega \mathbf{x}$ and not to $\mathbf{x}$ using the fact that for many analysis operators proximity in the transform domain implies the same in the signal domain. In some sense, this approach imitates the classical synthesis techniques that recover the signal by putting the representation as the target.

In Algorithm 10 an extension for IHT for the transform domain is proposed. This algorithm makes use of $k$, the number of non-zeros in $\Omega \mathbf{x}$, and $\mathbf{D}$, a dictionary satisfying $\mathbf{D} \Omega = \mathbf{I}$. One option for $\mathbf{D}$ is $\mathbf{D} = \Omega^t$. If $\Omega$ does not have a full row rank, we may compute $\mathbf{D}$ by adding to $\Omega$ rows that resides in its rows’ null space and then applying the pseudo-inverse. For example, for the 2D-DIF operator we may calculate $\mathbf{D}$ by computing the pseudo inverse of $\Omega_{2D-DIF}$ with an additional row composed of ones divided by $\sqrt{d}$. However, this option is not likely to provide good guarantees. As the 2D-DIF operator is beyond the scope of the work in this chapter, we refer the reader to [27] for more details on this subject.

### Algorithm 10 Transform Domain Iterative hard thresholding (TDIHT)

**Input:** $k, \mathbf{M} \in \mathbb{R}^{m \times d}$, $\Omega \in \mathbb{R}^{p \times d}$, $\mathbf{D} \in \mathbb{R}^{d \times p}$, $\mathbf{y}$, where $\mathbf{y} = \mathbf{M} \mathbf{x} + \mathbf{e}$, $\mathbf{D}$ satisfies $\mathbf{D} \Omega = \mathbf{I}$, $\mathbf{x}$ is $p - k$ cosparse under $\Omega$ which implies that it has a $k$-sparse representation under $\mathbf{D}$, and $\mathbf{e}$ is an additive noise.

**Output:** $\hat{\mathbf{x}}_{TDIHT}$: Approximation of $\mathbf{x}$.

Initialize estimate $\hat{\mathbf{w}}^0 = \mathbf{0}$ and set $t = 0$.

while halting criterion is not satisfied do
  
  $t = t + 1$.

  Perform a gradient step: $\mathbf{w}^t_g = \Omega \mathbf{D} \hat{\mathbf{w}}^{t-1} + \mu t \mathbf{M}^* (\mathbf{y} - \mathbf{MD} \hat{\mathbf{w}}^{t-1})$

  Find a new transform domain support: $\hat{T}^t = \text{supp}(\mathbf{w}^t_g, k)$

  Calculate a new estimate: $\hat{\mathbf{w}}^t = (\mathbf{w}^t_g)^{\hat{T}^t}$.

end while

Form the final solution $\hat{\mathbf{x}}_{TDIHT} = \mathbf{D} \hat{\mathbf{w}}^t$.

### 6.3 Frame Guarantees

We provide theoretical guarantees for the reconstruction performance of the transform domain analysis IHT (TDIHT), with a constant step size $\mu = 1$, for frames. These can be easily extended also to other step-size selection options using the proof technique in [4, 64]. We start with the
Theorem 6.3.1 (Stable Recovery of TDIHT with Frames) Consider the problem \( \mathcal{P} \) and apply TDIHT with a constant step-size \( \mu = 1 \) and \( D = \Omega^\dagger \). Suppose that \( e \) is a bounded adversarial noise, \( \Omega \) is a frame with frame constants \( 0 < A, B < \infty \) such that \( \|\Omega\|_2 \leq B \) and \( \|D\|_2 \leq \frac{1}{A} \), and \( M \) has the D-RIP with the dictionary \( [D, \Omega^\dagger] \) and a constant \( \delta_k = \delta_{D, \Omega^\dagger}^{[D, \Omega^\dagger]} \). If \( \rho = \frac{2\delta_k B}{A} < 1 \) (i.e., \( \delta_k \leq \frac{A}{2B} \)), then after a finite number of iterations \( t \geq t^* = \frac{\log((\sqrt{T+2}\delta_k^2)+\|e\|_2^2)}{\log(\rho)} \)

\[
\|x - \hat{x}\|_2 \leq \frac{2\eta}{A} + \frac{2B\sqrt{1+\delta_k^2(1+\frac{1-\rho^t}{1-\rho})}}{A} \|e\|_2 + \frac{2(1+\delta_k)(1-\rho^t)}{A^2} \left( 1 + A + \frac{A^2}{2} \right) \|\Omega_T^c x\|_2 + \frac{1}{\sqrt{k}} \|\Omega_T^c x\|_1 \]

implying that TDIHT leads to a stable recovery. For tight frames \( a = 3 \) and for other frames \( a = 4 \).

The result of this theorem is a generalization of the one presented in [45] for IHT. Its proof follows from the following lemma.

Lemma 6.3.2 Consider the same setup of Theorem 6.3.1. Then the \( t \)-th iteration of TDIHT satisfies

\[
\left\| \left( \Omega x - w_s^t \right)_{T \cup T^\dagger} \right\|_2 \leq \frac{2\delta_k B}{A} \left\| \left( \Omega x - w_s^{t-1} \right)_{T \cup T^\dagger-1} \right\|_2 + \frac{1+\delta_k}{A} \left( 1 + A + \frac{A^2}{2} \right) \|\Omega_T^c x\|_2 + \frac{1}{\sqrt{k}} \|\Omega_T^c x\|_1 + \|\Omega_{T \cup T^\dagger} M^* e\|_2 .
\]

Proof: Our proof technique is based on the one of IHT in [45], utilizing the properties of \( \Omega \) and \( D \). Denoting \( w = \Omega x \) and using the fact that \( w_s^t = \Omega D \hat{w}^{t-1} - \Omega M^* (y - MD \hat{w}^{t-1}) \) we have

\[
\left\| \left( w - w_s^t \right)_{T \cup T^\dagger} \right\|_2 = \left\| \left( w - \Omega D \hat{w}^{t-1} \right)_{T \cup T^\dagger} - \left( \Omega M^* (y - MD \hat{w}^{t-1}) \right)_{T \cup T^\dagger} \right\|_2 .
\]

By definition \( w = \Omega D w \) and \( y = MD w + e \). Henceforth

\[
\left\| \left( w - w_s^t \right)_{T \cup T^\dagger} \right\|_2 = \left\| \Omega_{T \cup T^\dagger} D \left( w - \hat{w}^{t-1} \right) - \Omega_{T \cup T^\dagger} M^* (y - MD \hat{w}^{t-1}) \right\|_2
\]

\[
= \left\| \Omega_{T \cup T^\dagger} (I - M^* M) D \left( w - \hat{w}^{t-1} \right) - \Omega_{T \cup T^\dagger} M^* e \right\|_2
\]

\[
\leq \left\| \Omega_{T \cup T^\dagger} (I - M^* M) D \left( w_T - \hat{w}^{t-1} \right) \right\|_2 + \left\| \Omega_{T \cup T^\dagger} (I - M^* M) D w_{TC} \right\|_2 + \left\| \Omega_{T \cup T^\dagger} M^* e \right\|_2,
\]

where the last step is due to the triangle inequality. Denote by \( P \) the projection onto range(\( [\Omega_{T \cup T^\dagger}, D_{T \cup T^\dagger-1}] \)) which is a subspace of vectors with 4\( k \)-sparse representations. As
D-RIP with the fact that It remains to bound the second term of the rhs. By using the triangle inequality and then the representations.

\[ \| \Omega_{T \cup T^*} (I - M^* M) D (w_T - \hat{w}^{t-1}) \|_2 = \| \Omega_{T \cup T^*} P (I - M^* M) PD (w_T - \hat{w}^{t-1}) \|_2 \]

\[ \leq \| \Omega_{T \cup T^*} \|_2 \| P (I - M^* M) P \|_2 \| D \|_2 \| w_T - \hat{w}^{t-1} \|_2 \leq \delta_{4k} \frac{B}{A} \| w_T - \hat{w}^{t-1} \|_2 , \]

where A and B are the frame constants and we use the fact that \( \| D \|_2 \leq \frac{1}{A} \) and that \( \| \Omega_{T \cup T^*} \|_2 \leq \| \Omega \|_2 \leq B \). Notice that when \( \Omega \) is tight frame, \( \Omega^* = D \) and thus \( \Omega_T^* = D_T \). Hence, we have \( \delta_{3k} \) instead of \( \delta_{4k} \) since range(\( \Omega_{T \cup T^*}^*, D_{T \cup T^*} \)) is a subspace of vectors with 3k-sparse representations.

For completing the proof we first notice that \( w_T - \hat{w}^{t-1} = (w - \hat{w}^{t-1})_{T \cup T^*} \) and that \( \hat{w}^{t-1} \) is the best k-term approximation of \( w_{g}^{t-1} \) in the \( \ell_2 \) norm sense. In particular it is also the best k-term approximation of \( (w_{g}^{t-1})_{T \cup T^*} \) and therefore \( \| (w_{g}^{t-1} - \hat{w}^{t-1})_{T \cup T^*} \|_2 \leq \| (w - w_{g}^{t-1})_{T \cup T^*} \|_2 \). Starting with the triangle inequality and then applying this fact we have

\[ \| w_T - \hat{w}^{t-1} \|_2 = \| (w - w_{g}^{t-1} + w_{g}^{t-1} - \hat{w}^{t-1})_{T \cup T^*} \|_2 \]

\[ \leq \| (w - w_{g}^{t-1})_{T \cup T^*} \|_2 + \| (\hat{w}^{t-1} - w_{g}^{t-1})_{T \cup T^*} \|_2 \leq 2 \| (w - w_{g}^{t-1})_{T \cup T^*} \|_2 . \]

Combining (6.15) and (6.14) with (6.13) leads to

\[ \| (w - w_{g}^{t})_{T \cup T^*} \|_2 \leq 2 \delta_{4k} \frac{B}{A} \| (w - w_{g}^{t-1})_{T \cup T^*} \|_2 \]

\[ + \| \Omega_{T \cup T^*} (I - M^* M) D w_T \|_2 + \| \Omega_{T \cup T^*} M^* e \|_2 . \]

It remains to bound the second term of the rhs. By using the triangle inequality and then the D-RIP with the fact that \( \| \Omega_{T \cup T^*} D \|_2 \leq \| OD \|_2 \leq 1 \) we have

\[ \| \Omega_{T \cup T^*} (I - M^* M) D w_T \|_2 \leq \| \Omega_{T \cup T^*} D w_T \|_2 + \| \Omega_{T \cup T^*} M^* M D w_T \|_2 \]

\[ \leq \| w_T \|_2 + \sqrt{1 + \delta_{2k}} \| M D w_T \|_2 \]

\[ \leq \| w_T \|_2 + \frac{1 + \delta_{2k}}{A} \left( \| w_T \|_2 + \frac{1}{\sqrt{k}} \| w_T \|_1 \right) , \]

where the last inequality is due to Lemmas 6.1.1 and 5.2.2. The desired result is achieved by plugging (6.17) into (6.16) and using the fact that \( 1 + \frac{1 + \delta_{2k}}{A} \leq \frac{(1 + \delta_{2k})(1 + A)}{A} \).

Having Lemma 6.3.2 proven, we turn now to prove Theorem 6.3.1.

**Proof:** [Proof of Theorem 6.3.1] First notice that \( \hat{w}^0 = 0 \) implies that \( w_{g}^0 = 0 \). Using Lemma 6.3.2, recursion and the definitions of \( \rho \) and \( T_e = \text{argmax}_{T|T| \leq k} \| \Omega_{T \cup T} M^* e \|_2 \), we have
that after \( t \) iterations

\[
\left\| \left( \Omega x - w_{\hat{x}}^t \right)_{\cup T^t} \right\|_2 \leq \rho^t \left\| \left( \Omega x - w_{\hat{x}}^{t-1} \right)_{\cup T^{t-1}} \right\|_2 
+ (1 + \rho + \rho^2 + \cdots + \rho^{t-1}) \left( \left\| \Omega \left( T \cup T_{1:T} \right) \Omega^* x \right\|_2 + \frac{1 + \delta_{2k}}{A} \left( (1 + A) \left\| \Omega_{T^c} x \right\|_2 + \frac{1}{\sqrt{k}} \left\| \Omega_{T^c} x \right\|_1 \right) \right) \]

\[
= \rho^t \left\| \Omega_T x \right\|_2 + \frac{1 - \rho^t}{1 - \rho} \left( \left\| \Omega \left( T \cup T_{1:T} \right) \Omega^* x \right\|_2 + \frac{1 + \delta_{2k}}{A} \left( (1 + A) \left\| \Omega_{T^c} x \right\|_2 + \frac{1}{\sqrt{k}} \left\| \Omega_{T^c} x \right\|_1 \right) \right),
\]

where the last equality is due to the equation of geometric series \((\rho < 1)\) and the facts that \( w_{\hat{x}}^0 = 0 \) and \( T^0 = \emptyset \). For a given precision factor \( \eta \) we have that if \( t \geq t^* = \frac{\log((\left\| \Omega \left( T \cup T^0 \right) \Omega^* e \right\|_2 + \eta)/\left\| \Omega_T x \right\|_2)}{\log(\rho)} \)

then

\[
\rho^t \left\| \Omega_T x \right\|_2 \leq \eta + \left\| \Omega \left( T \cup T^0 \right) \Omega^* x \right\|_2.
\]

As \( x = D \Omega x \) and \( \hat{x}^t = D \hat{w}^t \), we have using matrix norm inequality that

\[
\left\| x - \hat{x}^t \right\|_2 = \left\| D (\Omega x - \hat{w}^t) \right\|_2 \leq \frac{1}{A} \left\| \Omega x - \hat{w}^t \right\|_2.
\]

Using the triangle inequality and the facts that \( \hat{w}^t \) is supported on \( \hat{T}^t \) and \( \left\| \Omega \left( T \cup \hat{T}^t \right) \right\|_2 \leq \left\| \Omega_{T^c} x \right\|_2 \), we have

\[
\left\| x - \hat{x}^t \right\|_2 \leq \frac{1}{A} \left\| \Omega_{T^c} x \right\|_2 + \frac{1}{A} \left\| (\Omega x - \hat{w}^t)_{T \cup \hat{T}^t} \right\|_2.
\]

By using again the triangle inequality and the fact that \( \hat{w}^t \) is the best \( k \)-term approximation for \( w_{\hat{x}}^t \) we get

\[
\left\| x - \hat{x}^t \right\|_2 \leq \frac{1}{A} \left\| \Omega_{T^c} x \right\|_2 + \frac{1}{A} \left\| (\Omega x - w_{\hat{x}}^t)_{T \cup \hat{T}^t} \right\|_2 + \frac{1}{A} \left\| (w_{\hat{x}}^t - \hat{w}^t)_{T \cup \hat{T}^t} \right\|_2.
\]

Plugging (6.19) and (6.18) in (6.22) yields

\[
\left\| x - \hat{x}^t \right\|_2 \leq \frac{2 \eta}{A} + \frac{2}{A} \left( 1 + \frac{1 - \rho^t}{1 - \rho} \right) \left\| \Omega \left( T \cup T^0 \right) \Omega^* x \right\|_2 + \frac{2(1 + \delta_{2k})}{A^2} \left( 1 + \frac{A^2}{2} \right) \left\| \Omega_{T^c} x \right\|_2 + \frac{1}{\sqrt{k}} \left\| \Omega_{T^c} x \right\|_1.
\]

Using the D-RIP and the fact that \( \Omega \) is a frame we have that \( \left\| \Omega \left( T \cup T^0 \right) \Omega^* x \right\|_2 \leq B \sqrt{1 + \delta_{2k}} \left\| x \right\|_2 \)
and this completes the proof.

Having a results for the adversarial noise case we turn to give a bound for the case where a distribution of the noise is given. We dwell on the white Gaussian noise case. For this type of noise we make use of the following lemma.
Lemma 6.3.3 If \( e \) is a zero-mean white Gaussian noise with a variance \( \sigma^2 \) then
\[
E[\max_{|t| \leq k} |\Omega_T^* M^* e|_2^2] \leq 4 \max_i |\Omega_i^*|_2^2 (1 + \delta_1) k \log(p) \sigma^2.
\] (6.24)

Proof: First notice that the \( i \)-th entry in \( \Omega_T M^* e \) is Gaussian distributed random variable with zero-mean and variance \( |M \Omega_i^*|_2^2 \sigma^2 \). Denoting by \( W \) a diagonal matrix such that \( W_{ij} = |M \Omega_i^*|_2 \), we have that each entry in \( W^{-1} \Omega_T M^* e \) is Gaussian distributed with variance \( \sigma^2 \). Therefore, using Theorem 3.2.10 we have
\[
E[\max_{|t| \leq k} |W^{-1} \Omega_T M^* e|_2^2] \leq 4k \log(p) \sigma^2.
\]
Using the fact that for tight frames \( \max_i |\Omega_i^*|_2^2 \leq (1 + \delta_1) |\Omega_i^*|_2^2 \). Since the \( \ell_2 \) matrix norm of a diagonal matrix is the maximal diagonal element we have that \( |W|_2 \leq \max_i (1 + \delta_1) |\Omega_i^*|_2^2 \) and this provides the desired result.

Theorem 6.3.4 (Denoising Performance of TDIHT with Frames) Consider the problem \( \mathcal{P} \) and apply TDIHT with a constant step-size \( \mu = 1 \). Suppose that \( e \) is an additive white Gaussian noise with a known variance \( \sigma^2 \) (i.e. for each element \( e_i \sim N(0, \sigma^2) \), \( \Omega \) is a frame with frame constants \( 0 < A, B < \infty \) such that \( \|\Omega\|_2 \leq B \) and \( \|D\|_2 \leq \frac{1}{A} \), and \( M \) has the D-RIP with the dictionary \( [D, \Omega^*] \) and a constant \( \delta_k = \frac{\delta_D}{|D, \Omega^*|} \). If \( \rho \triangleq \frac{2\delta_k B}{A} < 1 \) (i.e. \( \delta_{uk} \leq \frac{A}{2B} \)), then after a finite number of iterations \( t \leq t^* = \frac{\log(|\Omega_{T \cup u} M^* e|_2 + \eta)}{\log(p)} \)
\[
E \|x - \hat{x}\|_2^2 \leq \frac{32(1 + \delta_1) B^2}{A^2} \left( 1 + \frac{1 - \rho^2}{1 - \rho} \right)^2 k \log(p) \sigma^2
\]
\[
+ \frac{8(1 + \delta_2)}{A^4} \left( \frac{1 - \rho^2}{1 - \rho} \right)^2 \left( 1 + A + \frac{A^2}{2} \right) |\Omega_{T \cup u} x|_2 + \frac{1}{\sqrt{k}} |\Omega_{T \cup u} x|_1^2,
\]
implying that TDIHT has a denoising effect. For tight frames \( a = 3 \) and for other frames \( a = 4 \).

Proof: Using the fact that for tight frames \( \max_i |\Omega_i^*|_2^2 \leq B \), we have using Lemma 6.3.3 that
\[
E \|\Omega_{T \cup u} M^* e\|_2^2 \leq 4B^2 (1 + \delta_1) k \log(p) \sigma^2.
\] (6.26)
Plugging this in a squared version of (6.23) (with \( \eta = 0 \), using the fact that for any two constants \( a, b \) we have \( (a + b)^2 \leq 2a^2 + 2b^2 \), leads to the desired result.

6.4 Discussion and Summary

Notice that in all the conditions posed above, the number of measurements we need is \( O((p - \ell) \log(p)) \) and it is not dependent explicitly on the intrinsic dimension of the signal. Intuitively,
we would expect the minimal number of measurements to be rather a function of \( d - r \), where 
\( r = \text{rank}(\Omega_A) \) is the corank of the cosparse subspace defined by \( \Omega_A \) [23], and henceforth our recovery conditions seems to be sub-optimal.

Indeed, this is the case with the analysis \( \ell_0 \)-minimization problem [23]. However, all the guarantees developed for feasible programs [24, 4, 27, 50, 51] require at least \( O((p - \ell) \log(p/(p - \ell))) \) measurements. Apparently, such conditions are too demanding because the corank, which can be much smaller than \( p - \ell \), does not play any role in them. However, it seems that it is impossible to robustly reconstruct the signal with fewer measurements [121].

The same argument can be used for the denoising bound we have for TDIHT which is \( O((p - \ell) \log(p)\sigma^2) \), saying that we would expect it to be \( O((d - r) \log(p)\sigma^2) \). Interestingly, even the \( \ell_0 \) solution can not achieve the latter bound but it can achieve the first which is a function of the cosparsity [121].

In this chapter we developed recovery guarantees for TDIHT with frames. These close a gap between relaxation based techniques and greedy algorithms in the analysis framework and extends the denoising guarantees of synthesis methods to analysis. It is interesting to ask whether these can be extended to other operators such as the 2D-DIF or to other methods such as AIHT or an analysis version of the Dantzig selector. The core idea in this chapter is the connection between the signal domain and the transform domain. We believe that the relationships used in this chapter can be developed further, leading to other new results and improving existing techniques. In [105] we have taken some steps in this direction, suggesting a new sampling strategy with new theoretical guarantees that cover also the 2D-DIF operator.
Chapter 7

Poisson Noise Model

The results shown in this chapter have been published and appeared in the following articles:


In this chapter we turn to deal with the Poisson denoising problem. Its formulation differs from the previous chapters, where we had a measurements matrix $M$ and an additive noise $e$, because in the Poisson denoising formulation we have no measurement matrix and the noise is not additive. One option for treating the Poisson denoising problem is to use a transformation that approximately converts the noise statistics to be additive, ending up with our “standard formulation”, and then using the standard denoising methods for additive noise. Among these transformations we mention the Anscombe [90] and the Fitz [91] transforms.

One of the problems with the Anscombe transformation and the like is the need to compute their inverse. In [88] a refined inverse Anscombe transform has been proposed, leading to better recovery performance. However, as said above, even with this method the recovery error dramatically increases for peak $< 4$ (this term and its importance will be explained in details shortly). In order to deal with this deficiency, a strategy that relies directly on the Poisson statistics is required. This direction has been taken in [20, 53], providing a Gaussian mixture model (GMM) [55] based approach that relies directly on the Poisson noise properties. By dividing the image into overlapping patches, dividing them to few large clusters and then...
performing a projection onto the largest components of a PCA-like basis for each group, state-of-the-art results have been reported for small peak values. This approach has two versions. In the first, the non-local PCA (NLPCA), the projection is computed by a simple $\ell_2$-minimization process, while in the second, the non-local sparse PCA (NLSPCA), the SPIRAL method [122] that adds an $\ell_1$ regularization term to the minimized objective is used resulting with a better recovery performance.

In this chapter we take a similar path as [20] and use image patches modeling for the recovery process. However, we take a different route and propose a sparse representation modeling and a dictionary learning based denoising strategy [93] instead of the GMM. We employ a greedy OMP-like method for sparse coding of the patches and use a smart boot-strapped stopping criterion. We demonstrate the superiority of the proposed scheme in various experiments.

We have presented a preliminary version of the proposed OMP-like technique that achieves a relatively poor recovery performance in a local conference [10]. In this chapter, both the algorithmic and the experimental parts have been remarkably improved.

The main contributions of this chapter are:

- We introduce a greedy technique for the Poisson sparse model. Such pursuit methods for a Gaussian noise are commonly used, and extensive work has been devoted in the past two decades to their construction and analysis. Thus, a proposal of a greedy strategy for the Poisson model is of importance and may open the door for many other variants and theoretical study, similar to what exists in the Gaussian regime. We mention that in some low light Poisson denoising applications the dictionary is already known. One example is Fluorescence microscopy where the cells are sparse by themselves and the dictionary is a known measurement matrix. Hence, in such cases the introduction of a new recovery method by itself is important.

- We introduce a novel stopping criteria for iterative algorithm, and its incorporation into the pursuit leads to much improved results. To the best of our knowledge, this boosting based stopping criterion first appears in our chapter.

- The interplay between GMM and dictionary learning based models has significance of its own, as seen in the treatment of the simpler Gaussian image denoising problem. The migration from GMM to dictionary learning poses series of difficulties that our chapter describes and solves.
7.1. POISSON SPARSITY MODEL

- The integration of the above leads to state-of-the-art results, especially for the very low SNR case.

The organization of this chapter is as follows. Section 7.1 describes the Poisson denoising problem with more details, and presents the previous contributions. Section 7.2 introduces the proposed denoising algorithm, starting with the pursuit task, moving to the clustering that we employ for achieving non-locality in the denoising process, discussing the role of learning the dictionary, and concluding with the overall scheme. Section 7.3 presents various tests and comparisons that demonstrate the denoising performance and superiority of the proposed scheme. Section 7.4 discusses future work directions and summary.

7.1 Poisson Sparsity Model

Various image processing applications use the fact that image patches can be represented sparsely with a given dictionary $D \in \mathbb{R}^{d \times n}$ [110]. Under this assumption each patch $p_i \in \mathbb{R}^d$ from $x$ can be represented as $p_i = Da_i$, where $a_i \in \mathbb{R}^n$ is $k$-sparse, i.e., it has only $k$ non-zero entries, where $k \ll d$. This model leads to state-of-the-art results in Gaussian denoising [92, 110, 93]. In order to use this sparsity-inspired model for the Poisson noise case one has two options: (i) convert the Poisson noise into a Gaussian one, as done in [88]; or (ii) adapt the Gaussian denoising tools to the Poisson statistics. As explained above, the later is important for cases where the Anscombe is non-effective, and this approach is indeed practiced in [20, 53, 122]. Maximizing of the log-likelihood of the Poisson distribution

$$P(y[i] | x[i]) \begin{cases} \frac{(x[i])^{y[i]}}{y[i]!} \exp(-x[i]) & x[i] > 0 \\ \delta_0(y[i]) & x[i] = 0, \end{cases}$$

(7.1)

provides us with the following minimization problem for recovering the $i$-th patch $p_i$ from its corresponding Poisson noisy patch $q_i$,

$$\min_{p_i} \mathbf{1}^T p_i - q_i^T \log(p_i),$$

(7.2)

where $\mathbf{1}$ is a vector composed of ones and the $\log(\cdot)$ operation is applied element-wise. Note that this minimization problem allows zero entries in $p_i$ only if the corresponding entries in $q_i$ are zeros as well. The minimizer of (7.2) is the noisy patch $q_i$ itself, and thus using only (7.2) is not enough and a prior is needed. By using the standard sparsity prior for patches as practiced
in [93] and elsewhere, \( \mathbf{p}_i = \mathbf{D} \mathbf{a}_i \), we end up with the following minimization problem:

\[
\min_{\mathbf{a}_i} 1^\top \mathbf{D} \mathbf{a}_i - q_i^\top \log(\mathbf{D} \mathbf{a}_i), \\
\text{s.t. } \|\mathbf{a}_i\|_0 \leq k, \mathbf{D} \mathbf{a}_i > 0,
\]

where \( \|\cdot\|_0 \) is the \( \ell_0 \) semi-norm which counts the number of non-zeros in a vector. Besides the fact that (7.3) is a combinatorial problem, it also imposes a non-negativity constraint on the recovered patch, which further complicates the numerical task at hand. In order to resolve the latter issue we follow [20] and set \( \mathbf{p}_i = \exp(\mathbf{D} \mathbf{a}_i) \) where \( \exp(\cdot) \) is applied element-wise and \( \mathbf{a}_i \) is still a \( k \)-sparse vector. This leads to the following minimization problem,

\[
\min_{\mathbf{a}_i} 1^\top \exp(\mathbf{D} \mathbf{a}_i) - q_i^\top \mathbf{D} \mathbf{a}_i \quad \text{s.t. } \|\mathbf{a}_i\|_0 \leq k.
\]

Having the non-negativity constraint removed, we still need to have an approximation algorithm for solving (7.4) as it is likely to be NP-hard. One option is to use an \( \ell_1 \) relaxation, which leads to the SPIRAL method [122]. Another, simpler option is to reduce the dictionary \( \mathbf{D} \) to have only \( k \) columns and thus (7.4) can be minimized with any standard optimization toolbox for convex optimization\(^1\). This approach is taken in the NLPCA technique [53] where the patches of \( \mathbf{y} \) are clustered into a small number of disjoint groups and each group has its own narrow dictionary. Denoting by \( j \), \( \{ q_{j,1}, \ldots, q_{j,N_j} \} \), \( \{ a_{j,1}, \ldots, a_{j,N_j} \} \) and \( \mathbf{D}_j \in \mathbb{R}^{d \times k} \) the group number, its noisy patches, the representations of the patches and their dictionary, the minimization problem NLPCA aims at solving for the \( j \)-th group is

\[
\min_{\mathbf{D}_j, a_{j,1}, \ldots, a_{j,N_j}} \sum_{i=1}^{N_j} 1^\top \exp(\mathbf{D}_j a_{j,i}) - q_{j,i}^\top \mathbf{D}_j a_{j,i}.
\]

Notice that \( \mathbf{D}_j \) is calculated also as part of the minimization process as each group has its own dictionary that should be optimized. The typical sparsity \( k \) and number of clusters used in NLPCA are 4 and 14 respectively. As it is hard to minimize (7.5) both with respect to the dictionary and to the representations, an alternating minimization process is used by applying Newton steps updating the dictionary and the representations alternately. Having the recovered patches, we return each to its corresponding location in the recovered image and average pixels that are mapped to the same place (since overlapping patches are used). The authors in [53] suggest to repeat the whole process, using the output of the algorithm as an input for the clustering process and then applying the algorithm again with the new division. An improved version of NLPCA, the NLSPCA, is proposed in [20], replacing the Newton step with the SPIRAL algorithm [122] for calculating the patches’ representations.

\(^1\)For a given support (location of the non-zeros in \( \mathbf{a} \)), the problem posed in (7.4) is convex.
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The NLPCA for Poisson denoising is based on ideas related to the GMM model developed for the Gaussian denoising case [55]. Of course, this method can be used for the Poisson noise by applying an Anscombe transform. However, such an approach is shown in [20] to be inferior to the Poisson model based strategy in the low-photon count case.

Like [20, 53], in this work we do not use the Anscombe and rely on the Poisson based model. However, as opposed to [20, 53], we use one global dictionary for all patches and propose a greedy algorithm for finding the representation of each patch. In an approach similar to the one advocated in [93], we treat similar patches jointly by forcing them to share the same atoms in their representations. This introduces a non-local force and sharing of information between different regions in the image. A dictionary learning process is utilized in our scheme as well, in order to improve the initial dictionary used for the data, as the initial dictionary we embark from is global for all images.

Before moving to the next section we mention a technique proposed in [20] to enhance the SNR in noisy images. This method is effective especially in very low SNR scenarios such as peak smaller than 0.5. Instead of denoising the given image directly, one can downsample the image by applying a low-pass filter followed by down-sampling. This provides us with a smaller image but with a higher SNR. For example, if our low-pass filter is a kernel of size $3 \times 3$ containing ones, and we sample every third row and every third column, we end up with a nine times smaller image that has a nine times larger peak value. Having the low-res noisy image, one may apply on it any Poisson denoising algorithm and then perform an upscaling interpolation on the recovered small image in order to return to the original dimensions. This method is referred to as binning in [20] and related to multi-scale programs [123]. Note that this technique is especially effective for the Anscombe based techniques as the peak value of the processed image is larger than the initial value.

7.2 Sparse Poisson Denoising Algorithm (SPDA)

Our denoising strategy is based on a dictionary learning based approach. We start by extracting a set of overlapping patches $\{q_i\mid 1 \leq i \leq (m_1 - \sqrt{d} + 1)(m_2 - \sqrt{d} + 1)\}$ ($m_1$ and $m_2$ are the vertical and horizontal dimensions of the noisy image $y$ respectively) of size $\sqrt{d} \times \sqrt{d}$ from the noisy image $y$. The goal is to find the dictionary $D$ that leads to the sparsest representation of this set of patches under the exponential formulation. In other words our target is to
Algorithm 11 Patch Grouping Algorithm

Input: $y$ is a given image, $\sqrt{d} \times \sqrt{d}$ is the patch size to use, $l$ is a target group size, $h$ is a given convolution kernel (typically a wide Gaussian) and $\epsilon$ is a tolerance factor.

Output: Division to disjoint groups of patches $Q_j = \{q_{j,1}, \ldots, q_{j,N_j}\}$ of size $N_j$ where $N_j \geq l$.

Begin Algorithm:
- Convolve the image with the kernel: $\tilde{y} = y * h$. We take $\tilde{y}$ to be of the same size of $y$.
- Extract all overlapping patches $Q = \{q_1, \ldots, q_N\}$ of size $\sqrt{d} \times \sqrt{d}$ from $y$ and their corresponding overlapping patches $\{\tilde{q}_1, \ldots, \tilde{q}_N\}$ of size $\sqrt{d} \times \sqrt{d}$ from $\tilde{y}$.
- Set first group pivot index: $s_0 = \arg\min_{1 \leq i \leq N} \|\tilde{q}_i\|_2^2$.
- Initialize $j = 0$ and $i_j^{\text{prev}} = 0$.

while $Q \neq \emptyset$
  - Initialize group $j$: $Q_j = \emptyset$ and $l_j = 0$.
  - Select first candidate: $i_j = \arg\min_{i} \|\tilde{q}_i - \tilde{q}_{s_j}\|_2^2$
    while $l_j \leq l$ or $\|\tilde{q}_{s_j} - \tilde{q}_{i_j}\|_2^2 - \|\tilde{q}_{s_j} - \tilde{q}_{i_j}^{\text{prev}}\|_2^2 \leq \epsilon^2$ and $Q \neq \emptyset$
      - Add patch to group $j$: $Q_j = Q_j \cup \{q_{i_j}\}, l_j = l_j + 1$.
      - Exclude patch from search: $Q = Q \setminus \{q_{i_j}\}$.
      - Save previous selection: $i_j^{\text{prev}} = i_j$.
      - Select new candidate: $i_j = \arg\min_{i} \|\tilde{q}_i - \tilde{q}_{s_j}\|_2^2$.
  end while
  - Set pivot index for next group: $j = j + 1, s_j = i_{j-1}$.
end while

- Merge the last group with the previous one to ensure its size to be bigger than $l$.

minimize

$$
\min_{D, \alpha_1, \ldots, \alpha_N} \sum_{i=1}^{N} 1^* \exp(D\alpha_i) - q_i^* D\alpha_i \quad (7.6)
$$

s.t. $\|\alpha_i\|_0 \leq k, 1 \leq i \leq N$.

As in [20, 53], since minimizing both with respect to the dictionary and the representations at the same time is a hard problem, we minimize this function alternately. The dictionary update is done using a Newton step in a similar way to [20], with an addition of an Armijo rule. The pursuit (updating the representations) is performed using a greedy technique which returns a $k$-sparse representation for each patch, unlike the global Newton step or SPIRAL which is not guaranteed to have a sparse output.
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In order to further boost the performance of our algorithm and exploit the fact that similar patches in the image domain may support each other, the patches are clustered into a large number of small disjoint groups of similar patches. A typical number of clusters for an image of size $256 \times 256$ is 1000. Ideally, as Poisson noisy images with very low SNR are almost binary images, a good criterion for measuring the similarity between patches would be the earth mover’s distance (EMD). We approximate this measure by setting the distance between patches to be their Euclidean distance in the image after it passes through a Gaussian filter. The grouping algorithm is described in details in Algorithm 11. It creates disjoint groups of size (at least) $l$ in a sequential way, adding elements one by one. Once a group gets to the destination size, the algorithm continues to add elements whose distance from the first element in the group (the pivot) is up to $\epsilon$ away from the distance of the last added element (See Algorithm 11).

For calculating the representations we use a joint sparsity assumption for each group of patches with a greedy algorithm that finds the representations of each group together. This algorithm is iterative and in each iteration it adds the atom that reduces the most the cost function (7.4) for all the representations that belong to the same group.

An important aspect in our pursuit algorithm is to decide how many atoms to associate with each patch, i.e., what should be the stopping criterion of the algorithm. We employ two options. The first is to run the algorithm with a constant number of iterations. However, this choice leads to a suboptimal denoising effect as different patches contain different content-complexity and thus require different sparsity levels. Another option is to set a different cardinality for each group. In order to do so we need a way to evaluate the error in each iteration with respect to the true image and then stop the iterations once the error starts increasing. One option for estimating the error is using the Stein unbiased risk (SURE) estimator as done in [124] for the NL-means algorithm. However, in our context the computation of the SURE is too demanding.

Instead, we use boot-strapping – we rely on the fact that our scheme is iterative and after each step of representation decoding and dictionary update we have a new estimate of the original image. We use the patches of the reconstructed image from the previous iteration as a proxy for the patches of the true image and compute the error with respect to them. Note that since we update the dictionary between iterations and average the patches in the recovered image, we do not get stuck on the same patch again by using this stopping criteria. In practice, this condition improves the recovery performance significantly as each group of patches is represented with a cardinality that suites its content better.

The greedy Poisson algorithm is summarized in Algorithm 12. In the first time we apply the
decoding algorithm we use a constant $k$ as we do not have a previous estimate. In subsequent iterations the recovered image from the previous stage is used as an input. Finding a new representation in the algorithm requires solving (7.4) for a fixed given support. As mentioned before, this is a convex problem which appears also in the NLPCA technique and can be solved by the Newton method or any convex optimization toolbox.

![Image](image.png)

Figure 7.1: The piecewise constant image used for the offline training of the initial dictionary. For each range of peak values the image is scaled appropriately.

Having updated the representations, we perform a single Newton step for updating the dictionary as in the NLPCA. If we find that some atoms are not participating in any of the representations, we remove them from the dictionary resulting with a narrower dictionary (we do so until a certain limit on the dictionary size where we stop removing columns). The initial dictionary we use is a dictionary trained off-line on patches of a clean piecewise constant image shown in Fig. 7.1. This training process for an initial dictionary is needed since, unlike the standard sparsity model where many good dictionaries are present, for the exponential sparsity model no such dictionary is intuitively known. Notice also that the representation in the new model is sensitive to the scale of the image, unlike the standard one which is scale invariant. Thus, we train different initialization dictionaries for different peak values. However, we should mention that this training is done once and off-line.

Iterating over the pursuit and dictionary learning stages we get an estimate for the image patches. For recovering the whole image we reproject each patch to its corresponding location
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The main difference between our proposed algorithm and the NLPCA and NLSPCA is reminiscent of the difference between the K-SVD image denoising algorithm [93] and the GMM alternative approach [55], both developed for the Gaussian denoising problem. Furthermore, when it comes to the clustering of patches, NLPCA and NLSPCA use a small number of large clusters obtained using a k-means like algorithm. In our scheme the notion of joint sparsity is used which implies a large number of disjoint small groups that are divided using a simple algorithm. In NLPCA and NLSPCA, a different set of basis vectors is used for each cluster while we use one (thicker) dictionary for all patches together, from which subspaces are created by different choices of small groups of atoms. Unlike NLPCA and NLSPCA, our dictionary can change its size during the learning steps, and the cardinalities allocated to different patches are dynamic. As a last point we mention that NLPCA uses a Newton step and NLSPCA uses the SPIRAL algorithm for the representation decoding while we propose a new greedy pursuit for this task which guarantees a destination cardinality or reconstruction error.

Figure 7.2: The proposed sparse Poisson denoising algorithm (SPDA).

with averaging. At this point it is possible to re-cluster the patches according to the new recovered image and repeat all the process. Our proposed sparse Poisson denoising algorithm (SPDA) is summarized in Fig. 7.2.
7.3 Experiments

Figure 7.3: Test images used in this chapter. From left to right: Saturn, Flag, Cameraman, House, Swoosh, Peppers, Bridge and Ridges.

In order to evaluate the SPDA (with and without binning) performance we repeat the denoising experiment performed in [20]. We test the recovery error for various images with different peak values ranging from 0.1 to 4. The tested images appear in Fig. 7.3. The methods we compare to are the NLSPCA [20] and the BM3D with the refined inverse Anscombe [88] (both with and without binning) as those are the best-performing methods up to date. The code for these techniques is available online and we use the same parameter settings as appears in the code. For the binning we follow [20] and use a $3 \times 3$ ones kernel that increases the peak value to be 9 times higher, and a bilinear interpolation for the upscaling of the low-resolution recovered image.

For SPDA we use the following parameter setting: the number of groups is of the order of 1000. As our images are of size $256 \times 256$, we set the group size $l = 50$ if binning is not used and $l = 6$ if it is used. The size of each patch is set to be $20 \times 20$ pixels. In the first iteration we set $k = 2$. The initial dictionary is square ($400 \times 400$) and dependent on the peak value. For $\text{peak} \leq 0.2$ we use a dictionary trained on the squares image with peak 0.2, for $0.2 < \text{peak} \leq 4$ we train for peak $= 2$ and for $\text{peak} > 4$ we train for peak $= 18$ (this is relevant for SPDA with binning when the original peak is greater than $4/9$). Note that since in Poisson noise the mean is
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Figure 7.4: Denoising of flag with peak = 1. The PSNR is of the presented recovered images.

It can be observed that this image is recovered very accurately while in the other methods there are many artifacts. Samples from the dictionary atoms learned by SPDA are presented in Fig. 7.5. It can be observed that the dictionary learning process captures the shape of the stars and the lines in the flag. Figures 7.6, 7.7 and 7.8 present the recovery of ridges, Saturn and house for peak = 0.2 and peak = 2 respectively. It can be seen that for the low peak value the binning methods capture the structure of the image better and provide lower error. However, when the peak is higher the binning provides degraded performance compared to the reconstruction using the original image. In all images the SPDA recovers the images’ details better.

---

2We plan to release a package with the code to make the results reproducible.
Figure 7.5: Samples of atoms from the dictionary $D$ learned using SPDA for flag with peak = 1.

Figure 7.6: Denoising of ridges with peak = 0.1. The PSNR is of the presented recovered images.
Algorithm 12 Poisson Greedy Algorithm

**Input:** \( k, D \in \mathbb{R}^{d \times n}, \{q_1, \ldots, q_l\} \) where \( q_i \in \mathbb{R}^d \) is a Poisson distributed vector with mean \( \exp(Da_i) \) and variance \( \exp(Da_i) \), and \( k \) is the maximal cardinality of \( a_i \). All representations \( a_i \) are assumed to have the same support. Optional parameter: Estimates of the true image patches \( \{p_1, \ldots, p_l\} \).

**Output:** \( \hat{p}_i = \exp(D\hat{a}_i) \) an estimate for \( \exp(Da_i) \).

Begin Algorithm:
- Initialize the support \( T^0 = \emptyset \) and set \( t = 0 \).

while \( t < k \) do
  - Update iteration counter: \( t = t + 1 \).
  - Set initial objective value: \( v_0 = \infty \).
  for \( j = 1 : n \) do
    - Check atom \( j \): \( \tilde{T}^t = T^{t-1} \cup \{j\} \).
    - Calculate current objective value: \( v_c = \min_{a_{1, \ldots, a_i} \sum_{i=1}^l} 1^* \exp(D_{\tilde{T}^t}a_i) - q_i^*D_{\tilde{T}^t}a_i \)
      if \( v_0 > v_c \) then
      - Update selection: \( j^t = j \) and \( v_0 = v_c \).
      end if
  end for
  - Update the support: \( T^t = T^{t-1} \cup \{j^t\} \).
  - Update representation estimate: \( [\hat{a}_1^t, \ldots, \hat{a}_l^t] = \arg\min_{a_1, \ldots, a_i \sum_{i=1}^l} 1^* \exp(D_{T^t}a_i) - q_i^*D_{T^t}a_i \).
  if \( \{p_1, \ldots, p_l\} \) are given then
    - Estimate error: \( e_t = \sum_{i=1}^l \| \exp(D\hat{a}_i^t) - p_i \|_2^2 \).
    if \( t > 1 \) and \( e_t > e_{t-1} \) then
    - Set \( t = t - 1 \) and break (exit while and return the result of the previous iteration).
    end if
  end if
end while
- Form the final estimate \( \hat{p}_i = \exp(D\hat{a}_i^t) \), \( 1 \leq i \leq l \).
Figure 7.7: Denoising of *Saturn* with peak = 0.2. The PSNR is of the presented recovered images.
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(a) house image.  
(b) NLSPCA. PSNR = 23.23dB  
(c) BM3D. PSNR = 24.06dB.  
(d) SPDA. PSNR = 24.87dB.  

(e) Noisy image. Peak = 2.  
(f) NLSPCAbin. PSNR = 21.28dB.  
(g) BM3Dbin. PSNR = 24.23dB.  
(h) SPDAbin. PSNR = 21.39dB.  

Figure 7.8: Denoising of house with peak = 2. The PSNR is of the presented recovered images.
Table 7.1: Experiments on simulated data (average over five noise realizations) for peaks 0.1, 0.2 and 0.5. The figures are the same as those in [20]. Best results are marked.

<table>
<thead>
<tr>
<th>Method</th>
<th>Peak</th>
<th>Saturn</th>
<th>Flag</th>
<th>Camera</th>
<th>House</th>
<th>Swoosh</th>
<th>Peppers</th>
<th>Bridge</th>
<th>Ridges</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLSPCAbin</td>
<td>19.13</td>
<td>16.07</td>
<td>17.15</td>
<td>18.71</td>
<td>21.89</td>
<td>16.12</td>
<td>16.93</td>
<td>24.05</td>
<td></td>
<td>18.75</td>
</tr>
<tr>
<td>BM3D 0.1</td>
<td>19.42</td>
<td>13.05</td>
<td>15.66</td>
<td>16.28</td>
<td>16.93</td>
<td>15.61</td>
<td>15.68</td>
<td>20.06</td>
<td></td>
<td>16.6</td>
</tr>
<tr>
<td>SPDA (our work)</td>
<td>18.74</td>
<td>13.70</td>
<td>15.34</td>
<td>16.07</td>
<td>16.57</td>
<td>15.28</td>
<td>15.46</td>
<td>20.83</td>
<td></td>
<td>16.50</td>
</tr>
<tr>
<td>SPDAbin (our work)</td>
<td><strong>21.58</strong></td>
<td>15.31</td>
<td>16.82</td>
<td>18.62</td>
<td>20.89</td>
<td><strong>16.34</strong></td>
<td><strong>16.98</strong></td>
<td><strong>24.2</strong></td>
<td></td>
<td><strong>18.84</strong></td>
</tr>
<tr>
<td>NLSPCA</td>
<td>22.90</td>
<td>16.48</td>
<td>17.79</td>
<td>18.91</td>
<td>21.10</td>
<td><strong>17.45</strong></td>
<td>17.46</td>
<td>24.22</td>
<td></td>
<td>19.54</td>
</tr>
<tr>
<td>NLSPCAbin</td>
<td>20.54</td>
<td>16.54</td>
<td>17.92</td>
<td><strong>19.74</strong></td>
<td>24.00</td>
<td>16.92</td>
<td>17.57</td>
<td>25.91</td>
<td></td>
<td>19.89</td>
</tr>
<tr>
<td>BM3D 0.2</td>
<td>22.02</td>
<td>14.28</td>
<td>17.35</td>
<td>18.37</td>
<td>19.95</td>
<td>17.10</td>
<td>17.09</td>
<td>21.27</td>
<td></td>
<td>18.45</td>
</tr>
<tr>
<td>BM3Dbin</td>
<td>23.20</td>
<td>16.28</td>
<td><strong>18.25</strong></td>
<td>19.71</td>
<td><strong>24.25</strong></td>
<td>17.44</td>
<td>17.70</td>
<td>23.92</td>
<td></td>
<td>20.09</td>
</tr>
<tr>
<td>SPDA (our work)</td>
<td>22.01</td>
<td>16.26</td>
<td>17.26</td>
<td>18.30</td>
<td>19.92</td>
<td>17.10</td>
<td>17.18</td>
<td>23.58</td>
<td></td>
<td>18.95</td>
</tr>
<tr>
<td>SPDAbin (our work)</td>
<td><strong>23.59</strong></td>
<td><strong>18.19</strong></td>
<td>17.76</td>
<td>19.31</td>
<td>22.46</td>
<td>17.31</td>
<td>17.57</td>
<td><strong>27.18</strong></td>
<td></td>
<td><strong>20.42</strong></td>
</tr>
<tr>
<td>NLSPCA</td>
<td>24.91</td>
<td>18.80</td>
<td>19.23</td>
<td>20.85</td>
<td>23.80</td>
<td>18.78</td>
<td>18.50</td>
<td>28.20</td>
<td></td>
<td>21.63</td>
</tr>
<tr>
<td>NLSPCAbin</td>
<td>20.98</td>
<td>17.10</td>
<td>18.32</td>
<td>20.98</td>
<td>26.48</td>
<td>17.77</td>
<td>18.18</td>
<td>26.81</td>
<td></td>
<td>20.83</td>
</tr>
<tr>
<td>BM3D 0.5</td>
<td>23.86</td>
<td>15.87</td>
<td>18.83</td>
<td>20.27</td>
<td>22.92</td>
<td>18.49</td>
<td>18.24</td>
<td>23.37</td>
<td></td>
<td>20.29</td>
</tr>
<tr>
<td>BM3Dbin</td>
<td><strong>25.70</strong></td>
<td>18.40</td>
<td><strong>19.64</strong></td>
<td><strong>21.71</strong></td>
<td>26.33</td>
<td><strong>19.01</strong></td>
<td><strong>18.67</strong></td>
<td>28.23</td>
<td></td>
<td>22.21</td>
</tr>
<tr>
<td>SPDA (our work)</td>
<td>25.42</td>
<td><strong>19.26</strong></td>
<td>19.05</td>
<td>20.49</td>
<td>24.03</td>
<td>18.62</td>
<td>18.45</td>
<td>27.12</td>
<td></td>
<td>21.55</td>
</tr>
<tr>
<td>SPDAbin (our work)</td>
<td>25.57</td>
<td>19.24</td>
<td>18.99</td>
<td>21.00</td>
<td><strong>26.56</strong></td>
<td>18.65</td>
<td>18.56</td>
<td><strong>31.03</strong></td>
<td></td>
<td><strong>22.45</strong></td>
</tr>
<tr>
<td>Method</td>
<td>Peak</td>
<td>Saturn</td>
<td>Flag</td>
<td>Camera</td>
<td>House</td>
<td>Swoosh</td>
<td>Peppers</td>
<td>Bridge</td>
<td>Ridges</td>
<td>Average</td>
</tr>
<tr>
<td>--------------------</td>
<td>------</td>
<td>--------</td>
<td>------</td>
<td>--------</td>
<td>-------</td>
<td>--------</td>
<td>---------</td>
<td>--------</td>
<td>--------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NLSPCAbin</td>
<td>21.18</td>
<td>17.07</td>
<td>18.50</td>
<td>21.26</td>
<td>27.62</td>
<td>17.80</td>
<td>18.20</td>
<td>27.58</td>
<td>21.15</td>
<td></td>
</tr>
<tr>
<td>BM3Dbin</td>
<td>27.41</td>
<td>19.33</td>
<td>20.60</td>
<td>23.19</td>
<td>28.44</td>
<td>20.13</td>
<td>19.38</td>
<td>23.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPDA (our work)</td>
<td>26.85</td>
<td>22.52</td>
<td>20.20</td>
<td>22.61</td>
<td>26.39</td>
<td>20.01</td>
<td>19.18</td>
<td>29.81</td>
<td>23.45</td>
<td></td>
</tr>
<tr>
<td>SPDAbin (our work)</td>
<td>27.00</td>
<td>19.85</td>
<td>19.52</td>
<td>21.41</td>
<td>27.42</td>
<td>19.06</td>
<td>18.70</td>
<td>32.41</td>
<td>23.17</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NLSPCA</td>
<td>28.22</td>
<td>20.86</td>
<td>20.76</td>
<td>23.86</td>
<td>29.62</td>
<td>20.52</td>
<td>19.47</td>
<td>31.87</td>
<td>24.4</td>
<td></td>
</tr>
<tr>
<td>NLSPCAbin</td>
<td>21.49</td>
<td>16.85</td>
<td>18.43</td>
<td>21.41</td>
<td>27.88</td>
<td>17.80</td>
<td>18.34</td>
<td>28.68</td>
<td>21.36</td>
<td></td>
</tr>
<tr>
<td>BM3D</td>
<td>27.42</td>
<td>20.81</td>
<td>22.13</td>
<td>24.18</td>
<td>28.09</td>
<td>21.97</td>
<td>20.31</td>
<td>29.82</td>
<td>24.59</td>
<td></td>
</tr>
<tr>
<td>BM3Dbin</td>
<td>28.84</td>
<td>20.02</td>
<td>21.37</td>
<td>24.49</td>
<td>29.74</td>
<td>21.16</td>
<td>20.17</td>
<td>32.06</td>
<td>24.73</td>
<td></td>
</tr>
<tr>
<td>SPDA (our work)</td>
<td>28.93</td>
<td>24.78</td>
<td>21.56</td>
<td>25.10</td>
<td>29.24</td>
<td>21.35</td>
<td>20.19</td>
<td>32.13</td>
<td>25.41</td>
<td></td>
</tr>
<tr>
<td>SPDAbin (our work)</td>
<td>28.44</td>
<td>19.87</td>
<td>19.56</td>
<td>21.76</td>
<td>28.64</td>
<td>19.32</td>
<td>18.97</td>
<td>33.39</td>
<td>23.74</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NLSPCA</td>
<td>29.44</td>
<td>21.25</td>
<td>21.09</td>
<td>24.89</td>
<td>31.30</td>
<td>21.12</td>
<td>20.16</td>
<td>34.01</td>
<td>25.41</td>
<td></td>
</tr>
<tr>
<td>NLSPCAbin</td>
<td>21.20</td>
<td>16.50</td>
<td>18.45</td>
<td>21.44</td>
<td>28.01</td>
<td>17.82</td>
<td>18.34</td>
<td>29.09</td>
<td>21.36</td>
<td></td>
</tr>
<tr>
<td>BM3D</td>
<td>29.40</td>
<td>23.04</td>
<td>23.94</td>
<td>26.04</td>
<td>30.72</td>
<td>24.07</td>
<td>21.50</td>
<td>32.39</td>
<td>26.89</td>
<td></td>
</tr>
<tr>
<td>BM3Dbin</td>
<td>30.19</td>
<td>20.51</td>
<td>21.98</td>
<td>25.48</td>
<td>31.30</td>
<td>22.09</td>
<td>20.80</td>
<td>33.55</td>
<td>25.74</td>
<td></td>
</tr>
<tr>
<td>SPDA (our work)</td>
<td>30.71</td>
<td>26.32</td>
<td>21.96</td>
<td>26.26</td>
<td>33.06</td>
<td>22.32</td>
<td>20.59</td>
<td>34.70</td>
<td>26.99</td>
<td></td>
</tr>
<tr>
<td>SPDAbin (our work)</td>
<td>29.42</td>
<td>19.67</td>
<td>19.69</td>
<td>21.92</td>
<td>29.93</td>
<td>19.86</td>
<td>19.00</td>
<td>34.38</td>
<td>24.23</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.2: Experiments on simulated data (average over five noise realizations) for peaks 1, 2 and 4. The figures are the same as those in [20]. Best results are marked.
The recovery error in terms of PSNR for all images and different peak values appears in Tables 7.1 and 7.2. By looking at the overall performance we can see that our proposed strategy provides better performance on average for 5 of 6 tested peak-values. For low peak values SPDAbin behaves better and for larger ones SPDA should be preferred.

The addition of the binning to the algorithms improves their performance significantly in the lower peak values. As the peak raises the effectiveness of the binning reduces (since BM3D relies on the Anscombe, the binning efficiency reduces slower for it).

Concluding this section, SPDA seems to have a good denoising quality for Poisson noisy images with low SNR achieving state-of-the-art recovery performance. We should mention that if we use only the Poisson greedy algorithm for the recovery, without the dictionary learning and the boot-strap stopping criterion, the reconstruction results are degraded by 2.4dB on average (over all images and peak values) if both use binning, and by 2dB on average if not.

7.4 Discussion and Summary

In this chapter we have proposed a new scheme for Poisson denoising of images, termed the sparse Poisson denoising algorithm (SPDA). It relies on the Poisson statistical model presented in [20] and uses a dictionary learning strategy with a sparse coding algorithm that employs a boot-strapped stopping criterion. The recovery performance of the SPDA are state-of-the-art and in some scenarios outperform the existing algorithms by more than 1dB.
Chapter 8

Epilog

In this dissertation we have considered the performance of greedy algorithms in different sparsity settings. Our main contributions can be summarized as follows:

1. We started with providing near-oracle performance guarantees for the greedy-like schemes: CoSaMP, SP and IHT. The bounds, unlike previous ones for greedy methods, are dependent only on the dictionary properties (RIP constant) and the sparsity level of the sought solution. In addition, those bounds hold also for the MSE of the reconstruction and not only with high probability for the squared error, as has been done in previous works for other algorithms.

2. Motivated by the preceding result, we have developed analysis versions for the greedy-like techniques – CoSaMP, SP, IHT and HTP – for the cosparse analysis model. By introducing the notion of near-optimal projection and extending the RIP definition, we have provided uniform recovery guarantees for these new schemes in the adversarial noise case. We have shown that, unlike in synthesis, in the analysis model linear dependencies within the dictionary are permitted and even encouraged.

3. As a consequence of our work in the analysis framework, we have realized that as this model sets the focus on the signal, the same is possible also for the synthesis model that classically puts the focus on the representation. With this new approach, we have provided new uniqueness and stability conditions for signal recovery in the synthesis setting. In addition, we have analyzed two new algorithms – $e$-OMP and signal space CoSaMP – showing recovery results that handle high correlations in the synthesis dictionary.

4. For the analysis model we have taken the opposite direction. We have realized that as classical synthesis puts the emphasize on the representation, the same can be done for
analysis by focusing on the coefficients of the signal after applying the analysis dictionary on it. Taking this perspective, we have proposed a new greedy-like technique that operates in the analysis transform domain. This approach provides guarantees for frames both for the adversarial noise and the random Gaussian noise cases. In an unpublished work [105], we show that the same can be done also for the 2D finite difference operator (corresponds to 2D-TV if used with $\ell_1$ minimization).

5. In the last part of our work we have considered the Poisson image denoising problem. Relying on previous work that proposed Poisson statistics based model, we have developed a denoising scheme that enforces sparse representation on image patches with a global dictionary. This scheme includes a novel sparse coding technique with dictionary learning steps and achieves state-of-the-art results.

We see several directions for further research in this field:

- We found a fundamental gap in analysis between the signal dimension $(d - r)$ and the number of measurements required for recovery (order of $p - \ell$). We ask ourselves whether this is a dead-end? With respect to uniform recovery guarantees for the noisy case, the answer seems to be positive [121]. However, this is still an open problem in the other cases.

- Our work on the analysis greedy-like methods assumed the existence of a procedure that finds a cosupport that implies a near optimal projection with a constant $C_{\ell}$. Two examples for optimal cosupport selection schemes were given. However, the existence of an optimal or a near optimal scheme for a general operator is still an open question. The question is: for which types of $\Omega$ and values of $C_{\ell}$ we can find an efficient procedure that implies a near optimal projection. We can ask also whether selection procedures that succeed with high probability exist. Such can be used for developing probabilistic bounds [52].

- The same question holds true also with respect to the signal space near optimal projections. It remains an important and challenging open problem to develop approximate projection techniques which satisfy the assumptions of our main results for SSCoSaMP even when the dictionary is highly coherent in an arbitrary fashion. There are clearly limitations in this regard, as decoding from highly correlated atoms has fundamental
theoretic boundaries. It is unknown, however, how far these limits reach and for what applications accurate reconstruction is still possible.

- An alternative course is to develop greedy methods which do not require such projections, which we believe to be an equally challenging problem. Indeed, initial steps in this direction have been taken with $\epsilon$-OMP. However, the proposed guarantees are too restrictive as they are coherence based and depend on the magnitudes of the entries of the original signal.

- As we have seen in the simulations, the thresholding procedure, though not near optimal with the theorems’ required constants, provides good reconstruction results for the analysis greedy-like techniques. A theoretical study with this cosupport selection scheme is required. Indeed, we have developed a result for TDIHT. However, it would be interesting to see if the same holds for AIHT and the other analysis greedy-like techniques.

- The first technique for which near-oracle performance guarantees have been proposed in the synthesis context is the Dantzig Selector (DS). As such guarantees have been developed in our work for the analysis framework, it would be interesting to study the analysis version of DS as we expect it to have similar guarantees. We believe that analysis DS should be defined as follows:

$$\arg\min_v \|\Omega v\|_1 \quad s.t. \quad \|M^* (y - M v)\|_\infty \leq \lambda_{DS,\epsilon},$$

where $\lambda_{DS,\epsilon}$ should be a function of the noise statistics and the operator $\Omega$.

- In [113], a result has been developed for signal recovery using $\ell_1$-minimization in the case that the signal has sparse representation in the frequency domain and each non-zero frequency is far enough from the other. Using our terminology, this result provides recovery guarantees in the case that a signal has a sparse representation under the redundant DFT as a dictionary and the non-zero locations in the representation corresponds to incoherent atoms. In our results for $\epsilon$-OMP we have treated the exact complementary case, where the atoms are highly coherent. It would be interesting to see whether the two proof techniques can be combined to come up with a better theory.

- In our Poisson denoising scheme we have used the same initialization dictionary $\mathbf{D}$ for all types of images. However, in many applications the type of the images to be observed
is known beforehand, e.g., star in astronomy or cells in fluorescence microscopy. Off-line training of a dictionary which is dedicated to a specific task is expected improve the current results.

- Setting a suitable number of dictionary learning iterations is important for the quality of the reconstruction in the Poisson denoising problem. An automated tuning technique should be considered for this purpose [124, 125].

- Poisson noise appears also in deconvolution problems such as Tomography. Hence, it would be of much value to extend our proposed Poisson denoising algorithm also to the deconvolution setup, where we have a measurement matrix in the noise model.
Appendix A

Proofs for Chapter 3

A.1 Proof of Theorem 3.2.1 – Inequality (3.4)

In the proof of (3.4) we use two main inequalities:

\[ \| \alpha_{T-T'} \|_2 \leq \frac{2\delta_{3k}}{(1 - \delta_{3k})^2} \| \alpha_{T-T'-1} \|_2 + \frac{2}{(1 - \delta_{3k})^2} \| A_{T'e} \|_2, \]  
(A.1)

and

\[ \| \alpha_{T-T'} \|_2 \leq \frac{1 + \delta_{3k}}{1 - \delta_{3k}} \| \alpha_{T-T'} \|_2 + \frac{4}{1 - \delta_{3k}} \| A_{T'e} \|_2. \]  
(A.2)

Their proofs are in Sections A.2 and A.3 respectively. The inequality (3.4) is obtained by substituting (A.1) into (A.2) as shown below:

\[ \| \alpha_{T-T'} \|_2 \leq \frac{1 + \delta_{3k}}{1 - \delta_{3k}} \| \alpha_{T-T'} \|_2 + \frac{4}{1 - \delta_{3k}} \| A_{T'e} \|_2 \]  
(A.3)

\[ \leq \frac{1 + \delta_{3k}}{1 - \delta_{3k}} \left[ \frac{2\delta_{3k}}{(1 - \delta_{3k})^2} \| \alpha_{T-T'-1} \|_2 + \frac{2}{(1 - \delta_{3k})^2} \| A_{T'e} \|_2 \right] + \frac{4}{1 - \delta_{3k}} \| A_{T'e} \|_2 \]

\[ \leq \frac{2\delta_{3k}(1 + \delta_{3k})}{(1 - \delta_{3k})^3} \| \alpha_{T-T'-1} \|_2 + \frac{2(1 + \delta_{3k})}{(1 - \delta_{3k})^2} \| A_{T'e} \|_2 + \frac{4}{1 - \delta_{3k}} \| A_{T'e} \|_2 \]

\[ \leq \frac{2\delta_{3k}(1 + \delta_{3k})}{(1 - \delta_{3k})^3} \| \alpha_{T-T'-1} \|_2 + \frac{6 - 6\delta_{3k} + 4\delta_{3k}^2}{(1 - \delta_{3k})^3} \| A_{T'e} \|_2, \]

and this concludes this proof.

A.2 Proof of Inequality (A.1)

Lemma A.2.1 The following inequality holds true for the SP algorithm:

\[ \| \alpha_{T-T'} \|_2 \leq \frac{2\delta_{3k}}{(1 - \delta_{3k})^2} \| \alpha_{T-T'-1} \|_2 + \frac{2}{(1 - \delta_{3k})^2} \| A_{T'e} \|_2, \]
Proof: We start by the residual-update step in the SP algorithm, and exploit the relation \( y = Aa + e = A_{T-T_1}a + A_{T_1-T_1}a + e \). This leads to

\[
y_r^{t-1} = Q_{T_1}y = Q_{T_1}A_{T_1-T_1}a + Q_{T_1}A_{T_1-T_1}a + Q_{T_1}e. \tag{A.4}
\]

Here we have used the linearity of the operator \( Q_{T_1} \) with respect to its first entry. The second term in the right-hand-side (rhs) is 0 since \( A_{T_1-T_1}a \in \text{span}(A_{T_1}) \). For the first term in the rhs we have

\[
Q_{T_1}A_{T_1-T_1}a = \left( A_{T_1-T_1} - A_{T_1-T_1} \right) a + Q_{T_1}e = A_{T_1-T_1}a + Q_{T_1}e.
\]

We start by the residual-update step in the SP algorithm, and exploit the relation \( e_{T_1} = A_{T_1-T_1}a + A_{T_1-T_1}a + e \). In Algorithm 3 we obtain

\[
A_{T_1-T_1}a + Q_{T_1}e = A_{T_1-T_1}a + Q_{T_1}e.
\]

Combining (A.4) and (A.5) leads to

\[
y_r^{t-1} = A_{T_1-T_1}a + Q_{T_1}e. \tag{A.7}
\]

By the definition of \( T_1 \) in Algorithm 3 we obtain

\[
\| A_{T_1}y_r^{t-1} \|_2 \geq \| A_{T_1}y_r^{t-1} \|_2 \geq \| A_{T_1-T_1}y_r^{t-1} \|_2 \tag{A.8}
\]

\[
= \| A_{T_1-T_1}a \|_2 \| A_{T_1-T_1}a \|_2 + \| Q_{T_1}e \|_2 \leq \| A_{T_1-T_1}a \|_2 + \| Q_{T_1}e \|_2.
\]

We will bound \( \| A_{T_1-T_1}P_{T_1}e \|_2 \) from above using RIP properties from Section 3.1,

\[
\| A_{T_1-T_1}P_{T_1}e \|_2 \geq \| A_{T_1-T_1}a \|_2 (A_{T_1-T_1}a)_{T_1-T_1} - \| A_{T_1-T_1}P_{T_1}e \|_2 \leq \| A_{T_1-T_1}a \|_2 \tag{A.9}
\]

Combining (A.8) and (A.9) leads to

\[
\| A_{T_1}y_r^{t-1} \|_2 \geq \| A_{T_1-T_1}a + Q_{T_1}e \|_2 \geq \| A_{T_1-T_1}a + Q_{T_1}e \|_2 \tag{A.10}
\]

\[
= \| A_{T_1-T_1}a \|_2 + \| Q_{T_1}e \|_2 \leq \frac{\| A_{T_1-T_1}a \|_2 + \| Q_{T_1}e \|_2}{1 - \delta_{3k}}.
\]
By the definition of $T_\Delta$ and $y_r^{l-1}$ it holds that $T_\Delta \cap T^{l-1} = \emptyset$ since $A_{T^{l-1}}^* y_r^{l-1} = 0$. Using (A.7), the left-hand-side (lhs) of (A.10) is upper bounded by
\[
\| A_{T_\Delta}^* y_r^{l-1} \|_2 \leq \| A_{T_\Delta}^* A_{T^{l-1}} (a_r^{l-1}) \|_2 + \| A_{T_\Delta}^* Q_{T^{l-1}} e \|_2 \leq \| A_{T_\Delta}^* A_{T^{l-1}} (a_r^{l-1}) \|_2 + \| A_{T_\Delta}^* A_{T^{l-1}} (A_{T^{l-1}} (a_r^{l-1}) - 1 A_{T^{l-1}}^* e) \|_2 \leq \| A_{T_\Delta}^* A_{T^{l-1}} (a_r^{l-1}) \|_2 + \| A_{T_\Delta}^* e \|_2 + \frac{\delta_{3k}}{1 - \delta_{3k}} \| A_{T^{l-1}}^* e \|_2 \leq \| A_{T_\Delta}^* A_{T^{l-1}} (a_r^{l-1}) \|_2 + \frac{1}{1 - \delta_{3k}} \| A_{T_\Delta}^* e \|_2.
\] Combining (A.10) and (A.11) gives
\[
\| A_{T_\Delta}^* A_{T^{l-1}} (a_r^{l-1}) \|_2 \leq \frac{2}{1 - \delta_{3k}} \| A_{T_\Delta}^* e \|_2 \geq \| A_{T_\Delta}^* A_{T^{l-1}} (a_r^{l-1}) \|_2.
\] Removing the common rows in $A_{T_\Delta}^*$ and $A_{T^{l-1}}^*$ we get
\[
\| A_{T_\Delta}^* A_{T^{l-1}} (a_r^{l-1}) \|_2 \leq \frac{2}{1 - \delta_{3k}} \| A_{T_\Delta}^* e \|_2 \geq \| A_{T_\Delta}^* A_{T^{l-1}} (a_r^{l-1}) \|_2 \geq \| A_{T_\Delta}^* A_{T^{l-1}} (a_r^{l-1}) \|_2 \geq \| A_{T_\Delta}^* A_{T^{l-1}} (a_r^{l-1}) \|_2.
\] The last equality is true because $T - T^{l-1} - T_\Delta = T - T^{l-1} - (T^{l-1} - T^{l-1}) = T - T^{l}$.

Now we turn to bound the lhs and rhs terms of (A.13) from below and above, respectively. For the lhs term we exploit the fact that the supports $T_\Delta - T$ and $T \cup T^{l-1}$ are disjoint, leading to
\[
\| A_{T_\Delta}^* A_{T^{l-1}} (a_r^{l-1}) \|_2 \leq \delta_{|T_\Delta \cup T^{l-1} \cup T|} \| a_r^{l-1} \|_2 \leq \delta_{3k} \| a_r^{l-1} \|_2.
\] For the rhs term in (A.13), we obtain
\[
\| A_{T_\Delta}^* A_{T^{l-1}} (a_r^{l-1}) \|_2 \geq \| A_{T_\Delta}^* A_{T^{l-1}} (a_r^{l-1}) \|_2 \geq (1 - \delta_{3k}) \| a_r^{l-1} \|_2 \geq (1 - \delta_{3k}) \| a_r^{l-1} \|_2 \geq (1 - \delta_{3k}) \| a_r^{l-1} \|_2.
\] Substitution of the two bounds derived above into (A.13) gives
\[
2 \delta_{3k} \| a_r^{l-1} \|_2 + \frac{2}{1 - \delta_{3k}} \| A_{T_\Delta}^* e \|_2 \geq \frac{2}{1 - \delta_{3k}} \| A_{T_\Delta}^* e \|_2.
\] The above inequality uses $a_r^{l-1}$, which was defined in (A.5), and this definition relies on yet another definition for the vector $P_{r,T^{l-1}}$ in (A.6). We proceed by bounding $\| a_{P,T^{l-1}} \|_2$ from above,
\[
\| a_{P,T^{l-1}} \|_2 = \| -(A_{T^{l-1}} A_{T^{l-1}})^{-1} A_{T^{l-1}} (a_r^{l-1} - a_{T^{l-1}}) \|_2 \leq \frac{\delta_{2k}}{1 - \delta_k} \| a_{T^{l-1}} \|_2 \leq \frac{\delta_{3k}}{1 - \delta_{3k}} \| a_{T^{l-1}} \|_2.
\]
and get
\[ \| \alpha_{T^{-1}} \|_2 \leq \| \alpha_{T^{-T^{-1}}} \|_2 + \| \alpha_{P,T^{-1}} \|_2 \leq \left(1 + \frac{\delta_{3k}}{1 - \delta_{3k}}\right) \| \alpha_{T^{-T^{-1}}} \|_2 \leq \frac{1}{1 - \delta_{3k}} \| \alpha_{T^{-T^{-1}}} \|_2 \cdot (A.18) \]
In addition, since \( (\alpha_{T^{-1}})_{T^{-T^{-1}}} = \alpha_{T^{-T^{-1}}} \) then \( (\alpha_{T^{-1}})_{T^{-T'}} = \alpha_{T^{-T'}} \). Using this fact and (A.18) with (A.16) leads to
\[ \| \alpha_{T^{-T'}} \|_2 \leq \frac{2\delta_{3k}}{(1 - \delta_{3k})^2} \| \alpha_{T^{-T^{-1}}} \|_2 + \frac{2}{(1 - \delta_{3k})^2} \| A_{T^3} e \|_2, \quad (A.19) \]
which proves the inequality in (A.1).

\[ \square \]

A.3 Proof of Inequality (A.2)

**Lemma A.3.1** The following inequality holds true for the SP algorithm:
\[ \| \alpha_{T^{-T'}} \|_2 \leq \frac{1 + \delta_{3k}}{1 - \delta_{3k}} \| \alpha_{T^{-T'}} \|_2 + \frac{4}{1 - \delta_{3k}} \| A_{T^3} e \|_2. \]

**Proof:** We will define the smear vector \( e = w - a_T \), where \( w \) is the outcome of the representation computation over \( T' \), given by
\[ w = A_{T'}^T y = A_{T'}^T (A_T a_T + e), \quad (A.20) \]
as defined in Algorithm 3. Expanding the first term in the last equality gives:
\[ A_{T'}^T A_T a_T = A_{T'}^T A_{T' \cap T} a_{T' \cap T} + A_{T'}^T A_{T' \cap T} a_{T' \cap T} \]
\[ = A_{T'}^T \left[ A_{T' \cap T}, A_{T' \cap T} \right] \left[ a_{T' \cap T} \right] + A_{T'}^T A_{T' \cap T} a_{T' \cap T} \]
\[ = A_{T'}^T a_{T'} + A_{T'}^T a_{T' \cap T} a_{T' \cap T} = a_{T'} + A_{T'}^T a_{T' \cap T} a_{T' \cap T}. \] (A.21)
The equalities hold based on the definition of \( A_{T'}^T \) and on the fact that \( a \) is 0 outside of \( T \). Using (A.21) we bound the smear energy from above, obtaining
\[ \| e \|_2 \leq \| A_{T'}^T A_T a_T \|_2 + \| A_{T'}^T e \|_2 \]
\[ = \| (A_{T'}^T A_T)^{-1} A_{T' \cap T} a_{T' \cap T} \|_2 + \| (A_{T'}^T A_T)^{-1} A_{T'}^T e \|_2 \]
\[ \leq \frac{\delta_{3k}}{1 - \delta_{3k}} \| a_{T' \cap T} \|_2 + \frac{1}{1 - \delta_{3k}} \| A_{T'}^T e \|_2. \] (A.22)

We now turn to bound \( \| e \|_2 \) from below. We denote the support of the \( k \) smallest coefficients in \( w \) by \( \Delta T \triangleq T' - T' \). Thus, for any set \( T' \subset \hat{T'} \) of cardinality \( k \), it holds that \( \| (w)_{T'} \|_2 \leq \| (w)_{T'} \|_2 \). In particular, we shall choose \( T' \) such that \( T' \cap T = \emptyset \), which necessarily exists
A.4. PROOF OF INEQUALITY (3.15)

because $\tilde{T}^t$ is of cardinality $2k$ and therefore there must be at $k$ entries in this support that are outside $T$. Thus, using the relation $e = w - a_T$, we get

$$
\|(w)_{\Delta T}\|_2 \leq \|(w)_T\|_2 = \|(a_T)_{\tilde{T}} + e_\tilde{T}\|_2 = \|e_\tilde{T}\|_2 \leq \|e\|_2.
$$

(A.23)

Because $a$ is supported on $T$ we have that $\|a_{\Delta T}\|_2 = \|a_{\Delta T \cap T}\|_2$. An upper bound for this vector is reached by

$$
\|a_{\Delta T \cap T}\|_2 = \|(w)_{\Delta T \cap T} - e_{\Delta T \cap T}\|_2
\leq \|(w)_{\Delta T \cap T}\|_2 + \|e_{\Delta T \cap T}\|_2 \leq \|(w)_{\Delta T}\|_2 + \|e\|_2 \leq 2\|e\|_2,
$$

(A.24)

where the last step uses (A.23). The vector $a_{T^{-T}}$ can be decomposed as $a_{T^{-T}} = [a_{T^{-\Delta T}}, a_{T^{-\Delta T}}]^*$. Using (A.22) and (A.24) we get

$$
\|a_{T^{-T}}\|_2 \leq \|a_{T^{-\Delta T}}\|_2 + \|a_{T^{-\Delta T}}\|_2 \leq 2\|e\|_2 + \|a_{T^{-T}}\|_2
\leq \left(1 + \frac{2\delta_{3k}}{1 - \delta_{3k}}\right)\|a_{T^{-T}}\|_2 + \frac{2}{1 - \delta_{3k}}\|A^*_T e\|_2
= \frac{1}{1 - \delta_{3k}} \|a_{T^{-T}}\|_2 + \frac{4}{1 - \delta_{3k}}\|A^*_T e\|_2,
$$

where the last step uses the property $\|A^*_T e\|_2 \leq 2\|A^*_T e\|_2$ taken from Section 3.1, and this concludes the proof.

---

**A.4 Proof of Inequality (3.15)**

**Lemma A.4.1** The following inequality holds true for the CoSaMP algorithm:

$$
\|a - \hat{a}^t_{CoSaMP}\|_2 \leq \frac{4\delta_{4k}}{(1 - \delta_{4k})^2} \|a - \hat{a}^{t-1}_{CoSaMP}\|_2 + \frac{14 - 6\delta_{4k}}{(1 - \delta_{4k})^2} \|A^*_T e\|_2.
$$

(A.25)

**Proof:** We denote $\hat{a}^t_{CoSaMP}$ as the solution of CoSaMP in the $t$-th iteration: $\hat{a}^t_{CoSaMP,(T^t)} = 0$ and $\hat{a}^t_{CoSaMP,T^t} = w_T$. We further define $r^t = a - \hat{a}^t_{CoSaMP}$ and use the definition of $T_{e,b}$ (Equation (3.25)). Our proof is based on the proof of Theorem 4.1 in [39] and the Lemmas used with it.

Since we choose $T_\Delta$ to contain the biggest $2k$ elements in $A^* y^t$, and $|T^{t-1} \cup T| \leq 2k$ it holds true that $\|(A^* y^t)_{T^{t-1} \cup T}\|_2 \leq \|(A^* y^t)_{T_\Delta}\|_2$. Removing the common elements from both sides we get

$$
\|(A^* y^t)_{(T^{t-1} \cup T) - T_\Delta}\|_2 \leq \|(A^* y^t)_{T_\Delta - (T^{t-1} \cup T)}\|_2.
$$

(A.26)

We proceed by bounding the rhs and lrhs of (A.26), from above and from below respectively, using the triangle inequality. We use Propositions 3.1.1 and 3.1.2, the definition of $T_{e,2}$, and the
fact that \( \| r' \|_2^2 = \| r'_{T \cup T'} \|_2^2 \) (this holds true since the support of \( r' \) is over \( T \cup T' \)). For the rhs we obtain

\[
\left\| (A^*y'_t)_{T \setminus (T \cup T')} \right\|_2^2 = \left\| A_{T \setminus (T \cup T')}^* (A r' + e) \right\|_2^2 \leq \left\| A_{T \setminus (T \cup T')}^* A_{T \cup T'} r'_{T \cup T'} \right\|_2^2 + \left\| A_{T \setminus (T \cup T')}^* e \right\|_2 \leq \delta_{4k} \| r' \|_2^2 + \left\| A_{T \setminus (T \cup T')}^* e \right\|_2^2.
\]

(A.27)

and for the lhs:

\[
\left\| (A^*y'_t)_{(T \cup T') \setminus T_\delta} \right\|_2^2 = \left\| A_{(T \cup T') \setminus T_\delta}^* (A r' + e) \right\|_2^2 \geq \left\| A_{(T \cup T') \setminus T_\delta}^* A_{(T \cup T') \setminus T_\delta} r'_{(T \cup T') \setminus T_\delta} \right\|_2^2 - \left\| A_{(T \cup T') \setminus T_\delta}^* A_{T_\delta} r'_{T_\delta} \right\|_2^2 - \left\| A_{(T \cup T') \setminus T_\delta}^* e \right\|_2^2 \geq (1 - \delta_{2k}) \left\| r'_{(T \cup T') \setminus T_\delta} \right\|_2^2 - \delta_{4k} \left\| r'_{T_\delta} \right\|_2^2 - \left\| A_{T \setminus (T \cup T')}^* e \right\|_2^2.
\]

(A.28)

Because \( r' \) is supported over \( T \cup T' \), it holds true that \( \left\| r'_{(T \cup T') \setminus T_\delta} \right\|_2^2 = \left\| r'_{T_\delta} \right\|_2^2 \). Combining (A.28) and (A.27) with (A.26), gives

\[
\left\| r'_{T_\delta} \right\|_2^2 \leq \frac{2 \delta_{4k} \left\| r' \right\|_2^2 + 2 \left\| A_{T \setminus (T \cup T')}^* e \right\|_2^2}{1 - \delta_{2k}} \leq \frac{2 \delta_{4k} \| r' \|_2^2 + 4 \left\| A_{T \setminus (T \cup T')}^* e \right\|_2^2}{1 - \delta_{4k}}.
\]

For brevity of notations, we denote hereafter \( T' \) as \( \tilde{T} \). Using \( y = A a + e = A_T a_T + A_{T \setminus C} a_{T \setminus C} + e \), we observe that

\[
\| a_T - w_T \|_2 = \| a_T - A_T^* (A_T a_T + A_{T \setminus C} a_{T \setminus C} + e) \|_2 = \left\| A_T^* (A_{T \setminus C} a_{T \setminus C} + e) \right\|_2 \geq \left\| (A_T^* A_T)^{-1} A_T^* A_{T \setminus C} a_{T \setminus C} \right\|_2 + \left\| (A_T^* A_T)^{-1} A_T^* e \right\|_2 \leq \| \tilde{T} \| = 3k.\]

(A.29)

where the last inequality holds true because of Proposition 3.1.4 and that \( |\tilde{T}| = 3k \). Using the triangle inequality and the fact that \( w \) is supported on \( \tilde{T} \), we obtain

\[
\| a - w \|_2 \leq \| a_{T \setminus C} \|_2 + \| a_{T} - w_{\tilde{T}} \|_2, \]  

(A.30)

which leads to

\[
\| a - w \|_2 \leq \left( 1 + \frac{\delta_{4k}}{1 - \delta_{4k}} \right) \| a_{T \setminus C} \|_2 + \frac{3}{1 - \delta_{4k}} \| A_{T \setminus e}^* e \|_2 \leq \frac{1}{1 - \delta_{4k}} \| a_{T \setminus C} \|_2 + \frac{3}{1 - \delta_{4k}} \| A_{T \setminus e}^* e \|_2.
\]

(A.31)
A.4. PROOF OF INEQUALITY (3.15)

Having the above results we can obtain (3.15) by

\[
\| \hat{\mathbf{a}} - \hat{\mathbf{a}}^t_{\text{CoSaMP}} \|_2 \leq 2 \| \mathbf{a} - \mathbf{w} \|_2 \leq 2 \left( \frac{1}{1 - \delta_{4k}} \| \hat{\mathbf{a}}^c \|_2 + \frac{3}{1 - \delta_{4k}} \| \mathbf{A}^*_r \mathbf{e} \|_2 \right)
\]

\[
\leq \frac{2}{1 - \delta_{4k}} \| \mathbf{r}^{t-1} \|_2 + \frac{6}{1 - \delta_{4k}} \| \mathbf{A}^*_r \mathbf{e} \|_2
\]

\[
\leq \frac{2}{1 - \delta_{4k}} \left( \frac{2\delta_{4k}}{1 - \delta_{4k}} \| \mathbf{r}^{t-1} \|_2 + \frac{4}{1 - \delta_{4k}} \| \mathbf{A}^*_r \mathbf{e} \|_2 \right) + \frac{6}{1 - \delta_{4k}} \| \mathbf{A}^*_r \mathbf{e} \|_2
\]

\[
= \frac{4\delta_{4k}}{(1 - \delta_{4k})^2} \| \mathbf{r}^{t-1} \|_2 + \frac{14 - 6\delta_{4k}}{(1 - \delta_{4k})^2} \| \mathbf{A}^*_r \mathbf{e} \|_2.
\]

where the inequalities are based on Lemma 4.5 from [39], (A.31), Lemma 4.3 from [39] and (A.29) respectively.

\[\square\]
Appendix B

Proofs for Chapter 4

B.1 Proofs of Theorem 4.1.7 and Theorem 4.1.8

Theorem 4.1.7 (Theorem 3.3 in [95]): Let $M \in \mathbb{R}^{m \times d}$ be a random matrix that satisfies that for any $z \in \mathbb{R}^d$ and $0 < \varepsilon \leq \frac{1}{3}$
\[
P \left( \left\| Mz \right\|^2 - \left\| z \right\|^2 \geq \varepsilon \left\| z \right\|^2 \right) \leq e^{-C_M m \varepsilon^2},
\]
where $C_M > 0$ is a constant. For any value of $\varepsilon > 0$, if
\[
m \geq \frac{32}{C_M \varepsilon^2} \left( \log \left( L_{\text{corank}}^r \right) + (d - r) \log \left( 9/\varepsilon r \right) + t \right),
\]
then $\delta_{r, \text{corank}} \leq \varepsilon_r$ with probability exceeding $1 - e^{-t}$.

Theorem 4.1.8: Under the same setup of Theorem 4.1.7, for any $\varepsilon_\ell > 0$ if
\[
m \geq \frac{32}{C_M \varepsilon_\ell^2} \left( (p - \ell) \log \left( \frac{9p}{(p - \ell) \varepsilon_\ell} \right) + t \right),
\]
then $\delta_\ell \leq \varepsilon_\ell$ with probability exceeding $1 - e^{-t}$.

Proof: Let $\varepsilon = \varepsilon_r / 4$, $B^{d-r} = \{ z \in \mathbb{R}^{d-r}, \left\| z \right\|_2 \leq 1 \}$ and $\Psi$ an $\varepsilon$-net for $B^{d-r}$ with size $|\Psi| \leq (1 + \frac{2}{7})^{d-r}$ [96]. For any subspace $W^B = W \cap B^{d-r}$ such that $\Lambda \in L_{r, \text{corank}}^\text{rank}$ we can build an orthogonal matrix $U_{\Omega} \in \mathbb{R}^{d \times (d-r)}$ such that $W^B_{\Lambda} = \{ U_{\Lambda} z, z \in \mathbb{R}^{d-r}, \left\| z \right\|_2 \leq 1 \} = U_{\Lambda} B^{d-r}$. It is easy to see that $\Psi_{\Lambda} = U_{\Lambda} \Psi^{d-r}$ is an $\varepsilon$-net for $W^B_{\Lambda}$ and that $\Psi_{\Lambda, \text{corank}} = \cup_{\Lambda \in L_{r, \text{corank}}} \Psi_{\Lambda}$ is an $\varepsilon$-net for $A_{r, \text{corank}} \cap B^d$, where $|\Psi_{\Lambda, \text{corank}}| \leq |L_{r, \text{corank}}^\text{rank}| \left( 1 + \frac{2}{7} \right)^{d-r}$.

We could stop here and use directly Theorem 2.1 from [96] to get the desired result for Theorem 4.1.7. However, we present the remaining of the proof using a proof technique from [98, 76]. Using union bound and the properties of $M$ we have that with probability exceeding $1 - |L_{r, \text{corank}}^\text{rank}| \left( 1 + \frac{2}{7} \right)^{d-r} e^{-C_M m \varepsilon^2}$ every $v \in \Psi_{A_{r, \text{corank}}}$ satisfies
\[
(1 - \varepsilon) \left\| v \right\|_2^2 \leq \left\| Mv \right\|_2^2 \leq (1 + \varepsilon) \left\| v \right\|_2^2.
\]

(B.1)
According to the definition of $\delta_r^{\text{corank}}$, it holds that $\sqrt{1 + \delta_r^{\text{corank}}} = \sup_{v \in \mathcal{A}_r^{\text{corank}} \cap B^d} \|Mv\|_2$. Since $\mathcal{A}_r^{\text{corank}} \cap B^d$ is a compact set there exists $v_0 \in \mathcal{A}_r^{\text{corank}} \cap B^d$ that achieves the supremum. Denoting by $\tilde{v}$ its closest vector in $\mathcal{Y}_r^{\text{corank}}$, and using the definition of $\mathcal{Y}_r^{\text{corank}}$, we have $\|v_0 - \tilde{v}\|_2 \leq \bar{\epsilon}$. This yields
\[
\sqrt{1 + \delta_r^{\text{corank}}} = \|Mv_0\|_2 \leq \|M\tilde{v}\|_2 + \|M(v_0 - \tilde{v})\|_2 \leq \sqrt{1 + \bar{\epsilon} + \sqrt{1 + \delta_r^{\text{corank}} \bar{\epsilon}}.
\]
The first inequality is due to the triangle inequality; the second one follows from (B.1) and arithmetics; and the last inequality follows from the definition of $\delta_r^{\text{corank}}$, the properties of $\bar{\epsilon}$-net and the fact that $\|v_0 - \tilde{v}\|_2 = 1$. Reordering (B.2) gives
\[
1 + \delta_r^{\text{corank}} \leq \frac{1 + \bar{\epsilon}}{(1 - \bar{\epsilon})^2} \leq 1 + 4\bar{\epsilon} = 1 + \epsilon_r.
\]
where the inequality holds because $\epsilon_r \leq 0.5$ and $\bar{\epsilon} = \frac{\epsilon_r}{4} \leq \frac{1}{8}$. Since we want (B.3) to hold with probability greater than $1 - e^{-\ell}$ it remains to require $|\mathcal{L}_r^{\text{corank}}| \left(1 + \frac{8}{\bar{\epsilon}}\right) d^{-r} e^{-\frac{\epsilon_r \text{corank}}{2}} \leq e^{-\ell}$. Using the fact that $(1 + \frac{8}{\bar{\epsilon}}) \geq \frac{9}{\epsilon_r}$ and some arithmetics we get (4.13) and this completes the proof of the theorem.

We turn now to the proof of Theorem 4.1.8. Its proof is almost identical to the previous proof but with the difference that instead of $r$, $\mathcal{L}_r^{\text{corank}}$ and $\delta_r^{\text{corank}}$ we look at $\ell$, $\mathcal{L}_\ell$ and $\delta_\ell$. In this case we do not know what is the dimension of the subspace that each cosupport implies. However, we can have a lower bound on it using $p - \ell$. Therefore, we use $B^{d-r}$ instead of $B^{d-r}$. This change provides us with a condition similar to (4.13) but with $p - \ell$ in the second coefficient instead of $d - r$. By using some arithmetics, noticing that the size of $\mathcal{L}_\ell$ is $(\ell^p)$ and using Stirling’s formula for upper bounding it we get (4.14) and this completes the proof.

### B.2 Proof of Lemma 4.4.6

**Lemma 4.4.6:** Consider the problem $\mathcal{P}$-Analysis and apply either AIHT or AHTP with a constant step size $\mu$ satisfying $\frac{1}{\mu} \geq 1 + \delta_{2\ell-p}$ or an optimal step size. Then, at the $t$-th iteration, the following holds:
\[
\|y - M^t x^t\|_2^2 - \|y - M^{t-1} x^{t-1}\|_2^2 \leq C_\ell \left( \|y - M^t x^t\|_2^2 - \|y - M^{t-1} x^{t-1}\|_2^2 \right) + C_\ell \left( \frac{1}{\mu(1 - \delta_{2\ell-p})} - 1 \right) \|M(x - \hat{x}^{t-1})\|_2^2 + (C_\ell - 1) \|M\|_2^2 \|y - M^{t-1} x^{t-1}\|_2^2.
\]
For the optimal step size the bound is achieved with the value $\mu = \frac{1}{1 + \delta_{2\ell-p}}$. 


B.2. PROOF OF LEMMA 4.4.6

Proof: We consider the AIHT algorithm first. We take similar steps to those taken in the proof of Lemma 3 in [95]. Since \( \frac{1}{\mu} \geq 1 + \delta_{2\ell-p} \), we have, from the O-RIP of \( \mathbf{M} \),

\[
\| \mathbf{M}(\hat{x}^t - \hat{x}^{t-1}) \|_2^2 \leq \frac{1}{\mu} \| \hat{x}^t - \hat{x}^{t-1} \|_2^2.
\]

Thus,

\[
\| y - \mathbf{M}\hat{x}^t \|_2^2 - \| y - \mathbf{M}\hat{x}^{t-1} \|_2^2 = -2\langle \mathbf{M}(\hat{x}^t - \hat{x}^{t-1}), y - \mathbf{M}\hat{x}^{t-1} \rangle + \| \mathbf{M}(\hat{x}^t - \hat{x}^{t-1}) \|_2^2 \\
\leq -2\langle \mathbf{M}(\hat{x}^t - \hat{x}^{t-1}), y - \mathbf{M}\hat{x}^{t-1} \rangle + \frac{1}{\mu} \| \hat{x}^t - \hat{x}^{t-1} \|_2^2 \\
= -2\langle \hat{x}^t - \hat{x}^{t-1}, \mathbf{M}^*(y - \mathbf{M}\hat{x}^{t-1}) \rangle + \frac{1}{\mu} \| \hat{x}^t - \hat{x}^{t-1} \|_2^2 \\
= -\mu \| \mathbf{M}^*(y - \mathbf{M}\hat{x}^{t-1}) \|_2^2 + \frac{1}{\mu} \| \hat{x}^t - \hat{x}^{t-1} - \mu \mathbf{M}^*(y - \mathbf{M}\hat{x}^{t-1}) \|_2^2.
\]

Note that by definition, \( \hat{x}^t = Q_{\mathcal{T}_t}(\hat{x}^{t-1} + \mu \mathbf{M}^*(y - \mathbf{M}\hat{x}^{t-1})) \). Hence, by the \( C_{2\ell} \)-near optimality of the projection, we get

\[
\| y - \mathbf{M}\hat{x}^t \|_2^2 - \| y - \mathbf{M}\hat{x}^{t-1} \|_2^2 \leq -\mu \| \mathbf{M}^*(y - \mathbf{M}\hat{x}^{t-1}) \|_2^2 + \frac{C_{2\ell}}{\mu} \| x - \hat{x}^{t-1} - \mu \mathbf{M}^*(y - \mathbf{M}\hat{x}^{t-1}) \|_2^2. \tag{B.5}
\]

Now note that

\[
\| x - \hat{x}^{t-1} - \mu \mathbf{M}^*(y - \mathbf{M}\hat{x}^{t-1}) \|_2^2 \tag{B.6}
\]

\[
= \| x - \hat{x}^{t-1} \|_2^2 - 2\mu \langle \mathbf{M}(x - \hat{x}^{t-1}), y - \mathbf{M}\hat{x}^{t-1} \rangle + \mu^2 \| \mathbf{M}^*(y - \mathbf{M}\hat{x}^{t-1}) \|_2^2 \\
\leq \frac{1}{1 - \delta_{2\ell-p}} \| \mathbf{M}(x - \hat{x}^{t-1}) \|_2^2 - 2\mu \langle \mathbf{M}(x - \hat{x}^{t-1}), y - \mathbf{M}\hat{x}^{t-1} \rangle + \mu^2 \| \mathbf{M}^*(y - \mathbf{M}\hat{x}^{t-1}) \|_2^2 \\
= \frac{1}{1 - \delta_{2\ell-p}} \| \mathbf{M}(x - \hat{x}^{t-1}) \|_2^2 + \mu \left( \| y - \mathbf{M}x \|_2^2 - \| y - \mathbf{M}\hat{x}^{t-1} \|_2^2 - \| \mathbf{M}(x - \hat{x}^{t-1}) \|_2^2 \right) \\
+ \mu^2 \| \mathbf{M}^*(y - \mathbf{M}\hat{x}^{t-1}) \|_2^2.
\]

Putting this into (B.5), we obtain the desired result for the AIHT algorithm.

We can check that the same holds true for the AHTP algorithm as follows: suppose that \( \hat{x}_{AHTP}^{t-1} \) is the \((t - 1)\)-st estimate from the AHTP algorithm. If we now initialize the AIHT algorithm with this estimate and obtain the next estimate \( \hat{x}_{AHTP}^t \), then the inequality of the lemma holds true with \( \hat{x}_{AHT}^t \) and \( \hat{x}_{AHTP}^{t-1} \) in place of \( \hat{x}^t \) and \( \hat{x}^{t-1} \) respectively. On the other hand, from the algorithm description, we know that the \( t \)-th estimate \( \hat{x}_{AHTP}^t \) of the AHTP satisfies

\[
\| y - \mathbf{M}\hat{x}_{AHTP}^t \|_2 \leq \| y - \mathbf{M}\hat{x}_{AHTP}^t \|_2.
\]
This means that the result holds for the AHTP algorithm as well.

Using a similar argument for the optimal changing step size we note that it selects the cosupport that minimizes $\|Mx - \hat{M}x\|_2^2$. Thus, for AIHT and AHTP we have that $\|Mx - \hat{M}x_{\text{opt}}\|_2^2 \leq \|Mx - \hat{M}x_{\mu}\|_2^2$ for any value of $\mu$, where $\hat{M}x_{\text{opt}}$ and $\hat{M}x_{\mu}$ are the recovery results of AIHT or AHTP with an optimal changing step-size and a constant step-size $\mu$ respectively. This yields that any theoretical result for a constant step-size selection with a constant $\mu$ holds true also to the optimal changing-step size selection. In particular this is true also for $\mu = \frac{1}{1+\delta_{2\ell-p}}$. This choice is justified in the proof of Lemma 4.4.7. □

B.3 Proof of Lemma 4.4.7

Lemma 4.4.7: Suppose that the same conditions of Theorem 4.4.5 hold true. If $\|y - M\hat{x}^{l-1}\|_2^2 \leq \eta^2 \|e\|_2^2$, then $\|y - M\hat{x}^l\|_2^2 \leq \eta^2 \|e\|_2^2$. Furthermore, if $\|y - M\hat{x}^{l-1}\|_2^2 > \eta^2 \|e\|_2^2$, then

$$\|y - M\hat{x}^l\|_2^2 \leq c_4 \|y - M\hat{x}^{l-1}\|_2^2$$

where

$$c_4 := \left(1 + \frac{1}{\eta}\right)^2 \left(\frac{1}{\mu(1-\delta_{2\ell-p})} - 1\right) C_\ell + (C_\ell - 1)(\mu \sigma_M^2 - 1) + \frac{C_\ell}{\eta^2} < 1.$$  

Proof: First, suppose that $\|y - M\hat{x}^{l-1}\|_2^2 > \eta^2 \|e\|_2^2$. From Lemma 4.4.6, we have

$$\|y - M\hat{x}^l\|_2^2 \leq C_\ell \|y - Mx\|_2^2 + (C_\ell - 1)(\mu \sigma_M^2 - 1) \|y - M\hat{x}^{l-1}\|_2^2$$

$$+ C_\ell \left(\frac{1}{\mu(1-\delta_{2\ell-p})} - 1\right) \|M(x - \hat{x}^{l-1})\|_2^2.$$  

(B.7)

Remark that all the coefficients in the above are positive because $1 + \delta_{2\ell-p} \leq \frac{1}{\mu} \leq \sigma_M^2$ and $C_\ell \geq 1$. Since $y - Mx = e$, we note

$$\|y - Mx\|_2^2 < \frac{1}{\eta^2} \|y - M\hat{x}^{l-1}\|_2^2$$

and, by the triangle inequality,

$$\|M(x - \hat{x}^{l-1})\|_2 \leq \|y - Mx\|_2 + \|y - M\hat{x}^{l-1}\|_2 < \left(1 + \frac{1}{\eta}\right) \|y - M\hat{x}^{l-1}\|_2.$$  

Therefore, from (B.7),

$$\|y - M\hat{x}^l\|_2^2 < c_4 \|y - M\hat{x}^{l-1}\|_2^2.$$  

This is the second part of the lemma.
B.3. PROOF OF LEMMA 4.4.7

Now, suppose that \( \|y - M\hat{x}^{t-1}\|_2^2 \leq \eta^2 \|e\|_2^2 \). This time we have

\[
\|M(x - \hat{x}^{t-1})\|_2 \leq \|y - M\hat{x}\|_2 + \|y - M\hat{x}^{t-1}\|_2 \leq (1 + \eta) \|e\|_2.
\]

Applying this to (B.7), we obtain

\[
\|y - M\hat{x}^{t}\|_2^2 \leq C_\ell \|e\|_2^2 + (C_\ell - 1)(\mu \sigma_{\hat{M}}^2 - 1)\eta^2 \|e\|_2^2 + C_\ell \left(\frac{1}{\mu(1 - \delta_{2\ell - p})} - 1\right) (1 + \eta)^2 \|e\|_2^2
\]

\[
= \left(C_\ell + (C_\ell - 1)(\mu \sigma_{\hat{M}}^2 - 1)\eta^2 + C_\ell \left(\frac{1}{\mu(1 - \delta_{2\ell - p})} - 1\right) (1 + \eta)^2\right) \|e\|_2^2 = c_4\eta^2 \|e\|_2^2.
\]

Thus, the proof is complete as soon as we show \( c_4 < 1 \), or \( c_4 - 1 < 0 \).

To see \( c_4 - 1 < 0 \), we first note that it is equivalent to–all the subscripts are dropped from here on for simplicity of notation–

\[
\frac{1}{\mu^2} - \frac{2(1 - \delta)}{1 + \frac{1}{\eta}} \frac{1}{\mu} + \frac{(C - 1)\sigma^2(1 - \delta)}{C \left(1 + \frac{1}{\eta}\right)^2} < 0,
\]

or

\[
\frac{1}{\mu^2} - \frac{2(1 - \delta)b_1}{1} \frac{1}{\mu} + (1 - \delta)^2b_2 < 0.
\]

Solving this quadratic equation in \( \frac{1}{\mu} \), we want

\[
(1 - \delta) \left(b_1 - \sqrt{b_1^2 - b_2}\right) < \frac{1}{\mu} < (1 - \delta) \left(b_1 + \sqrt{b_1^2 - b_2}\right).
\]

Such \( \mu \) exists only when \( \frac{b_2}{b_1} < 1 \). Furthermore, we have already assumed \( 1 + \delta \leq \frac{1}{\mu} \) and we know \( (1 - \delta) \left(b_1 - \sqrt{b_1^2 - b_2}\right) < 1 + \delta \), and hence the condition we require is

\[
1 + \delta \leq \frac{1}{\mu} < (1 - \delta) \left(b_1 + \sqrt{b_1^2 - b_2}\right), \tag{B.8}
\]

which is what we desired to prove.

For a changing optimal step-size selection, in a similar way to what we have in Lemma 4.4.6, (4.41) holds for any value of \( \mu \) that satisfies the conditions in (B.8). Thus, in the bound of changing optimal step-size we put a value of \( \mu \) that minimizes \( c_4 \). This minimization result with \( \frac{1}{\mu} = \sqrt{b_2}(1 - \delta_{2\ell - p}) \). However, since we need \( \frac{1}{\mu} \geq 1 + \delta_{2\ell - p} \) and have that \( \sqrt{b_2}(1 - \delta_{2\ell - p}) \leq b_1(1 - \delta_{2\ell - p}) < 1 + \delta_{2\ell - p} \) we set \( \frac{1}{\mu} = 1 + \delta_{2\ell - p} \) in \( c_4 \) for the bound in optimal changing step-size case. \(\square\)
B.4 Proof of Lemma 4.4.10

Lemma 4.4.10: Consider the problem $P$-Analysis and apply ACoSaMP with $a = \frac{2\ell - p}{p}$. For each iteration we have

$$
\|x - w\|_2 \leq \frac{1}{\sqrt{1 - \delta_{4\ell - 3p}}} \|P_{\Lambda'}(x - w)\|_2 + \frac{\sqrt{1 + \delta_{3\ell - 2p}}}{1 - \delta_{4\ell - 3p}} \|e\|_2.
$$

Proof: Since $w$ is the minimizer of $\|y - Mv\|_2^2$ with the constraint $\Omega_{\Lambda'} v = 0$, then

$$
\langle Mw - y, Mu \rangle = 0,
$$

(B.9)

for any vector $u$ such that $\Omega_{\Lambda'} u = 0$. Substituting $y = Mx + e$ and moving terms from the LHS to the RHS gives

$$
\langle w - x, M^t Mu \rangle = \langle e, Mu \rangle,
$$

(B.10)

where $u$ is a vector satisfying $\Omega_{\Lambda'} u = 0$. Turning to look at $\|Q_{\Lambda'}(x - w)\|_2^2$ and using (B.10) with $u = Q_{\Lambda'}(x - w)$, we have

$$
\|Q_{\Lambda'}(x - w)\|_2^2 = \langle x - w, Q_{\Lambda'}(x - w) \rangle
$$

(B.11)

$$
= \langle x - w, (I - M^t M)Q_{\Lambda'}(x - w) \rangle - \langle e, MQ_{\Lambda'}(x - w) \rangle
$$

$$
\leq \|x - w\|_2 \|Q_{\Lambda' \cap \Lambda'}(I - M^t M)Q_{\Lambda'}\|_2 \|Q_{\Lambda'}(x - w)\|_2 + \|e\|_2 \|MQ_{\Lambda'}(x - w)\|_2
$$

$$
\leq \delta_{4\ell - 3p} \|x - w\|_2 \|Q_{\Lambda'}(x - w)\|_2 + \|e\|_2 \sqrt{1 + \delta_{3\ell - 2p}} \|Q_{\Lambda'}(x - w)\|_2.
$$

where the first inequality follows from the Cauchy-Schwartz inequality, the projection property that $Q_{\Lambda'} = Q_{\Lambda'} Q_{\Lambda'}$, and the fact that $x - w = Q_{\Lambda' \cap \Lambda'}(x - w)$. The last inequality is due to the O-RIP properties, Corollary 4.1.6 and that according to Table 4.1 $|\Lambda'| \geq 3\ell - 2p$ and $|\Lambda \cap \Lambda'| \geq 4\ell - 3p$. After simplification of (B.11) by $\|Q_{\Lambda'}(x - w)\|_2$ we have

$$
\|Q_{\Lambda'}(x - w)\|_2 \leq \delta_{4\ell - 3p} \|x - w\|_2 + \sqrt{1 + \delta_{3\ell - 2p}} \|e\|_2.
$$

(B.12)

Utilizing the last inequality with the fact that $\|x - w\|_2^2 = \|P_{\Lambda'}(x - w)\|_2^2 + \|Q_{\Lambda'}(x - w)\|_2^2$ gives

$$
\|x - w\|_2^2 \leq \|P_{\Lambda'}(x - w)\|_2^2 + \left(\delta_{4\ell - 3p} \|x - w\|_2 + \sqrt{1 + \delta_{3\ell - 2p}} \|e\|_2\right)^2.
$$

(B.13)

By moving all terms to the LHS we get a quadratic function of $\|x - w\|_2$. Thus, $\|x - w\|_2$ is bounded from above by the larger root of that function; this with a few simple algebraic steps gives the inequality in (4.50). \qed
B.5 Proof of Lemma 4.4.11

Lemma 4.4.11: Consider the problem $\mathcal{P}$-Analysis and apply ACoSaMP with $a = \frac{2\ell - p}{\ell}$. For each iteration we have

$$\|x - \hat{x}^t\|_2 \leq \rho_1 \|P_{\hat{\Lambda}^t}(x - w)\|_2 + \eta_1 \|e\|_2,$$

where $\eta_1$ and $\rho_1$ are the same constants as in Theorem 4.4.8.

Proof: We start with the following observation

$$\|x - \hat{x}^t\|_2^2 = \|x - w + w - \hat{x}^t\|_2^2 = \|x - w\|_2^2 + \|\hat{x}^t - w\|_2^2 + 2(x - w)^*(w - \hat{x}^t), \quad \text{(B.14)}$$

and turn to bound the second and last terms in the RHS. For the second term, using the fact that $\hat{x}^t = Q_{S_t(w)}w$ with (4.17) gives

$$\|\hat{x}^t - w\|_2^2 \leq C_\ell \|x - w\|_2^2. \quad \text{(B.15)}$$

For bounding the last term, we look at its absolute value and use (B.10) with $u = w - \hat{x}^t = Q_{\hat{\Lambda}^t}(w - \hat{x}^t)$. This leads to

$$\|(x - w)^*(w - \hat{x}^t)\| = \|(x - w)^*(I - M^*M)(w - \hat{x}^t) - e^*M(w - \hat{x}^t)\|.$$

By using the triangle and Cauchy-Schwartz inequalities with the fact that $x - w = Q_{\Lambda \cap \hat{\Lambda}^t}(x - w)$ and $w - \hat{x}^t = Q_{\Lambda \cap \hat{\Lambda}^t}(w - \hat{x}^t)$ we have

$$\|(x - w)^*(w - \hat{x}^t)\| \leq \|x - w\|_2 \|Q_{\Lambda \cap \hat{\Lambda}^t}(I - M^*M)Q_{\Lambda \cap \hat{\Lambda}^t}\|_2 \|w - \hat{x}^t\|_2 + \|e\|_2 \|M(w - \hat{x}^t)\|_2$$

$$\leq \delta_{4\ell - 3p} \|x - w\|_2 \|w - \hat{x}^t\|_2 + \sqrt{1 + \delta_{3\ell - 2p}} \|e\|_2 \|w - \hat{x}^t\|_2^2,$$

where the last inequality is due to the O-RIP definition and Corollary 4.1.6.

By substituting (B.15) and (B.16) into (B.14) we have

$$\|x - \hat{x}^t\|_2^2 \leq (1 + C_\ell) \|x - w\|_2^2 + 2\delta_{4\ell - 3p}\sqrt{C_\ell} \|x - w\|_2^2 + 2\sqrt{1 + \delta_{3\ell - 2p}}\sqrt{C_\ell} \|e\|_2 \|x - w\|_2$$

$$\leq \left(1 + 2\delta_{4\ell - 3p}\sqrt{C_\ell} + C_\ell\right) \|x - w\|_2^2 + 2\sqrt{1 + \delta_{3\ell - 2p}}\sqrt{C_\ell} \|e\|_2 \|x - w\|_2$$

$$\leq \frac{1 + 2\delta_{4\ell - 3p}\sqrt{C_\ell} + C_\ell}{1 - \delta_{4\ell - 3p}} \|P_{\hat{\Lambda}^t}(x - w)\|_2^2 + \frac{(1 + \delta_{3\ell - 2p})(1 + 2\sqrt{C_\ell} + C_\ell)}{(1 - \delta_{4\ell - 3p})^2} \|e\|_2^2$$

$$+ \frac{2\sqrt{1 + \delta_{3\ell - 2p}}(1 + (1 + \delta_{4\ell - 3p})\sqrt{C_\ell} + C_\ell)}{(1 - \delta_{4\ell - 3p})\sqrt{1 - \delta_{4\ell - 3p}}} \|P_{\hat{\Lambda}^t}(x - w)\|_2 \|e\|_2$$

$$\leq \left(\frac{\sqrt{1 + 2\delta_{4\ell - 3p}\sqrt{C_\ell} + C_\ell}}{1 - \delta_{4\ell - 3p}} \|P_{\hat{\Lambda}^t}(x - w)\|_2 + \frac{\sqrt{2 + C_\ell} + 2\sqrt{C_\ell} + C_\ell\sqrt{1 + \delta_{3\ell - 2p}}}{1 - \delta_{4\ell - 3p}} \|e\|_2\right)^2.$$
where for the second inequality we use the fact that \( \delta_{4\ell-3p} \leq 1 \) combined with the inequality of Lemma 4.4.10, and for the last inequality we use the fact that 
\[
(1 + (1 + \delta_{4\ell-3p})\sqrt{C_\ell} + C_\ell)^2 \leq 
(1 + 2\delta_{4\ell-3p}\sqrt{C_\ell} + C_\ell)\left(1 + \frac{C_\ell}{1 + \delta_{4\ell-3p}} + 2\sqrt{C_\ell} + C_\ell\right)
\]
together with a few algebraic steps. Taking square-root on both sides of (B.17) provides the desired result.

\[
\square
\]

### APPENDIX B. PROOFS FOR CHAPTER 4

#### B.6 Proof of Lemma 4.4.12

**Lemma 4.4.12:** Consider the problem \( \mathcal{P} \)-Analysis and apply ACoSaMP with \( a = \frac{2\ell-p}{\ell} \), if

\[
C_{2\ell-p} < \frac{\sigma_M^2(1+\gamma)^2}{\sigma_M^2(1+\gamma)^2 - 1}
\]

then there exists \( \delta_{ACoSaMP}(C_{2\ell-p}, \sigma_M^2, \gamma) > 0 \) such that for any \( \delta_{2\ell-p} < \delta_{ACoSaMP}(C_{2\ell-p}, \sigma_M^2, \gamma) \)

\[
\|P_{\hat{\Lambda}}(x - w)\|_2 \leq \eta_2 \|e\|_2 + \rho_2 \|x - \hat{x}^{l-1}\|_2.
\]

The constants \( \eta_2 \) and \( \rho_2 \) are as defined in Theorem 4.4.8.

In the proof of the lemma we use the following Proposition.

**Proposition B.6.1** For any two given vectors \( x_1, x_2 \) and a constant \( c > 0 \) it holds that

\[
\|x_1 + x_2\|_2^2 \leq (1 + c) \|x_1\|_2^2 + \left(1 + \frac{1}{c}\right) \|x_2\|_2^2.
\]  

(B.18)

The proof of the proposition is immediate using the inequality of arithmetic and geometric means. We turn to the proof of the lemma.

**Proof:** Looking at the step of finding new cosupport elements one can observe that \( Q_{\Lambda_\delta} \) is a near optimal projection for \( M^*(y^{l-1}) = M^*(y - M\hat{x}^{l-1}) \) with a constant \( C_{2\ell-p} \). The fact that \( \hat{\Lambda}^{l-1} \cap \Lambda \geq 2\ell - p \) combined with (4.17) gives

\[
\|(I - Q_{\Lambda_{\delta}})M^*(y - M\hat{x}^{l-1})\|_2^2 \leq C_{2\ell-p} \|(I - Q_{\hat{\Lambda}^{l-1}\cap\Lambda})M^*(y - M\hat{x}^{l-1})\|_2^2.
\]

Using simple projection properties and the fact that \( \hat{\Lambda}^{l} \subseteq \Lambda_{\delta} \) with \( z = M^*(y - M\hat{x}^{l-1}) \) we have

\[
\|Q_{\Lambda_{\delta}}z\|_2^2 \geq \|Q_{\Lambda_{\Lambda}}z\|_2^2 = \|z\|_2^2 - \|(I - Q_{\Lambda_{\delta}})z\|_2^2 \geq \|z\|_2^2 - C_{2\ell-p} \|(I - Q_{\hat{\Lambda}^{l-1}\cap\Lambda})z\|_2^2
\]

\[
= \|z\|_2^2 - C_{2\ell-p} \left(\|z\|_2^2 - \|Q_{\hat{\Lambda}^{l-1}\cap\Lambda}z\|_2^2\right) = C_{2\ell-p} \|Q_{\hat{\Lambda}^{l-1}\cap\Lambda}z\|_2^2 - (C_{2\ell-p} - 1) \|z\|_2^2.
\]  

(B.19)
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We turn to bound the LHS of (B.19) from above. Noticing that $y = Mx + e$ and using (B.18) with a constant $\gamma_1 > 0$ gives

$$\left\| Q_{\Lambda'} M^*(y - M\hat{x}^{l-1}) \right\|_2^2 \leq \left( 1 + \frac{1}{\gamma_1} \right) \left\| Q_{\Lambda'} M^* e \right\|_2^2 + (1 + \gamma_1) \left\| Q_{\Lambda'} M^* M (x - \hat{x}^{l-1}) \right\|_2^2. \quad (B.20)$$

Using (B.18) again, now with a constant $\alpha > 0$, we have

$$\left\| Q_{\Lambda'} M^* M (x - \hat{x}^{l-1}) \right\|_2^2 \leq (1 + \alpha) \left\| Q_{\Lambda'} (x - \hat{x}^{l-1}) \right\|_2^2 + \left( 1 + \frac{1}{\alpha} \right) \left\| Q_{\Lambda'} (I - M^* M) (x - \hat{x}^{l-1}) \right\|_2^2 \leq (1 + \alpha) \left\| x - \hat{x}^{l-1} \right\|_2^2 - (1 + \alpha) \left\| P_{\Lambda'} (x - \hat{x}^{l-1}) \right\|_2^2 + \left( 1 + \frac{1}{\alpha} \right) \left\| Q_{\Lambda'} (I - M^* M) (x - \hat{x}^{l-1}) \right\|_2^2. \quad (B.21)$$

Putting (B.21) into (B.20) and using (4.11) and Corollary 4.1.3 gives

$$\left\| Q_{\Lambda'} M^* (y - M\hat{x}^{l-1}) \right\|_2^2 \leq \frac{(1 + \gamma_1)(1 + \delta_{3\ell-2p})}{\gamma_1} \left\| e \right\|_2^2 - (1 + \alpha)(1 + \gamma_1) \left\| P_{\Lambda'} (x - \hat{x}^{l-1}) \right\|_2^2 \left( 1 + \alpha + \frac{\delta_{4\ell-3p}}{\alpha} \right) + (1 + \gamma_1) \left\| x - \hat{x}^{l-1} \right\|_2^2. \quad (B.22)$$

We continue with bounding the RHS of (B.19) from below. For the first element of the RHS we use an altered version of (B.18) with a constant $\gamma_2 > 0$ and have

$$\left\| Q_{\Lambda' \cap \Lambda} M^* (y - M\hat{x}^{l-1}) \right\|_2^2 \geq \frac{1}{1 + \gamma_2} \left\| Q_{\Lambda' \cap \Lambda} M^* M (x - \hat{x}^{l-1}) \right\|_2^2 - \frac{1}{\gamma_2} \left\| Q_{\Lambda' \cap \Lambda} M^* e \right\|_2^2. \quad (B.23)$$

Using the altered form again, for the first element in the RHS of (B.23), with a constant $\beta > 0$ gives

$$\left\| Q_{\Lambda' \cap \Lambda} M^* M (x - \hat{x}^{l-1}) \right\|_2^2 \geq \frac{1}{1 + \beta} \left\| x - \hat{x}^{l-1} \right\|_2^2 - \frac{1}{\beta} \left\| Q_{\Lambda' \cap \Lambda} (M^* M - I) (x - \hat{x}^{l-1}) \right\|_2^2. \quad (B.24)$$

Putting (B.24) in (B.23) and using the RIP properties and (4.11) provide

$$\left\| Q_{\Lambda' \cap \Lambda} M^* (y - M\hat{x}^{l-1}) \right\|_2^2 \geq \left( \frac{1}{1 + \beta} - \frac{\delta_{2\ell-p}}{\beta} \right) \frac{1}{1 + \gamma_2} \left\| x - \hat{x}^{l-1} \right\|_2^2 - \frac{1 + \delta_{2\ell-p}}{\gamma_2} \left\| e \right\|_2^2. \quad (B.25)$$

Using (B.18), with a constant $\gamma_3 > 0$, (4.2), and some basic algebraic steps we have for the second element in the RHS of (B.19)

$$\left\| M^* (y - M\hat{x}^{l-1}) \right\|_2^2 \leq (1 + \gamma_3) \left\| M^* M (x - \hat{x}^{l-1}) \right\|_2^2 + \left( 1 + \frac{1}{\gamma_3} \right) \left\| M^* e \right\|_2^2 \leq (1 + \gamma_3)(1 + \delta_{2\ell-p}) \sigma_M^2 \left\| (x - \hat{x}^{l-1}) \right\|_2^2 + \left( 1 + \frac{1}{\gamma_3} \right) \sigma_M^2 \left\| e \right\|_2^2. \quad (B.26)$$
By combining (B.22), (B.25) and (B.26) with (B.19) we have

\[(1 + \alpha)(1 + \gamma_1) \left\| \mathbf{P}_{\Lambda'}(\mathbf{x} - \mathbf{x}^{t-1}) \right\|_2^2 \leq \frac{(1 + \gamma_1)(1 + \delta_{2\ell-p})}{\gamma_1} \left\| \mathbf{e} \right\|_2^2 \]

\[+ C_{2\ell-p} \frac{(1 + \delta_{2\ell-p})}{\gamma_2} \left\| \mathbf{e} \right\|_2^2 + (C_{2\ell-p} - 1) \left( 1 + \frac{1}{\gamma_3} \right) \sigma^2_M \left\| \mathbf{e} \right\|_2^2 \]

\[+ \left( 1 + \alpha + \delta_{4\ell-3p} \frac{\delta_{4\ell-3p}}{\alpha} \right) (1 + \gamma_1) \left\| \mathbf{x} - \mathbf{x}^{t-1} \right\|_2^2 \]

\[+ (C_{2\ell-p} - 1)(1 + \gamma_3) \sigma^2_M \left\| \mathbf{x} - \mathbf{x}^{t-1} \right\|_2^2 \]

\[-C_{2\ell-p} \left( \frac{1}{1 + \beta} - \frac{\delta_{2\ell-p}}{\beta} \right) \frac{1}{1 + \gamma_2} \left\| \mathbf{x} - \mathbf{x}^{t-1} \right\|_2^2. \]

Dividing both sides by \((1 + \alpha)(1 + \gamma_1)\) and gathering coefficients give

\[\left\| \mathbf{P}_{\Lambda'}(\mathbf{x} - \mathbf{x}^{t-1}) \right\|_2^2 \leq \frac{(1 + \delta_{3\ell-2p})}{\gamma_1(1 + \alpha)} + \frac{(1 + \delta_{2\ell-p}) C_{2\ell-p}}{\gamma_2(1 + \alpha)(1 + \gamma_1)} + \frac{(C_{2\ell-p} - 1)(1 + \gamma_3) \sigma^2_M}{(1 + \alpha)(1 + \gamma_1)(1 + \gamma_2)} \left\| \mathbf{e} \right\|_2^2 \]

\[+ \left( 1 + \delta_{4\ell-3p} \frac{\delta_{4\ell-3p}}{\alpha} \right) \frac{(C_{2\ell-p} - 1)(1 + \gamma_3)}{(1 + \alpha)(1 + \gamma_1)(1 + \gamma_2)} \left( 1 + \frac{\delta_{4\ell-3p}}{\beta} \right) \frac{1}{1 + \gamma_2} \left\| \mathbf{x} - \mathbf{x}^{t-1} \right\|_2^2. \]

The smaller the coefficient of \(\left\| \mathbf{x} - \mathbf{x}^{t-1} \right\|_2^2\), the better convergence guarantee we obtain. Thus, we choose \(\beta = \frac{\sqrt{\delta_{4\ell-3p}}}{1 - \sqrt{\delta_{4\ell-3p}}}\) and \(\alpha = \frac{\sqrt{\delta_{4\ell-3p}}}{\sqrt{\delta_{4\ell-3p}} \left( 1 - \sqrt{\delta_{4\ell-3p}} \right)^2 - (C_{2\ell-p} - 1)(1 + \gamma_3) \sigma^2_M} \) so that the coefficient is minimized. The values of \(\gamma_1, \gamma_2, \gamma_3\) provide a trade-off between the convergence rate and the size of the noise coefficient. For smaller values we get better convergence rate but higher amplification of the noise. We make no optimization on their values and choose them to be \(\gamma_1 = \gamma_2 = \gamma_3 = \gamma\) for an appropriate \(\gamma > 0\). Thus, the above yields

\[\left\| \mathbf{P}_{\Lambda'}(\mathbf{x} - \mathbf{x}^{t-1}) \right\|_2^2 \leq \frac{(1 + \delta_{3\ell-2p})}{\gamma_1(1 + \alpha)} + \frac{(1 + \delta_{2\ell-p}) C_{2\ell-p}}{\gamma_2(1 + \alpha)(1 + \gamma_1)} + \frac{(C_{2\ell-p} - 1)(1 + \gamma) \sigma^2_M}{(1 + \alpha)(1 + \gamma)(1 + \gamma)} \left\| \mathbf{e} \right\|_2^2 \]

\[+ \left( 1 - \sqrt{\delta_{4\ell-3p}} - \sqrt{\frac{C_{2\ell-p}}{(1 + \gamma)^2} \left( 1 - \sqrt{\delta_{4\ell-3p}} \right)^2 - (C_{2\ell-p} - 1)(1 + \delta_{2\ell-p}) \sigma^2_M} \right)^2 \left\| \mathbf{x} - \mathbf{x}^{t-1} \right\|_2^2. \]

Since \(\mathbf{P}_{\Lambda'} \mathbf{x} = \mathbf{P}_{\Lambda'} \mathbf{x}^{t-1} = 0\) the above inequality holds also for \(\left\| \mathbf{P}_{\Lambda'}(\mathbf{x} - \mathbf{x}^{t-1}) \right\|_2^2\). Inequality (4.53) follows since the right-hand side of (B.29) is smaller than the square of the right-hand side of (4.53).

Before ending the proof, we notice that \(\rho_2\), the coefficient of \(\left\| \mathbf{x} - \mathbf{x}^{t-1} \right\|_2^2\) is defined only when

\[(C_{2\ell-p} - 1)(1 + \delta_{2\ell-p}) \sigma^2_M \leq \frac{C_{2\ell-p}}{(1 + \gamma)^2} \left( 1 - \sqrt{\delta_{2\ell-p}} \right)^2. \]
B.6. PROOF OF LEMMA 4.4.12

First we notice that since \( 1 + \delta_{2\ell-p} \geq (1 - \sqrt{\delta_{2\ell-p}})^2 \) a necessary condition for (B.30) to hold is \((C_{2\ell-p} - 1)s_M^2 < \frac{C_{2\ell-p}}{1+\gamma}^2\) which is equivalent to (4.52). By moving the terms in the RHS to the LHS we get a quadratic function of \( \sqrt{\delta_{2\ell-p}} \). The condition in (4.52) guarantees that its constant term is smaller than zero and thus there exists a positive \( \delta_{2\ell-p} \) for which the function is smaller than zero. Therefore, for any \( \delta_{2\ell-p} < \delta_{\text{ACoSaMP}}(C_{2\ell-p}, s_M^2, \gamma) \) (B.30) holds, where \( \delta_{\text{ACoSaMP}}(C_{2\ell-p}, s_M^2, \gamma) > 0 \) is the square of the positive solution of the quadratic function.

\[
\endproof
\]
Appendix C

Proofs for Chapter 5

C.1 Proof of Lemma 5.8.5

Lemma 5.8.5: If $M$ has the $D$-RIP with constants $\delta_{3\zeta+1}$, then

$$\|x_p - x\|_2 \leq \frac{1}{\sqrt{1 - \delta_{3\zeta+1}^2}} \|Q_{T^c}(x_p - x)\|_2 + \frac{\sqrt{1 + \delta_{3\zeta+1}^2}}{1 - \delta_{3\zeta+1}} \|e\|_2.$$ 

Proof: Since $x_p \triangleq D\alpha_p$ is the minimizer of $\|y - Mu\|_2$ with the constraints $u = Dw$ and $w_{(T^c)^c} = 0$, then

$$\langle Mx_p - y, Mv \rangle = 0$$ (C.1)

for any vector $v = Dw$ such that $w_{(T^c)^c} = 0$. Substituting $y = Mx + e$ with simple arithmetics gives

$$\langle x_p - x, M^tMv \rangle = \langle e, Mv \rangle$$ (C.2)

where $v = Dw$ and $w_{(T^c)^c} = 0$. Turning to look at $\|P_{T^c}(x_p - x)\|_2^2$ and using (C.2) with $v = P_{T^c}(x_p - x)$, we have

$$\|P_{T^c}(x_p - x)\|_2^2 = \langle x_p - x, P_{T^c}(x_p - x) \rangle$$ (C.3)

$$= \langle x_p - x, (I_d - M^tM)P_{T^c}(x_p - x) \rangle + \langle e, MP_{T^c}(x_p - x) \rangle$$

$$\leq \|x_p - x\|_2 \|P_{T^c \cup T}(I_d - M^tM)P_{T^c} \|_2 \|P_{T^c}(x_p - x)\|_2 + \|e\|_2 \|MP_{T^c}(x_p - x)\|_2$$

$$\leq \delta_{3\zeta+1} \|x_p - x\|_2 \|P_{T^c}(x_p - x)\|_2 + \|e\|_2 \sqrt{1 + \delta_{3\zeta+1}^2} \|P_{T^c}(x_p - x)\|_2.$$
C.2 Proof of Lemma 5.8.6

\( (13) \) in [45].

The last equation is a second order polynomial of \( \|x_p - x\|_2 \). Thus its larger root is an upper bound for it and this gives the inequality in (5.46). For more details look at the derivation of (13) in [45].

\[ \square \]

C.2 Proof of Lemma 5.8.6

Lemma 5.8.6: apply ACoSaMP with \( a = 2 \). For each iteration we have

\[ \|x - x^f\|_2 \leq \rho_1 \|Q_{T^f}(x - x_p)\|_2 + \eta_1 \|e\|_2, \]

where \( \eta_1 \) and \( \rho_1 \) are the same constants as in Theorem 5.8.3.

\textit{Proof}: Denote \( w = x_p \). We start with the following observation

\[ \|x - x^f\|^2_2 = \|x - w + w - x^f\|^2_2 = \|x - w\|^2_2 + \|x^f - w\|^2_2 + 2(x - w)^*(w - x^f), \quad (C.5) \]

and turn to bound the second and last terms in the RHS. For the second term, using the fact that \( x^f = P_{\tilde{S}_{2,2}(w)}w \) with (5.39) gives

\[ \|x^f - w\|^2_2 \leq C_k \|x - w\|^2_2. \quad (C.6) \]

For bounding the last term, we look at its absolute value and use (C.2) with \( u = w - x^f = P_{T^f}(w - x^f) \). This leads to

\[ \|x - w\|^* (w - x^f) = \|x - w\|^* (I - M^*M)(w - x^f) = e^*M(w - x^f). \]

By using the triangle and Cauchy-Schwartz inequalities with the fact that \( x - w = P_{T^f}(x - w) \) and \( w - x^f = P_{T^f}(w - x^f) \) we have

\[ \|x - w\|^* (w - x^f) \leq \|x - w\|_2 \|P_{T^f}(I - M^*M)P_{T^f}\|_2 \|w - x^f\|_2 + \|e\|_2 \|M(w - x^f)\|_2 \quad (C.7) \]

\[ \leq \delta_{(3\zeta+1)k} \|x - w\|_2 \|w - x^f\|_2 + \sqrt{1 + \delta_{3\zeta k} \|e\|_2} \|w - x^f\|_2, \]
where the last inequality is due to the D-RIP definition, the fact that $|\tilde{T}| \leq 3_{\xi}k$ and Corollary 5.2.4.

By substituting (C.6) and (C.7) into (C.5) we have

$$\|x - x'|^2 \leq (1 + C_k) \|x - w\|^2 + 2\delta_{(3\xi+1)k} \sqrt{C_k} \|x - w\|^2 + 2\sqrt{1 + \delta_{3\xi}k} \|e\|_2 \|x - w\|_2 \tag{C.8}$$

$$\leq \left( (1 + 2\delta_{(3\xi+1)k} \sqrt{C_k} + C_k) \|x - w\|^2 + 2\sqrt{(1 + \delta_{3\xi}k) \|e\|_2} \right) \|x - w\|_2$$

$$\leq \frac{1 + 2\delta_{(3\xi+1)k} \sqrt{C_k} + C_k}{1 - \delta_{(3\xi+1)k}^2} \|Q_{\tilde{T}}(x - w)\|^2_2$$

$$+ \frac{2\sqrt{1 + \delta_{3\xi}k} (1 + (1 + \delta_{(3\xi+1)k}) \sqrt{C_k} + C_k)}{(1 - \delta_{(3\xi+1)k})^2} \|Q_{\tilde{T}}(x - w)\|_2 \|e\|_2$$

$$+ \frac{(1 + \delta_{3\xi}k) (1 + 2\sqrt{C_k} + C_k)}{(1 - \delta_{(3\xi+1)k})^2} \|e\|_2$$

$$\leq \left( \frac{\sqrt{1 + 2\delta_{(3\xi+1)k} \sqrt{C_k} + C_k}}{1 - \delta_{(3\xi+1)k}^2} \|Q_{\tilde{T}}(x - w)\|^2_2 + \frac{2\delta_{C_k} + 2\sqrt{C_k} + C_k \sqrt{1 + \delta_{3\xi}k}}{1 - \delta_{(3\xi+1)k}^2} \|e\|_2 \right)^2,$$

where for the second inequality we use the fact that $\delta_{(3\xi+1)k} \leq 1$ combined with the inequality of Lemma 5.8.5, and for the last inequality we use the fact that $(1 + (1 + \delta_{(3\xi+1)k}) \sqrt{C_k} + C_k)^2 \leq (1 + 2\delta_{(3\xi+1)k} \sqrt{C_k} + C_k)(2\delta_{C_k} + 2\sqrt{C_k} + C_k)$ together with a few algebraic steps. Taking square-root on both sides of (C.8) provides the desired result.

\[\square\]

### C.3 Proof of Lemma 5.8.7

**Lemma 5.8.7:** Given that $S_{2\xi k,1}$ is a near optimal support selection scheme with a constant $\tilde{C}_{2k}$, if $M$ has the D-RIP with constants $\delta_{(3\xi+1)k}$, $\delta_{3\xi}k$ and $\delta_{(\xi+1)k}$ then

$$\|Q_{\tilde{T}'}(x_p - x)\|_2 \leq \eta_2 \|e\|_2 + \rho_2 \|x - x'|^{-1}\|_2.$$  

**Proof:** Looking at the step of finding new support elements one can observe that $P_{\Lambda_k}$ is a near optimal projection operator for $M^*y_{\tilde{T}'}^{-1} = M^*(y - Mx_{\tilde{T}'})$. Noticing that $T_{\tilde{k}} \subseteq \tilde{T}'$ and then using (5.40) with $P_{\tilde{T}' - 1 \cup T}$ gives

$$\|P_{\tilde{T}_{\tilde{k}}} M^*(y - Mx_{\tilde{T}'}^{-1})\|_2^2 \geq \|P_{\tilde{T}_{\tilde{k}}} M^*(y - Mx_{\tilde{T}'}^{-1})\|^2 \geq \tilde{C}_{2k} \|P_{\tilde{T}' - 1 \cup T} M^*(y - Mx_{\tilde{T}'}^{-1})\|^2.$$  

\[\text{(C.9)}\]

We start by bounding the lhs of (C.9) from above. Using Proposition B.6.1 with $\gamma_1 > 0$ and
where the last inequality is due to Corollary 5.2.1 and (5.12).

We continue with bounding the rhs of (C.9) from below. For the first element we use Proposition B.6.1 with constants \( \gamma_2 > 0 \) and \( \beta > 0 \), and (5.12) to achieve

\[
\left\| P_{T^1} M^* (y - Mx^{t-1}) \right\|_2^2 \geq \frac{1}{1 + \gamma_2} \left\| P_{T^1} M^* M (x - x^{t-1}) \right\|_2^2 - \frac{1}{\gamma_2} \left\| P_{T^1} M^* e \right\|_2^2 - \frac{1}{\beta} \left( 1 + \frac{\delta(\xi+1)k}{\beta} \right) \left\| x - x^{t-1} \right\|_2^2
\]

By combining (C.10) and (C.11) with (C.9) we have

\[
(1 + \alpha)(1 + \gamma_1) \left\| Q_{T^1} (x - x^{t-1}) \right\|_2 \leq \frac{(1 + \gamma_1)(1 + \delta(\xi+1)k)}{\gamma_1} \left\| e \right\|_2^2 + C_2k \left( 1 + \delta(\xi+1)k \right) \left\| x - x^{t-1} \right\|_2^2 - C_2k \left( 1 + \frac{\delta(\xi+1)k}{\beta} \right) \left\| x - x^{t-1} \right\|_2^2
\]

Division of both sides by \( (1 + \alpha)(1 + \gamma_1) \) yields

\[
\left\| Q_{T^1} (x - x^{t-1}) \right\|_2 \leq \frac{(1 + \delta(\xi+1)k)}{\gamma_1 (1 + \alpha)} + \frac{(1 + \delta(\xi+1)k) \tilde{C}_2k}{\gamma_2 (1 + \alpha)(1 + \gamma_1)} \left\| e \right\|_2^2 - \frac{\tilde{C}_2k}{(1 + \alpha)(1 + \gamma_1)(1 + \gamma_2) \left( 1 + \frac{\delta(\xi+1)k}{\beta} \right) \left\| x - x^{t-1} \right\|_2^2}
\]

Substituting \( \beta = \frac{\sqrt{\delta(\xi+1)k}}{1 - \sqrt{\delta(\xi+1)k}} \) gives

\[
\left\| Q_{T^1} (x - x^{t-1}) \right\|_2 \leq \frac{(1 + \delta(\xi+1)k)}{\gamma_1 (1 + \alpha)} + \frac{(1 + \delta(\xi+1)k) \tilde{C}_2k}{\gamma_2 (1 + \alpha)(1 + \gamma_1)} \left\| e \right\|_2^2 - \frac{\tilde{C}_2k}{(1 + \alpha)(1 + \gamma_1)(1 + \gamma_2) \left( 1 + \sqrt{\delta(\xi+1)k} \right) \left\| x - x^{t-1} \right\|_2^2}
\]

\[
\left\| Q_{T^1} (x - x^{t-1}) \right\|_2 \leq \frac{(1 + \delta(\xi+1)k)}{\gamma_1 (1 + \alpha)} + \frac{(1 + \delta(\xi+1)k) \tilde{C}_2k}{\gamma_2 (1 + \alpha)(1 + \gamma_1)} \left\| e \right\|_2^2 - \frac{\tilde{C}_2k}{(1 + \alpha)(1 + \gamma_1)(1 + \gamma_2) \left( 1 + \sqrt{\delta(\xi+1)k} \right) \left\| x - x^{t-1} \right\|_2^2}
\]
C.3. PROOF OF LEMMA 5.8.7

Using $\alpha = \frac{\sqrt{\delta(\delta+1)k}}{\gamma_1(1+\alpha)}$ yields
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הוגש לסנט הטכניון - מכון טכנולוגי לישראל
אדר א' תשע"ד חיפה פברואר 2014
مخשש לזכר אמי היקרה סמייה גיריס שעובר לא איתנו ולא השפעתה עוד ניכרת עיני.
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אִם... אֵדַע כָּל־הַסּוֹדוֹת וְכָל־הַדָּﬠַת
ואִם תִּהְיֶה־לִּי אֱמוּנָה רַבָּה עַד לְהַﬠְתִּיק הָרִים מִמְּקוֹמָם
וְאֵין־בִּי הָאַהֲבָה הָיִיתִי כְּאָיִן׃
וְﬠַתָּה שְׁלָשׁ־אֵלֶּה תﬠֲמֹדְנָה
הָאֱמוּנָה וְהַתִּקְוָה וְהָאַהֲבָה
וְהַגְּדוֹלָה שֶׁבָּהֶן הִיא הָאַהֲבָה.

האגנות הראשונה אל הקורינתים פק"ז

הארט supertech walk - 2014
A summary expands.

The idea that symbols can be represented in a very small way has had a significant influence on the fields of character and image processing over the past decade. This model led to a variety of new results including a new theory for pattern and new image processing applications such as noise reduction, noise recovery, image enlargement, radar lettering, and astronomy, among others.

In the classic model, denoted as a model of synthesis, we assume that the original letter \( x \) is a k-dimensional under a given dictionary \( D \).

\[ x \approx D \alpha \]

where \( \alpha \) is a vector that contains at most \( k \) non-zero values, which is relatively small compared to \( x \).

It can be written in vector form, a subset of columns \( \alpha \) that are associated with \( x \) is chosen as a subset of columns \( \Omega \) that are orthogonal to \( x \). Here, in this model, when the number of zeros in \( \Omega x \) is large, the letter \( x \) is located in a null space of \( \Omega \).

One of the main problems in using such models is the recovery problem, given by:

\[ y y^* = \text{arg min}_{\alpha} \| x - MD\alpha \|_{2} \text{ s.t. } \| y - MD\alpha \|_{2} \leq \lambda_{t} \]

where \( \gamma \) is the Frobenius norm of the matrix \( M \), and \( \lambda_{t} \) is a constant depending on the noise. The recovered letter is obtained simply by:

\[ \hat{x}_{s-t} = D\hat{\alpha}_{s-t} \]
\[ \hat{x}_{\lambda} = \arg \min_v \| \Omega v \|_p \text{ s.t. } \| y - Mv \|_2 \leq \lambda \]

When GA, an equal to

\[ \hat{x}_{\lambda} = \arg \min_v \| \Omega v \|_p \text{ s.t. } \| y - Mv \|_2 \leq \lambda \]

is the optimal solution to the optimization problem above, it is also called the LASSO estimator, where GA is a constant depending on the properties of the noise. The work is done directly with the letter itself and therefore a direct recovery is obtained.

In general, it is not possible to determine which model is better for use because each one defines a different set of letters, and the question of which model to use depends very much on the problem definitions and constraints.

Solutions of problems that arise above are not possible because they are NP-hard,

\[ [10, 21] \]

therefore it is necessary to use approximation methods.

Approximation methods can be divided into two categories: relaxation methods and smoothing methods. In the first group, we can find relaxation 1, which replaces the problem with \[ \ell_1 \] - 1 norm with \[ \ell_2 \] - 1 norm and is known as the LASSO method, or Basis Pursuit (BP) [22].

In the second category, we can mention GAPS, which are equivalent to \[ \ell_1 \] - 1 OMP, and there are also other algorithms.

A key question that arises in this context is what can be said about the quality of recovery of the methods above. In synthesis, we use two main tools for dictionary definition and use them to answer the above question. The first tool is the mutual-coherence, which is the largest inner product of the columns of MD after normalization [31]. The second tool is the Restricted Isometry Property (RIP) [16].

It can be shown that under certain conditions, algorithms above guarantee a stable recovery of the letter in the case where the noise is bounded energy [1, 16, 19, 29], it is proved that the concept of recovery with noise reduction is effective.

The advantage of the RIP condition over the mutual-coherence condition is that there exist matrices \[ M \] that allow the RIP condition to hold with a small number of measurements, while the mutual-coherence condition requires a larger number of measurements, as [18, 34].
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In our work, we focus primarily on results based on RIP. We say that matrix \( MD \) is \( k \)-RIP if for some \( \delta_k \) and for all \( \alpha \) such that \( \| \alpha \|_2 \leq 1 \),

\[
(1 - \delta_k) \| w \|_2^2 \leq \| M D w \|_2^2 \leq (1 + \delta_k) \| w \|_2^2
\]

For all \( k \)-RIP, matrices have the property that the RIP \( \delta_k \) holds.

The results mentioned above are based on the RIP in the case where the noise is limited. The results guarantee for algorithms presented above such as \( \alpha \) is a vector of size \( k \) and \( \alpha \) is a vector of size \( \delta_k \).

We say that the vector \( \hat{a} \) is a vector of size \( \delta_k \) and \( \hat{C} \).

We see the same trend as in RIP. For analysis, we have a \( \delta_k \) thresholding-based method, which is based on the mutual coherence mutual-coherence and the size of the values appearing in the representation of the original alphabet.

As we mentioned above, there is a gap between relaxation methods and meaningful methods because no results were obtained for meaningful methods as were obtained for relaxation methods. In fact, for algorithm \( \text{GAP} \) has a recovery condition. However, there is no unitary operator for which it is known to hold a recovery condition. In the case of unitary operators, synthesis and analysis merge and therefore this case is included in the results for synthesis.
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אלגוריתם GAP לאטור ואת האפרים בין שבילים הרלקסציה והាוסטוטיס סיווכים.Details of this work are available in Technion - Computer Science Department - Ph.D. Thesis  PHD-2014-03 - 2014.
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6.

We developed a new algorithm for data analysis in the field of operator theory. Our algorithm has developed innovative methods to solve problems in this field. It is based on previous work by the developer of the algorithm and is an improvement over previous methods. Our algorithm is designed to work in the field of operator theory, rather than in the field of letters. It is aimed at finding the best operators and is designed to be used in cases of high energy interference. In this way, we close the gap between the methods that work well and the methods of relaxation.

In addition, we consider the case of random white noise with normal distribution and show that in this case it is possible to achieve noise reduction using the new algorithm. Thus, we close another gap between the analysis model and the synthesis model.

For Poisson noise problems, we suggest using the new representation format, which was proposed in [7,41] for Poisson noise with related images. Our algorithm uses a new method for bootstrapping to simulate the parameters of the image used. In addition, we use a dictionary for improvement purposes.

The results obtained are competitive compared to other methods in both high noise to letter ratio cases and better in low noise to letter ratio cases.

In summary, we dealt with the foundations of data analysis and focused on the algorithms. We showed that the good algorithm does not fall below the relaxation method and is even better in certain cases. We believe that the field of data analysis is filled with important questions:

1. Can we show for the relaxation method the benefits that are similar to those we developed for the good algorithms?

2. What dictionaries or operators are having optimal projection?

3. The work in the field of letters showed a similarity between the analysis and the synthesis, so the question is whether one has a theoretical advantage over the other? Can one be solved using the other?

4. How can we expand the Poisson noise reduction algorithm for problems of inversion with Poisson or Gaussian noise?