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Abstract

The study of combinatorial problems with submodular objective functions has attracted much attention recently, and is motivated by the principle of economy of scale, prevalent in real world applications. Moreover, submodular functions are commonly used as utility functions in economics and algorithmic game theory. From a theoretical perspective, submodular functions and submodular optimization play a major role in combinatorics, graph theory and combinatorial optimization.

In this thesis, we consider a few constrained and unconstrained submodular maximization problems. These problems obey the following general structure. Given a submodular function $f$ and (possibly) a set of constraints, find a feasible set $S$ maximizing $f(S)$. The problems we consider in this thesis cannot be solved exactly in polynomial time due to hardness results which are based on information-theoretic arguments. Instead, we describe approximation algorithms for these problems, achieving the best possible approximation ratios for some of the problems.

Our approximation algorithms can be roughly partitioned based on the technique they use. The first approach is combinatorial in nature, and is mostly based on local search techniques and greedy rules. The second approach resembles a common paradigm for designing approximation algorithms and is composed of two steps. In the first step, a fractional solution is found for a relaxation of the problem. In the second step, the fractional solution is rounded to obtain an integral one while incurring only a small loss in the objective.
Notation and Abbreviations

\( \mathcal{N} \) — Ground set

\( n \) — Number of elements in the ground set

\( A, B, S \) — Subsets of the ground set

\( u \) — An element of the ground set

\( S + u \) — Synonym for the union \( S \cup \{u\} \)

\( S - u \) — Synonym for the expression \( S \setminus \{u\} \)

\( f \) — Objective set function

\( f^- \) — The convex closure of \( f \)

\( f^+ \) — The concave closure of \( f \)

\( \hat{f} \) — The Lovász extension of \( f \)

\( F \) — The multilinear extension of \( f \)

\( x, y \) — Vectors in the cube \( [0, 1]^\mathcal{N} \)

\( x \lor y \) — The coordinate-wise maximum of \( x \) and \( y \) (formally, \( (x \lor y)_u = \max\{x_u, y_u\} \))

\( x \land y \) — The coordinate-wise minimum of \( x \) and \( y \) (formally, \( (x \land y)_u = \min\{x_u, y_u\} \))

\( T_\lambda(x) \) — The set of all elements \( u \in \mathcal{N} \) having \( x_u \geq \lambda \)

\( \partial_u F(x) \) — The derivative of \( F \), with respect to \( u \), at \( x \)

\( 1_S \) — The characteristic vector of a set \( S \)

\( M \) — Matroid

\( I \) — Collection of independent sets of a sets system (subset of \( 2^\mathcal{N} \))

\( \mathcal{P}(M) \) — The matroid polytope corresponding to \( M \)

\( \mathcal{B}(M) \) — The bases polytope corresponding to \( M \)
Chapter 1

Introduction

The study of combinatorial problems with submodular objective functions has attracted much attention recently, and is motivated by the principle of economy of scale, prevalent in real world applications. Moreover, submodular functions are commonly used as utility functions in economics and algorithmic game theory. From a theoretical perspective, submodular functions and submodular optimization play a major role in combinatorics, graph theory and combinatorial optimization.

A set function is a function that gives a numerical value to every subset of a given ground set. A submodular function is a set function with the following property: the marginal value of adding an element to a set is non-increasing as more elements are added to it. Several well known examples for submodular functions include cuts in directed and undirected graphs, rank functions in matroids, covering functions and cuts in hypergraphs [74]. In a submodular optimization problem the objective is to find a set that either maximizes or minimizes a submodular function subject to problem specific constraints on the allowed sets. Many optimization problems can be represented as constrained variants of submodular optimization. A partial list of classical well-studied problems captured by submodular optimization includes: Max Cut, Max k-Cover, Generalized Assignment, several variants of Max SAT and some welfare and scheduling problems. Hence, finding algorithms with good approximation ratios for submodular optimization problems will induce similar algorithms for the above problems and many others. Moreover, since many of the problems considered here are motivated by real life applications, it is important to find algorithms that guarantee both good approximations and are as simple and efficient as possible.

In this thesis, we consider a few constrained and unconstrained submodular maximization problems. These problems obey the following general structure. Given a submodular function \( f \) and (possibly) a set of constraints, find a feasible set \( S \) maximizing \( f(S) \). The problems we consider in this thesis cannot be solved exactly in polynomial time due to hardness results which are based on information-theoretic arguments. Instead, we describe approximation algorithms for these problems, achieving the best possible approximation ratios for some of the problems.

The techniques used to compute approximate solutions to various submodular maximization problems can be partitioned into two main approaches. The first approach is combinatorial in nature, and is mostly based on local search techniques and greedy rules. This approach has been used as early as the late 70’s for maximizing monotone submodular functions under the constraint that the solution should be an independent set of one of several specific matroids [22, 36, 46, 47, 50, 56, 71, 72]. Lately, this approach has been extended to include both non-monotone submodular objective functions [30, 37, 34, 81] and additional constraints sets [62] (e.g., independent sets of matroids intersection). Sec-
tions 4 and 5 describe algorithms that can be classified under this approach. Section 4 addresses the basic problem of maximizing a submodular function under no constraints, as well as a few related problems. Section 5 considers the problem of maximizing an objective function subject to a $k$-exchange set system constraint.

The second approach for approximating submodular maximization problems resembles a common paradigm for designing approximation algorithms and is composed of two steps. In the first step, a fractional solution is found for a relaxation of the problem. In the second step, the fractional solution is rounded to obtain an integral one while incurring only a small loss in the objective. Despite the combinatorial association of submodular functions, this approach has been used to obtain many state-of-the-art tight approximation results [16, 18, 19, 20, 58, 61]. Most notable of these results is an asymptotically tight approximation for maximizing a monotone submodular function given a single matroid constraint [16, 71, 72]. Two issues arise when using this approach. First, since the objective function is not linear, it is not clear how to solve or even efficiently approximate a relaxation of the problem. Second, given a fractional solution, one needs a rounding procedure which outputs an integral solution without losing too much in the objective function. Sections 3 and 6 address these two issues, respectively.

Section 3 describes a solver for the multilinear relaxation, which is the standard relaxation for submodular maximization problems. For many problems this solver improves over the best approximation ratio achieved by any other known solver. Section 6 describes several extensions for the Contentions Resolution Scheme of [20]. This scheme describes a standard way for rounding fractional solutions of submodular maximization problems. Our extensions allow the scheme to address additional types of submodular maximization problems, and improve the approximation ratio achieved by the scheme for many other problems.
Chapter 2

Preliminaries

2.1 Submodular Functions and Matroids

For every set $S$ and an element $u$, we denote the union $S \cup \{u\}$ by $S + u$, and the expression $S \setminus \{u\}$ by $S - u$. Throughout this work, we assume the existence of some ground set $\mathcal{N}$ whose size is denoted by $n$. A function $f : 2^\mathcal{N} \rightarrow \mathbb{R}$ assigning a number for every subset of $\mathcal{N}$ is called a set function. Following is a list of properties that a set function might obey.

- $f$ is non-negative if $f(S) \geq 0$ for every set $S \subseteq \mathcal{N}$.
- $f$ is normalized if $f(\emptyset) = 0$.
- $f$ is monotone if $f(A) \leq f(B)$ for every two sets $A \subseteq B \subseteq \mathcal{N}$.
- $f$ is submodular if $f(A) + f(B) \geq f(A \cup B) + f(A \cap B)$.

The first three properties are self-explanatory, but submodularity is more involved. Submodular functions are discrete analogs of convex functions. For a submodular function, the marginal contribution of an element to a set decreases as the set gets larger. In fact, it can be easily proved that a function is submodular if and only if for every element $u \in \mathcal{N}$ and two sets $A \subseteq B \subseteq \mathcal{N} - u$:

$$f(A + u) - f(A) \geq f(B + u) - f(B).$$

A set system is a pair $(\mathcal{N}, \mathcal{I})$, where $\mathcal{N}$ is, as usual, a ground set, and $\mathcal{I} \subseteq 2^{\mathcal{N}}$ is a collection of subsets of $\mathcal{N}$. The collection $\mathcal{I}$ must obey the following two properties:

- Non-empty: $\mathcal{I} \neq \emptyset$.
- Monotone: If $A \subseteq B \in \mathcal{I}$, then $A \in \mathcal{I}$.

If $S \in \mathcal{I}$, we say that $S$ is independent. A maximal (inclusion-wise) independent set is called base. There are many classes of set systems, the most important of which is the matroids class. Other classes of set systems are described in Section 5. A set system is a matroid (or belongs to the matroids class) if it obeys the following extra property:

- Matroid Exchange: If $A, B \in \mathcal{I}$ and $|A| < |B|$, then there exists an element $u \in B$ for which $A + u \in \mathcal{I}$.

Matroids capture many natural collections of subsets such as: forests in graphs, independent sets in vector spaces and the sets of nodes that appear together in legal matchings of a given graph. [74, 59]
2.2 Problems Considered

All the problems considered in this thesis fall into the following pattern: given a non-negative (monotone) submodular function \( f \) and a collection \( \mathcal{C} \subseteq 2^\mathcal{N} \) of subsets, find a set \( S \in \mathcal{C} \) maximizing \( f(S) \). One example for such a problem is maximizing a non-negative monotone submodular function subject to a matroid constraint. The objective in this problem is to find a set \( S \) maximizing a non-negative, monotone and submodular function \( f \) among the independent sets of a given matroid \( M = (\mathcal{N}, \mathcal{I}) \). More formally, in this problem the collection \( \mathcal{C} \) of allowed sets coincides with the collection \( \mathcal{I} \).

We look for algorithms that are polynomial in \( n \), the size of \( \mathcal{N} \). However, the explicit representation of both submodular functions and matroids might be exponential in the size of their ground set. The standard way to bypass this difficulty is to assume access to these objects via oracles. For a submodular function \( f: 2^\mathcal{N} \to \mathbb{R} \), given a set \( S \subseteq \mathcal{N} \), the oracle returns the value of \( f(S) \).\(^1\) For a matroid \( M = (\mathcal{N}, \mathcal{I}) \), given a set \( S \subseteq \mathcal{N} \), the oracle answers whether \( S \in \mathcal{I} \). All the algorithms we describe access submodular functions and matroids via such oracles.

2.3 Extensions to the \([0, 1]^\mathcal{N}\) Cube

The collection of sets \( 2^\mathcal{N} \) has a natural extension to the \([0, 1]^\mathcal{N}\) cube, where each set \( S \) corresponds to its characteristic vector \( 1_S \). For linear functions, the extension from \( 2^\mathcal{N} \) to the cube \([0, 1]^\mathcal{N}\) is easily defined. However, finding the right extension for submodular functions is more difficult. Two natural extensions are the convex closure and the concave closure. The convex (concave) closure of a function \( f \) is the maximal (smallest) convex (concave) function from \([0, 1]^\mathcal{N}\) to \( \mathbb{R} \) that lower bounds (upper bounds) \( f \). The convex (concave) closure of \( f \) is denoted by \( f^- \) (\( f^+ \)).

Observation 2.3.1. The convex and concave closures exist for every function \( f: 2^\mathcal{N} \to \mathbb{R} \).

Proof. We prove the observation for the convex closure. The proof for the concave closure is analogous. Fix a function \( f: 2^\mathcal{N} \to \mathbb{R} \). Let \( \mathcal{F} \) be the set of functions from \([0, 1]^\mathcal{N}\) to \( \mathbb{R} \) that are convex and lower bound \( f \). Consider the function \( f'(x) = \max\{g(x) \mid g \in \mathcal{F}\} \). Clearly \( f' \) is convex and lower bound \( f \) since it is the maximum of a set of functions which are all convex and lower bound \( f \). Moreover, \( f' \) is point-wise larger than every other function in \( \mathcal{F} \). Thus, \( f' \) is the convex closure of \( f \). \( \square \)

The convex and concave closures were presented as extensions of \( f \). However, this is not obvious from their definitions. To see that they are indeed extensions of \( f \), we need the following lemma.

Lemma 2.3.2. Fix a set function \( f: 2^\mathcal{N} \to \mathbb{R} \). For every \( x \in [0, 1]^\mathcal{N} \), let \( D^-_f(x) \) (\( D^+_f(x) \)) denote a distribution over \( 2^\mathcal{N} \) with marginals \( x \) minimizing \( \mathbb{E}_{S \sim D_f^-(x)}[f(S)] \) (maximizing \( \mathbb{E}_{S \sim D_f^+(x)}[f(S)] \)), breaking ties arbitrary. Then:

- \( f^- = \mathbb{E}_{S \sim D^-_f(x)}[f(S)] \).
- \( f^+ = \mathbb{E}_{S \sim D^+_f(x)}[f(S)] \).

\(^1\)Such an oracle is called value oracle. Other, stronger, oracle types for submodular functions are also considered in the literature, but value oracles are probably the most widely used.
Proof. We prove the lemma for the convex closure. The proof for the concave closure is analogue. Consider the function \( g = \mathbb{E}_{S \sim D^\lambda}(f(S)) \). Let us prove that \( g \) is convex. Consider any three points \( x, y, z \) so that \( z = \lambda \cdot x + (1 - \lambda) \cdot y \) (for some \( 0 \leq \lambda \leq 1 \)). Clearly,

\[
\begin{align*}
g(z) &\leq \mathbb{E}_{S \sim [\lambda \cdot D^\lambda(x) + (1 - \lambda) \cdot D^\lambda(y)]}(f(S)) \\
&= \lambda \cdot \mathbb{E}_{S \sim D^\lambda(x)}[f(S)] + (1 - \lambda) \cdot \mathbb{E}_{S \sim D^\lambda(y)}[f(S)] = g(x) + g(y) .
\end{align*}
\]

The convexity of \( g \), plus the fact that \( g \) agrees with \( f \) on every point \( x \in \{0, 1\}^N \), proves that \( g \leq f^\lambda \). On the other hand, since \( f^- \) is convex, for every \( x \in \{0, 1\}^N \):

\[
\begin{align*}
f^-(x) &\leq \mathbb{E}_{S \sim D^+\lambda(x)}[f^-(1_S)] \leq \mathbb{E}_{S \sim D^+\lambda(x)}[f(S)] = g(x) .
\end{align*}
\]

The last lemma implies that both \( f^- \) and \( f^+ \) agree with \( f \) on every point \( x \in \{0, 1\}^N \), and therefore, they are indeed extensions of \( f \). The following two sections consider uses of the convex and concave closures, as well as of two other extensions known as the Lovász extension and the multilinear extension.

### 2.3.1 The Convex Closure and the Lovász Extension

Convex extensions such as the convex closure are useful for minimization problems when they can be efficiently evaluated. However, both the definition and the characterization by Lemma 2.3.2 do not provide an efficient evaluation method for the convex closure. For this reason, we need to introduce the Lovász extension.

Given a vector \( x \in \{0, 1\}^N \) and a scalar \( \lambda \in [0, 1] \), let \( T_\lambda(x) \) be the set of elements in \( N \) whose coordinate in \( x \) is at least \( \lambda \). The Lovász extension of a set function \( f : 2^N \rightarrow \mathbb{R} \) is defined as:

\[
\hat{f}(x) = \int_0^1 f(T_\lambda(x))d\lambda .
\]

This definition can also be interpreted in probabilistic terms as the expected value of \( f \) over the set \( T_\lambda(x) \), where \( \lambda \) is uniformly selected from the range \([0, 1]\). The Lovász extension has the following very useful property proved in [64].

**Theorem 2.3.3.** A set function \( f : 2^N \rightarrow \mathbb{R} \) is submodular if and only if its Lovász extension is convex.

Notice that the last theorem is especially interesting since we usually see submodular functions as a discrete variant of concave functions.

**Corollary 2.3.4.** For a submodular function \( f : 2^N \rightarrow \mathbb{R} \), \( f^- = \hat{f} \).

**Proof.** By definition \( f^- \geq \hat{f} \) since \( \hat{f} \) is convex. To see why \( f^- \leq \hat{f} \), observe that \( \hat{f}(x) = \mathbb{E}_{S \sim D}[f(S)] \) for some distribution \( D \), and by Lemma 2.3.2 \( f^- \leq \mathbb{E}_{S \sim D}[f(S)] \) for any distribution \( D \). \( \square \)

The last corollary gives us a method for calculating the convex closure of submodular functions. This method is also one of the key ingredients in the first polynomial algorithm for unconstrained submodular minimization\(^2\) given by Grötschel et al. [65]. This algorithm uses the ellipsoid method to minimize the Lovász extension of a submodular function \( f \), and then rounds the resulting vector without losing in the objective.

\(^2\)The problem of finding a set minimizing a given submodular function \( f : 2^N \rightarrow \mathbb{R}^+ \) over the entire collection \( 2^N \).
2.3.2 The Concave closure and the Multilinear Extension

For maximization problems, we need concave extensions that can be efficiently evaluated. An obvious candidate for such an extension is the concave closure. Unfortunately, however, it is NP-hard to evaluate the concave closure (even for graph cut functions) [80]. Instead, we use the multilinear extension which is not concave, but has some concave-like properties.

Given a vector \( x \in [0,1]^N \), the random set \( R(x) \subseteq N \) contains every element \( u \in N \) with probability \( x_u \). Given a set function \( f : 2^N \rightarrow R \), its multilinear extension of \( f \) is denoted by \( \hat{f} \). For any vector \( x \in [0,1]^N \), the value of \( \hat{f}(x) \) is the expected value of \( f \) over the random set \( R(x) \). Formally, for every \( x \in [0,1]^N \), \( \hat{f}(x) = \mathbb{E}[R(x)] = \sum_{S \subseteq N} f(S) \prod_{u \in S} x_u \prod_{u \notin S} (1 - x_u) \). The following theorem relates the multilinear and Lovász extensions.

**Theorem 2.3.5** (Lemma A.4 in [81]). Let \( \hat{f}(x) \) be the multilinear and Lovász extensions, respectively, of a submodular function \( f : 2^N \rightarrow R \). Then, \( \hat{f}(x) \geq \hat{f}(x) \) for every \( x \in [0,1]^N \).

In fact, in this thesis, our sole use of the Lovász extension is for constructing lower bounds on the multilinear extension via this theorem. At this point, we need some additional notation dealing with vectors of the cube \([0,1]^N\) and the multilinear extension. For two vectors \( x, y \in [0,1]^N \), we use \( x \lor y \) and \( x \land y \) to denote the coordinate-wise maximum and minimum, respectively, of \( x \) and \( y \) (formally, \( (x \lor y)_u = \max\{x_u, y_u\} \) and \( (x \land y)_u = \min\{x_u, y_u\} \)). We also make use of the notation \( \partial_u \hat{f}(x) = \hat{f}(x \lor 1_u) - \hat{f}(x \land 1_u) \), where \( 1_u \) and \( 1_u \) are the characteristic vectors of the sets \( \{u\} \) and \( N - u \), respectively. The multilinear nature of \( \hat{f} \) yields the following useful observation, relating the terms just defined to each other.

**Observation 2.3.6.** Let \( \hat{f}(x) \) be the multilinear extension of a submodular function \( f : 2^N \rightarrow R \). Then, for every \( u \in N \),

\[
\partial_u \hat{f}(x) = \frac{\hat{f}(x \lor 1_u) - \hat{f}(x)}{1 - x_u} = \frac{\hat{f}(x) - \hat{f}(x \land 1_u)}{x_u}.
\]

Since its introduction by [15], the multilinear extension has played a central part in the theory of submodular maximization (see [16, 61, 58, 81] for several examples). The usefulness of the multilinear extension stems from the many useful properties it has, among them constant first derivatives, non-increasing second derivatives and, for monotone functions, positive derivatives in any positive direction. The following lemma formalizes an additional basic property of the multilinear extension: within a small range, the multilinear extension can be treated as linear. The proof of this lemma is long and technical, and is, therefore, deferred to Appendix 2.A.

**Lemma 2.3.7.** Consider two vectors \( x, x' \in [0,1]^N \) such that \( |x_u - x'_u| \leq \delta \) for every \( u \in N \), and let \( \hat{f} \) be the multilinear extension of a non-negative submodular function \( f \). Then, \( \hat{f}(x') - \hat{f}(x) \geq \sum_{u \in N} (x'_u - x_u) \cdot \partial_u \hat{f}(x) - O(n^3\delta^2) \cdot \max_{u \in N} f(\{u\}) \).

For many submodular functions we can evaluate \( \hat{f} \) efficiently. However, we do not know how to do that for a general submodular function \( f \), given only oracle access to \( f \). Still, the following Chernoff like theorem allows us to approximate the value of \( \hat{f} \) arbitrarily well using sampling.

**Theorem 2.3.8** (Theorem A.1.16 in [4]). Let \( X_i \) \((1 \leq i \leq k)\) be mutually independent with all \( \mathbb{E}[X_i] = 0 \) and all \( |X_i| \leq 1 \). Set \( S = \sum_{i=1}^k X_i \), then \( \Pr[|S| > a] \leq 2e^{-a^2/(2k-1^2)} \).
To simplify the exposition of our algorithms, we assume they have an oracle access to \( F \). If this is not the case, every oracle access must be replaced with an approximation via sampling. This makes the approximation ratio deteriorate by a low order term only (see, e.g., [16] for details).

The use of the multilinear extension in approximation algorithms follows the approach known from linear problems: find a good fractional point and round it. For linear problems the two steps are often separated:

- A good fractional point is found via a general solver such as an LP solver.
- The rounding is largely done via a tailored problem specific method.

The situation for submodular problems is similar. A good fractional point can often be found via the Continuous Greedy algorithm discussed in Section 3. Rounding is performed either via one of a few general methods, or via a tailored problem specific method. Section 6 discusses contention resolution schemes, which is a very general rounding method. Another example for a rounding method is pipage rounding [2, 16], used for problems with a single matroid constraint. To understand the capabilities of pipage rounding, we need a few additional terms.

**Matroid Polytopes** are an extension of matroids to the cube \([0, 1]^N\). Given a matroid \( M \), its matroid polytope is the convex-hall of all the independent sets of \( M \), and is denoted by \( \mathcal{P}(M) \). Similarly, the convex-hall of all the bases of the matroid is called the **Bases Polytope** of \( M \), and is denoted by \( \mathcal{B}(M) \). Both polytopes have separation oracles, so it is possible to optimize linear functions over them [59]. Given a matroid \( M \) and a point \( x \in \mathcal{P}(M) \) within its matroid polytope, pipage rounding returns a random set \( S \) with the following properties:

- The set \( S \) is always independent in \( M \).
- If \( x \) is in the bases polytope \( \mathcal{B}(M) \), then \( S \) is also a base of \( M \).
- Every element \( u \in \mathcal{N} \) appears in \( S \) with probability \( x_u \).
- For every submodular function \( f \), the expected value of \( f(S) \) is at least \( F(x) \).

Consider, e.g., the problem of **maximizing a non-negative monotone submodular function subject to a matroid constraint** defined above. An optimal algorithm for this problem works as following [16].

1. The input is a matroid \( M \) and a non-negative, monotone and submodular function \( f \).
2. Use the continuous greedy algorithm to find a fractional solution \( x \in \mathcal{P}(M) \) which is a \( (1 - e^{-1} - o(1)) \)-approximation for this problem.
3. Use pipage rounding to round \( x \) into a set \( S \) with \( E[f(S)] = F(x) \).
4. Output the set \( S \).

The above algorithm is a randomized \( (1 - e^{-1} - o(1)) \)-approximation algorithm for the above problem, and it can be made deterministic via an appropriate derandomization.
2.A Proof of Lemma 2.3.7

Let us denote the term \( \max_{u \in \mathcal{N}} f(\{u\}) \) by \( w \), and the term \( \max_{S \subseteq \mathcal{N}} \) by \( W \). From the submodularity of \( f \), we get the following observation.

**Observation 2.A.1.** For every set \( S \subseteq \mathcal{N} \), \( f(S) \leq n \cdot w \). Hence, \( W \leq n \cdot w \).

Let \( A \) be the set of elements \( u \) with \( x'_u > x_u \), and let \( B \) be the set of elements with \( x'_u < x_u \). Recall that \( \mathcal{R}(x) \) is a random set containing every element \( u \in \mathcal{N} \) with probability \( x_u \). For the sake of the proof, we assume \( \mathcal{R}(x') \) is formed from \( \mathcal{R}(x) \) using the following process. Every element of \( A \setminus \mathcal{R}(x) \) is added to a set \( D \) with probability of \( 1 - (1 - x'_u)/(1 - x_u) \), and every element of \( B \cap \mathcal{R}(x) \) is added to \( D \) with probability \( x'_u/x_u \). Then, \( \mathcal{R}(x') \) is chosen as \( \mathcal{R}(x) \cup D \). Observe that every element \( u \in \mathcal{N} \) gets into \( D \) with probability \( |x_u - x'_u| \leq \delta \), independently. We now bound the value of \( F(x') - F(x) = \mathbb{E}[f(\mathcal{R}(x')) - f(\mathcal{R}(x))] \), given various constraints on \( D \).

**Lemma 2.A.2.** \( \sum_{u \in \mathcal{N}} \Pr[D = \{u\}] \cdot \mathbb{E}[F(x') - F(x)|D = \{u\}] \geq \sum_{u \in \mathcal{N}} (x'_u - x_u) \cdot \partial_u F(x) - O(n \delta^2) \cdot w. \)

**Proof.** Let \( \mathcal{N}^+ \) be the set of elements from \( \mathcal{N} \) which have \( (x'_u - x_u) \cdot \partial_u F(x) \geq 0 \). Observe that for every \( u \in \mathcal{N}^+ \):

\[
(x'_u - x_u) \cdot \partial_u F(z) = |x'_u - x_u| \cdot \mathbb{E}[F(x') - F(x)|D = \{u\}] = \frac{\Pr[D = \{u\}] \cdot \mathbb{E}[F(x') - F(x)|D = \{u\}]}{\prod_{u' \in \mathcal{N} - u} (1 - |x'_{u'} - x_{u'}|)} \leq \frac{\Pr[D = \{u\}] \cdot \mathbb{E}[F(x') - F(x)|D = \{u\}]}{\prod_{u' \in \mathcal{N} - u} (1 - \delta)} = (1 - \delta)^{1-|\mathcal{N}|} \cdot \Pr[D = \{u\}] \cdot \mathbb{E}[F(x') - F(x)|D = \{u\}] < (1 - \delta)^{-n} \cdot \Pr[D = \{u\}] \cdot \mathbb{E}[F(x') - F(x)|D = \{u\}] .
\]

And the term, \( (1 - \delta)^n \) can be lower bounded as following.

\[
(1 - \delta)^n = (1 - \delta)^{n\delta/\delta} \geq |e^{-1}(1 - \delta)|^{n\delta} \geq e^{-2n\delta} \geq 1 - 2n\delta .
\]

Also, for every \( u \in \mathcal{N} \setminus \mathcal{N}^+ \):

\[
(x'_u - x_u) \cdot \partial_u F(x) = |x'_u - x_u| \cdot \mathbb{E}[F(x') - F(x)|D = \{u\}] = \frac{\Pr[D = \{u\}] \cdot \mathbb{E}[F(x') - F(x)|D = \{u\}]}{\prod_{u' \in \mathcal{N} - u} (1 - |x'_{u'} - x_{u'}|)} \leq \Pr[D = \{u\}] \cdot \mathbb{E}[F(x') - F(x)|D = \{u\}] .
\]

Combining everything, and recalling that \( f(S) \leq W \leq n \cdot w \) for every \( S \subseteq \mathcal{N} \), we get:

\[
\sum_{u \in \mathcal{N}} (x'_u - x_u) \cdot \partial_u F(x) - 2n^3 \delta^2 w \leq \sum_{u \in \mathcal{N}} (x'_u - x_u) \cdot \partial_u F(x) - \delta n(2n\delta) W \\
\leq \sum_{u \in \mathcal{N}} [(x'_u - x_u) \cdot \partial_u F(x) - 2n\delta \cdot |(x'_u - x_u) \cdot \partial_u F(x)|] \\
\leq \sum_{u \in \mathcal{N}} \Pr[D = \{u\}] \cdot \mathbb{E}[F(x') - F(x)|D = \{u\}] .
\]

**Lemma 2.A.3.** \( \mathbb{E}[F(x') - F(x) | D = \emptyset] = 0 \).
Proof. $D = \emptyset$ implies $R(x') = R(x)$.

Lemma 2.A.4. $\Pr[|D| \geq 2] \cdot \mathbb{E}[F(x') - F(x) \mid |D| \geq 2] \geq -O(n^3 \delta^2) \cdot w$.

Proof. Let us bound the probability that $|D| \geq 2$. Since every element gets into $D$ with probability at most $\delta$:

$$\Pr[|D| \geq 2] \leq 1 - (1 - \delta)^n - n \delta \cdot (1 - \delta)^{n-1} \leq 1 - (1 + n \delta) \cdot (1 - \delta)^n$$

$$\leq 1 - (1 + n \delta) \cdot e^{-n \delta} \cdot (1 - n \delta^2) \leq 1 - (1 + n \delta)(1 - n \delta)(1 - n \delta^2) \leq 2n^3 \delta^2.$$ 

Therefore,

$$\Pr[|D| \geq 2] \cdot \mathbb{E}[F(x') - F(x) \mid |D| \geq 2] \geq \Pr[|D| \geq 2] \cdot (-W) \geq -2n^3 \delta^2 \cdot w.$$ 

Lemma 2.3.7 now follows immediately from the above lemmata and the law of total probability.
Chapter 3

Continuous Greedy Algorithms

Consider the basic problem of maximizing a non-negative submodular function \( f : 2^\mathcal{N} \to \mathbb{R}^+ \) over a ground set \( \mathcal{N} \) under the constraint that the solution must belong to a set system \((\mathcal{N}, \mathcal{I})\). This basic (constrained) submodular maximization problem generalizes, e.g., the two well studied problems Max-Cut and Max-k-Cover [38, 45, 48, 51, 53, 55, 70, 69, 78].

The techniques used to compute approximate solutions to various (constrained) submodular maximization problems can be partitioned into two main approaches. The first approach is combinatorial in nature, and is mostly based on local search techniques and greedy rules. This approach has been used as early as the late 70’s for maximizing monotone submodular functions under the constraint that the solution should be an independent set of one of several specific matroids [22, 36, 46, 47, 50, 56, 71, 72]. Lately, this approach has been extended to include both non-monotone submodular objective functions [30, 37, 34, 81] and additional constraint sets \( \mathcal{I} \) [62] (e.g., independent sets of matroids intersection). Though for some problems this approach yields the current state of the art solutions [62], or even tight results [77], these solutions are usually tailored for the specific structure of the problem at hand, making extensions quite difficult.

The second approach for approximating (constrained) submodular maximization problems overcomes the above obstacle. This approach resembles a common paradigm for designing approximation algorithms and is composed of two steps. In the first step, a fractional solution is found for a relaxation of the problem. In the second step, the fractional solution is rounded to obtain an integral one while incurring only a small loss in the objective. This approach has been used to obtain improved approximations to various problems [16, 18, 19, 20, 58, 61]. Most notable of these results is an asymptotically tight approximation for maximizing a monotone submodular function given a single matroid constraint [16, 71, 72]. Two issues arise when using this approach. First, since the objective function is not linear, it is not clear how to formulate a relaxation which can be solved or even approximated efficiently. Second, given a fractional solution, one needs a rounding procedure which outputs an integral solution without losing too much in the objective function.

Let us elaborate on the first issue, namely how to find good fractional solutions to (constrained) submodular maximization problems. The standard relaxation for such a problem has a variable for every element of the ground set \( \mathcal{N} \) taking values from the range \([0, 1]\). As with linear programming relaxations, the collection \( \mathcal{I} \) is replaced by a set of linear inequality constraints on the variables which define a down-monotone polytope\(^2 \mathcal{P} \). Unlike

\footnote{Note that many natural collections of subsets form set systems, e.g., collections induced by matroid and knapsack constraints.}

\footnote{A polytope \( \mathcal{P} \subseteq [0, 1]^\mathcal{N} \) is down-monotone if \( x \in \mathcal{P} \) and \( 0 \leq y \leq x \) imply \( y \in \mathcal{P} \).}
the linear case, the formulation of an objective function for the relaxation is not obvious. A good objective function is a continuous extension of the given integral objective $f$ which allows for efficient computation of a good fractional solution. The extension commonly used to overcome this difficulty, in the context of (constrained) submodular maximization problems, is the multilinear extension $F$. Such relaxations are very common, since first introduced by [15] (see [16, 61, 58, 81] for several additional examples).

Even though the objective function defined by the multilinear extension is neither convex nor concave, it is still possible to efficiently compute an approximate feasible fractional solution for the relaxation, assuming its feasibility polytope $P$ is down monotone and solvable\(^3\). The first method proposed for computing such a solution is the continuous greedy algorithm [16]. It is simple and quick, and its analysis is rather short and intuitive. However, it is only known to work for the multilinear extensions of monotone submodular functions $f$. For non-monotone functions $f$ and specific polytopes, other methods are known for solving the multilinear extension, \textit{e.g.}, for a constant number of knapsack constraints [61] and for a single matroid [37, 81]. These methods use extensions of the local search approach, as opposed to the simple continuous greedy method, making the analysis quite involved. Recently, three algorithms for the non-monotone case and general down-monotone solvable polytopes were suggested by [20]. Similarly to [61, 37], these three algorithms are also based on extensions of the local search approach. The best of the three (with respect to its approximation guarantee) uses a simulated annealing technique [37]. Therefore, these algorithms, and especially the best of the three, have quite a complex analysis.

In this section we present the measured continuous greedy algorithm which finds approximate fractional solutions for both the non-monotone and monotone cases, and improves on the approximation ratio for many applications. For general non-monotone submodular objective functions, our algorithm achieves an approximation ratio of about $1/e$. For monotone submodular objective functions, our algorithm achieves an approximation ratio that depends on the density of the polytope defined by the problem at hand, which is always at least as good as the $1-1/e$ approximation guaranteed by the “traditional” continuous greedy. Some notable immediate applications are an improved $1/e$-approximation for maximizing a non-monotone submodular function subject to a matroid or $O(1)$-knapsack constraints, and information-theoretic tight approximations for \textit{Submodular Max-SAT} and \textit{Submodular Welfare} with $k$ players, for \textit{any} number of players $k$.

### 3.1 Continuous Greedy

Let us present the continuous greedy algorithm of [16], and analyze it. The measured continuous greedy is presented in Section 3.2. The continuous greedy algorithm has a parameter $T$ called \textit{stopping time}. The stopping time controls a tradeoff between the two important properties of the fractional solution found by the algorithm. The first property is the value of the solution: a larger stopping time implies a better fractional solution. The second property is how much slack does the fractional solution has: a smaller stopping time implies more slack (refer to Section 6.1 for uses of the second property).\(^4\)

\textbf{Remark:} The way $\delta$ is defined in Algorithm 1 implies that $\delta^{-1}$ has two properties: it

\(^{3}\)A polytope $P$ is \textit{solvable} if linear functions can be maximized over it in polynomial time. Using the ellipsoid algorithm, one can prove $P$ is solvable by describing a polynomial-time algorithm that given $x$ determines whether $x \in P$.

\(^{4}\)The concept of stopping time did not exist in the original presentation of [16]. It was only introduced with the measured continuous greedy in [34].
Algorithm 1: Continuous Greedy \((f, \mathcal{P}, T)\)

\[
// \text{Initialization}
1 \text{ Set: } \delta \leftarrow T(\lceil n/T \rceil)^{-1}.
2 \text{ Initialize: } t \leftarrow 0, y(0) \leftarrow 1_\varnothing.
// \text{Main loop}
3 \text{ while } t < T \text{ do}
4 \quad \text{foreach } u \in \mathcal{N} \text{ do}
5 \quad \quad w_u(t) \leftarrow F(y(t) \cup 1_u) - F(y(t)).
6 \quad \text{Let } I(t) \in \mathcal{P} \text{ be a vector maximizing } I(t) \cdot w(t).
7 \quad \text{foreach } u \in \mathcal{N} \text{ do}
8 \quad \quad y_u(t + \delta) \leftarrow y_u(t) + \delta I_u(t).
9 \quad t \leftarrow t + \delta.
10 \text{ Return } y(T).
\]

is at least \(n^5\), and it is dividable by \(T^{-1}\). The last property guarantees that after \(T\delta^{-1}\) iterations, \(t\) will be exactly \(T\).

**Theorem 3.1.1.** For any monotone submodular function \(f : 2^\mathcal{N} \rightarrow \mathbb{R}^+\), down-monotone solvable polytope \(\mathcal{P} \subseteq [0, 1]^\mathcal{N}\) and stopping time \(T \in [0, 1]\), the continuous greedy algorithm finds a point \(x \in [0, 1]^\mathcal{N}\) such that \(F(x) \geq 1 - e^{-T} - o(1)\) \cdot f(\text{OPT})\) and \(x/T \in \mathcal{P}\).

Notice that for \(T = 1\) the algorithm outputs a point \(x\) such that \(x \in \mathcal{P}\) and \(F(x) \geq [1 - e^{-1} - o(1)] \cdot f(\text{OPT})\). In the rest of this section we prove Theorem 3.1.1.

**Lemma 3.1.2.** For every \(T \geq 0\), the continuous greedy algorithm produces a solution \(x\) such that \(x/T \in \mathcal{P}\).

**Proof.** Notice that \(x = \delta \cdot \sum_{i=0}^{T/\delta-1} I(i \cdot \delta)\). \(x/\delta\) is the sum of \(T/\delta\) points in \(\mathcal{P}\), and therefore, \(x/T = (x/\delta)/(T/\delta) \in \mathcal{P}\). \(\square\)

The following lemma together with Lemma 2.3.7 gives a lower bound on the improvement achieved by the algorithm in each iteration. This lower bound is stated explicitly in Corollary 3.1.4.

**Lemma 3.1.3.** For every time \(0 \leq t < T\), \(\sum_{u \in \mathcal{N}} I_u(t) \cdot \partial_a F(y(t)) \geq f(\text{OPT}) - F(y(t))\).

**Proof.** Recall that \(\mathcal{R}(x)\) is a random set containing every element \(u \in \mathcal{N}\) with probability \(x_u\), and that \(F(x) = E[\mathcal{R}(x)]\). Let us calculate the weight of \(\text{OPT}\) according to weight function \(w(t)\).

\[
w(t) \cdot 1_{\text{OPT}} = \sum_{u \in \text{OPT}} w_u(t) = \sum_{u \in \text{OPT}} [F(y(t) \cup 1_u) - F(y(t))]
\]

\[
= E \left[ \sum_{u \in \text{OPT}} f(\mathcal{R}(y(t)) + u) - f(\mathcal{R}(y(t))) \right]
\]

\[
\geq E \left[ f(\mathcal{R}(y(t)) \cup \text{OPT}) - f(\mathcal{R}(y(t))) \right] = F(y(t) \cup 1_{\text{OPT}}) - F(y(t)) ,
\]

where the inequality follows from submodularity. Since \(1_{\text{OPT}} \in \mathcal{P}\), we get:

\[
w(t) \cdot I(t) \geq F(y(t) \cup 1_{\text{OPT}}) - F(y(t)) .
\]
For every time
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terms of

\[ \sum_{u \in \mathcal{N}} I_u(t) \cdot \partial_u F(y(t)) = \sum_{e \in \mathcal{E}} I_u(t) \cdot [F(y(t) \lor 1_u) - F(y(t) \land 1_u)] \]

\[ \geq \sum_{e \in \mathcal{E}} I_u(t) \cdot [F(y(t) \lor 1_u) - F(y(t))] = I(t) \cdot u(t) \]

\[ \geq F(y(t) \lor 1_{OPT}) - F(y(t)) \geq f(OPT) - F(y(t)) \].

**Corollary 3.1.4.** For every time \( 0 \leq t < T \), \( F(y(T + \delta)) - F(y(T)) \geq \delta \cdot [f(OPT) - F(y(t))] - O(n^3 \delta^2) \cdot f(OPT) \).

At this point we have a lower bound on the improvement achieved in each iteration in terms of \( f(OPT) \) and \( F(y(t)) \). In order to complete the analysis of the algorithm, we need to derive from it a bound on the value of \( F(y(t)) \) for every time \( t \). Let \( g(t) \) be defined as following. \( g(0) = 0 \) and \( g(t + \delta) = g(t) + \delta[f(OPT) - g(t)] \). The next lemma shows that a lower bound on \( g(t) \) also gives a lower bound on \( F(y(t)) \)

**Lemma 3.1.5.** For every \( 0 \leq t \leq T \), \( g(t) \leq F(y(t)) + O(n^3 \delta) \cdot tf(OPT) \).

**Proof.** Let \( c \) be the constant hiding behind the big \( O \) notation in Corollary 3.1.4. We prove by induction on \( t \) that \( g(t) \leq F(y(t)) + cn^3 \delta f(OPT) \). For \( t = 0 \), \( g(0) = 0 \leq F(y(0)) \). Assume now that the claim holds for some \( t \), and let us prove it for \( t + \delta \). Using Corollary 3.1.4, we get:

\[
g(t + \delta) = g(t) + \delta[f(OPT) - g(t)] = (1 - \delta)g(t) + \delta f(OPT) \\
\leq (1 - \delta)[F(y(t)) + cn^3 \delta f(OPT)] + \delta f(OPT) \\
= F(y(t)) + \delta[f(OPT) - F(y(t))] + c(1 - \delta)n^3 \delta f(OPT) \\
\leq F(y(t + \delta)) + cn^3 \delta^2 f(OPT) + c(1 - \delta)n^3 \delta f(OPT) \\
\leq F(y(t + \delta)) + cn^3 \delta(t + \delta) f(OPT) \].

The function \( g \) is given by a recursive formula, thus, evaluating it is not immediate. Instead, we show that the function \( h(t) = (1 - e^{-t}) \cdot f(OPT) \) lower bounds \( g \) for every value of \( t \).

**Lemma 3.1.6.** For every time \( 0 \leq t \leq T \), \( g(t) \geq h(t) \).

**Proof.** The proof is by induction on \( t \). For \( t = 0 \), \( g(0) = 0 = (1 - e^{-0}) \cdot f(OPT) = h(0) \). Assume now that the lemma holds for some \( t \), and let us prove it holds for \( t + \delta \).

\[
h(t + \delta) = h(t) + \int_{t}^{t+\delta} h'(\tau)d\tau = h(t) + f(OPT) \cdot \int_{t}^{t+\delta} e^{-\tau}d\tau \leq h(t) + f(OPT) \cdot \delta e^{-t} \\
= (1 - \delta)h(t) + \delta \cdot f(OPT) \leq (1 - \delta)g(t) + \delta \cdot f(OPT) = g(t + \delta) \].

We can now use the last result to lower bound the quality of the algorithm’s output.

**Corollary 3.1.7.** \( F(y(T)) \geq [1 - e^{-T} - o(1)] \cdot f(OPT) \).

**Proof.** By Lemmata 3.1.5 and 3.1.6, \( F(y(T)) \geq g(T) - O(n^3 \delta) \cdot T \cdot f(OPT) \geq h(T) - O(n^3 \delta) \cdot f(OPT) = [1 - e^{-T} - O(n^3 \delta)] \cdot f(OPT) \). Recall that \( \delta \leq n^{-5} \), hence, \( O(n^3 \delta) = o(1) \), and the proof is complete.

Theorem 3.1.1 now follows immediately from Lemma 3.1.2 and Corollary 3.1.7.
3.2 Measured Continuous Greedy

The measured continuous greedy is based on a simple but crucially useful insight on which we now elaborate. The continuous greedy algorithm of [16] (presented above) starts with an empty solution and at each step moves by a small \( \delta \) in the direction of a feasible point \( x \in \mathcal{P} \). Let \( y \) be the current position of the algorithm. Then \( x \) is chosen greedily (hence the name ”continuous greedy”) by solving \( x = \arg \max \{ w(y) \cdot x \mid x \in \mathcal{P} \} \) where the weight vector \( w(y) \in \mathbb{R}^N \) is defined by \( w(y)_u \triangleq F(y \vee 1_u) - F(y) \), for every \( u \in N \). Thus, \( x \) is chosen according to the residual increase of each element \( u \), i.e., \( F(y \vee 1_u) - F(y) \). However, one would intuitively expect that the step should be chosen according to the gradient of \( F(y) \). Observe that the residual increase is equal to \( \partial_u F(y) \cdot (1 - y_u) \). The measured continuous greedy compensates for the difference between the residual increase of elements at point \( y \) and \( \partial_u F(y) \), by distorting the direction \( x \). Each coordinate of \( x_u \) is decreased by a multiplicative factor of \( 1 - y_u \). Hence, both the weight \( w_u \) and the step are multiplied by the same factor. The name of the algorithm is derived from this decrease.

The following two theorems quantify the guaranteed performance of the measured continuous greedy algorithm for non-monotone and monotone submodular functions. We denote by \( \OPT \) the optimal integral solution. Note that the first bullet of Theorem 3.2.2, \( x/T \in \mathcal{P} \), repeats, in fact, the guarantee of the continuous greedy algorithm. However, the second bullet of this theorem enables us to obtain improved approximation guarantees for several well studied problems. This property states that in some settings one can use stopping times larger than 1. The maximal stopping time that can be used depends on the density of the underlying polytope. Consider a down-monotone polytope \( \mathcal{P} \subseteq [0, 1]^N \) defined by positivity constraints \( (x \geq 0) \) and additional \( m \) inequality constraints. Let \( \sum_{u \in N} a_{i,u} x_u \leq b_i \) denote the \( i^{th} \) inequality constraint. The density of \( \mathcal{P} \) is defined by:
\[
d(\mathcal{P}) = \min_{1 \leq i \leq m} \frac{b_i}{\sum_{u \in N} a_{i,u}}.\]
Since \( \mathcal{P} \) is a down monotone polytope within the hypercube \([0, 1]^N\), one can assume all coefficients \( a_{i,u} \) and \( b_i \) are non-negative, and \( 0 < d(\mathcal{P}) \leq 1 \). See Appendix 3.A for details.

**Theorem 3.2.1.** For any given non-negative submodular function \( f : 2^N \rightarrow \mathbb{R}^+ \), down-monotone solvable polytope \( \mathcal{P} \subseteq [0, 1]^N \) and stopping time \( T \geq 0 \), the measured continuous greedy algorithm finds a point \( x \in [0, 1]^N \) such that \( F(x) \geq [Te^{-T} - o(1)] \cdot f(\OPT) \) and \( x/T \in \mathcal{P} \).

**Theorem 3.2.2.** For any normalized monotone submodular function \( f : 2^N \rightarrow \mathbb{R}^+ \), down-monotone solvable polytope \( \mathcal{P} \subseteq [0, 1]^N \) and stopping time \( T \geq 0 \), the measured continuous greedy algorithm finds a point \( x \in [0, 1]^N \) such that \( F(x) \geq [1 - e^{-T} - o(1)] \cdot f(\OPT) \). Additionally,

- \( x/T \in \mathcal{P} \).

- Let \( T_P = -\ln(1 - d(\mathcal{P})) + n\delta)/d(\mathcal{P}) \). Then, \( T \leq T_P \) implies \( x \in \mathcal{P} \).

For monotone submodular objectives, the dependence of the approximation ratio on the stopping time \( T \) is identical for both the measured continues greedy and the continuous greedy algorithm of [16]. This is somewhat counter intuitive, since the measured continuous greedy makes a “smaller” step in each iteration (recall that the movement in direction \( u \) is reduced by a multiplicative factor of \( (1 - y_u) \)). This seems to suggest that the traditional continuous greedy algorithm is a bit wasteful. The smaller steps of the measured algorithm prevent this waste, keep its fractional solution within the polytope for a longer period of time, and thus, allow the use of larger stopping times in some settings.

\(^5\)Notice that the density resembles the width parameter used by [6].
Theorem 3.2.2 gives an approximation ratio of \( 1 - e^{-T} \approx 1 - (1 - d(P))^{1/d(P)} \). In some cases one can get a cleaner approximation ratio of exactly \( 1 - (1 - d(P))^{1/d(P)} \) by guessing the most valuable single element of \( OPT \) (the technique of guessing the most valuable single element of \( OPT \) is not new, and can be found, e.g., in [16]). The following theorem exemplifies that. A binary polytope \( P \) is a polytope defined by constraints with only \( \{0, 1\} \) coefficients.

**Theorem 3.2.3.** Given a binary down-monotone solvable polytope \( P \) with a bounded \( T_P \) and a normalized monotone submodular function \( f : 2^N \rightarrow \mathbb{R}^+ \), there is a polynomial time algorithm outputting a point \( x \in P \) with \( F(x) \geq [1 - (1 - d(P))^{1/d(P)}] \cdot f(OPT) \).

The measured continuous greedy algorithm is depicted as Algorithm 2. Notice its similarity to the traditional continuous greedy (Algorithm 1). The sole change in Algorithm 2 is the distortion of the direction \( y \), which appears in line 8 of the algorithm as the multiplication of \( I_e(t) \) with \( 1 - y_e(t) \).

**Algorithm 2: Measured Continuous Greedy \((f, P, T)\)**

// Initialization
1 Set: \( n \leftarrow |N|, \delta \leftarrow T([n^5T])^{-1} \).
2 Initialize: \( t \leftarrow 0, y(0) \leftarrow 1_\emptyset \).

// Main loop
3 while \( t < T \) do
4    foreach \( e \in N \) do
5        \( w_e(t) \leftarrow F(y(t) \lor 1_e) - F(y(t)) \).
6    Let \( I(t) \in P \) be a vector maximizing \( I(t) \cdot w(t) \).
7    foreach \( e \in N \) do
8        \( y_e(t + \delta) \leftarrow y_e(t) + \delta I_e(t) \cdot (1 - y_e(t)) \).
9        \( t \leftarrow t + \delta \).
10 Return \( y(T) \).

### 3.2.1 Analysis for Non-Monotone \( f \)

In this section we analyze the measured continuous greedy algorithm for general non-negative submodular functions, and prove Theorem 3.2.1. We first prove that the algorithm always remains within the cube \([0,1]^N\), regardless of the stopping time. Without this observation, the algorithm is not well-defined for \( T > 1 \).

**Observation 3.2.4.** For every value of \( t \), \( y(t) \in [0,1]^N \).

**Proof.** We prove the observation by induction on \( t \). Clearly the observation holds for \( y(0) = 1_\emptyset \). Assume the observation holds for some \( t \), then, for every \( u \in N \), \( y_u(t + \delta) \leq y_u(t) + I(t) \cdot (1 - y_u(t)) \leq 1 \).

Next, we prove a counterpart of Lemma 3.1.2.

**Lemma 3.2.5.** For every \( T \geq 0 \), the measured continuous greedy algorithm produces a solution \( x \) such that \( x/T \in P \).

**Proof.** Notice that \( x \) is coordinate-wise upper bounded by \( x' = \delta \cdot \sum_{i=0}^{T/\delta-1} I(i \cdot \delta) \). Since \( P \) is a down-monotone polytope, it is enough to show that \( x'/T \in P \). \( x'/\delta \) is the sum of \( T/\delta \) points in \( P \), and therefore, \( x'/T = (x'/\delta)/(T/\delta) \in P \).
The following lemma gives together with Lemma 2.3.7 a lower bound on the improvement achieved by the algorithm in each iteration. This lower bound is stated explicitly in Corollary 3.2.7.

**Lemma 3.2.6.** For every time \(0 \leq t < T\), \(\sum_{u \in \mathcal{N}} (1 - y_u(t)) \cdot I_u(t) \cdot \partial_u F(y(t)) \geq F(y(t) \lor 1_{OPT}) - F(y(t))\).

**Proof.** Recall that \(\mathbb{R}(x)\) is a random set containing every element \(u \in \mathcal{N}\) with probability \(x_u\), and that \(F(x) = \mathbb{E}[\mathbb{R}(x)]\). Let us calculate the weight of \(OPT\) according to weight function \(w(t)\).

\[
w(t) \cdot 1_{OPT} = \sum_{u \in OPT} w_u(t) = \sum_{u \in OPT} [F(y(t) \lor 1_u) - F(y(t))]
\]

\[
= \mathbb{E} \left[ \sum_{u \in OPT} f(\mathbb{R}(y(t)) + u) - f(\mathbb{R}(y(t))) \right]
\]

\[
\geq \mathbb{E} [f(\mathbb{R}(y(t)) \cup OPT) - f(\mathbb{R}(y(t)))] = F(y(t) \lor 1_{OPT}) - F(y(t))
\]

Where the inequality follows from submodularity. Since \(1_{OPT} \in \mathcal{P}\), we get:

\[
w(t) \cdot I(t) \geq F(y(t) \lor 1_{OPT}) - F(y(t))
\]

Hence,

\[
\sum_{u \in \mathcal{N}} (1 - y_u(t)) \cdot I_u(t) \cdot \partial_u F(y(t)) = \sum_{u \in \mathcal{N}} (1 - y_u(t)) \cdot I_u(t) \cdot [F(y(t) \lor 1_u) - F(y(t) \land 1_u)]
\]

\[
= \sum_{u \in \mathcal{N}} I_u(t) \cdot [F(y(t) \lor 1_u) - F(y(t))] = I(t) \cdot w(t)
\]

\[
\geq F(y(t) \lor 1_{OPT}) - F(y(t))
\]

**Corollary 3.2.7.** For every time \(0 \leq t < T\), \(F(y(T + \delta)) - F(y(T)) \geq \delta \cdot |F(y(t) \lor 1_{OPT}) - F(y(t))| - O(n^3 \delta^2) \cdot f(OPT)\).

The lower bound given by the last corollary is in terms of \(F(y(t) \lor 1_{OPT})\). To make this lower bound useful, we need to lower bound the term \(F(y(t) \lor 1_{OPT})\). This is done by the following two lemmata and corollary.

**Lemma 3.2.8.** Consider a vector \(x \in [0,1]^\mathcal{N}\). Assuming \(x_u \leq a\) for every \(u \in \mathcal{N}\), then for every set \(S \subseteq \mathcal{N}\), \(F(x \lor 1_S) \geq (1 - a) f(S)\).

**Proof.** Notice that if \(\lambda > a\), then \(T_\lambda(x) = \emptyset\). By Theorem 2.3.5, we have:

\[
F(x \lor 1_S) \geq \hat{f}(x \lor 1_S) = \int_0^1 f(T_\lambda(x \lor 1_S)) d\lambda = \int_0^1 f(T_\lambda(x) \cup S) d\lambda
\]

\[
\geq \int_a^1 f(T_\lambda(x) \cup S) d\lambda = \int_a^1 f(S) d\lambda = (1 - a) \cdot f(S)
\]

**Lemma 3.2.9.** For every time \(0 \leq t \leq T\) and element \(u \in \mathcal{N}\), \(y_u(t) \leq 1 - (1 - \delta)^{t/\delta} \leq 1 - e^{-t} + O(\delta)\).
Proof. We prove the first inequality by induction on $t$. For $t = 0$, the inequality holds because $y_u(0) = 1 - (1 - \delta)^{0/\delta}$. Assume the inequality holds for some $t$, and let us prove it for $t + \delta$.

\[
y_u(t + \delta) = y_u(t) + \delta I_u(t)(1 - y_u(t)) = y_u(t)(1 - \delta I_u(t)) + \delta I_u(t)
\]

\[
\leq (1 - (1 - \delta)^{t/\delta})(1 - \delta I_u(t)) + \delta I_u(t) = 1 - (1 - \delta)^{t/\delta} + \delta I_u(t)(1 - \delta)^{t/\delta}
\]

\[
\leq 1 - (1 - \delta)^{t/\delta} + \delta(1 - \delta)^{t/\delta} = 1 - (1 - \delta)^{(t+\delta)/\delta}.
\]

We complete the proof by deriving the second inequality: $1 - (1 - \delta)^{t/\delta} \leq 1 - [e^{-t}(1 - \delta)]^t = 1 - e^{-t}(1 - \delta)^t \leq 1 - e^{-t}(1 - T\delta) = 1 - e^{-t} + O(\delta)$, where the last inequality holds since $t \in [0, T]$.

**Corollary 3.2.10.** For every time $0 \leq t < T$, $F(y(T + \delta)) - F(y(t)) \geq \delta \cdot [(e^{-t} - O(\delta)) \cdot f(OPT) - F(y(t))] - O(n^3 \delta^2) \cdot f(OPT) = \delta \cdot [e^{-t} \cdot f(OPT) - F(y(t))] - O(n^3 \delta^2) \cdot f(OPT)$.

Proof. By Lemma 3.2.9, every coordinate in $y(t)$ is at most $1 - e^{-t} + O(\delta)$. Therefore, by Lemma 3.2.8, $F(y(t) \cup 1_{OPT}) \geq [e^{-t} - O(\delta)] \cdot f(OPT)$. Plugging this into Corollary 3.2.7 completes the proof.

At this point we have a lower bound on the improvement achieved in each iteration in terms of $t$, $f(OPT)$ and $F(y(t))$. In order to complete the analysis of the algorithm, we need to derive from it a bound on the value of $F(y(t))$ for every time $t$. Let $g(t)$ be defined as following. $g(0) = 0$ and $g(t + \delta) = g(t) + \delta e^{-t} f(OPT) - g(t)$. The next lemma shows that a lower bound on $g(t)$ also gives a lower bound on $F(y(t))$

**Lemma 3.2.11.** For every $0 \leq t \leq T$, $g(t) \leq F(y(t)) + O(n^3 \delta) \cdot t f(OPT)$.

Proof. Let $c$ be the constant hiding behind the big $O$ notation in Corollary 3.2.10. We prove by induction on $t$ that $g(t) \leq F(y(t)) + cn^3 \delta tf(OPT)$. For $t = 0$, $g(0) = 0 \leq F(y(0))$. Assume now that the claim holds for some $t$, and let us prove it for $t + \delta$. Using Corollary 3.2.10, we get:

\[
g(t + \delta) = g(t) + \delta e^{-t} f(OPT) - g(t) = (1 - \delta)g(t) + \delta e^{-t} f(OPT)
\]

\[
\leq (1 - \delta)F(y(t)) + cn^3 \delta tf(OPT) + \delta e^{-t} f(OPT)
\]

\[
= F(y(t)) + \delta e^{-t} f(OPT) - F(y(t)) + c(1 - \delta)n^3 \delta tf(OPT)
\]

\[
\leq F(y(t + \delta)) + cn^3 \delta^2 f(OPT) + c(1 - \delta)n^3 \delta tf(OPT)
\]

\[
\leq F(y(t + \delta)) + cn^3 \delta(t + \delta)f(OPT). \quad \square
\]

The function $g$ is given by a recursive formula, thus, evaluating it is not immediate. Instead, we show that the function $h(t) = te^{-t} \cdot f(OPT)$ lower bounds $g$ within the range $[0, 1]$.

**Lemma 3.2.12.** For every $0 \leq t \leq T$, $g(t) \geq h(t)$.

Proof. The proof is by induction on $t$. For $t = 0$, $g(0) = 0 = 0 \cdot e^{-0} \cdot f(OPT) = h(0)$. Assume now that the lemma holds for some $t$, and let us prove it holds for $t + \delta$.

\[
h(t + \delta) = h(t) + \int_t^{t+\delta} h'(\tau)d\tau = h(t) + f(OPT) \cdot \int_t^{t+\delta} e^{-\tau}(1 - \tau)d\tau
\]

\[
\leq h(t) + f(OPT) \cdot \delta e^{-t}(1 - t) = (1 - \delta)h(t) + \delta e^{-t} \cdot f(OPT)
\]

\[
\leq (1 - \delta)g(t) + \delta e^{-t} \cdot f(OPT) = g(t) + \delta \cdot e^{-t} \cdot f(OPT) - g(t) = g(t + \delta). \quad \square
\]
We can now use the last result to lower bound the quality of the algorithm’s output.

**Corollary 3.2.13.** \( F(y(T)) \geq [Te^{-T} - o(1)] \cdot f(OPT) \).

**Proof.** By Lemmata 3.2.11 and 3.2.12, \( F(y(T)) \geq g(T) - O(n^3\delta) \cdot T f(OPT) \geq h(T) - O(n^3\delta) \cdot f(OPT) = [Te^{-T} - O(n^3\delta)] \cdot f(OPT) \). Recall that \( \delta \leq n^{-5} \), hence, \( O(n^3\delta) = o(1) \), and the proof is complete. \( \square \)

Theorem 3.2.1 now follows immediately from Lemma 3.2.5 and Corollary 3.2.13.

### 3.2.2 Analysis for Monotone \( f \)

In this section we analyze the measured continuous greedy algorithm for normalized monotone submodular functions, and prove Theorems 3.2.2. Observe that all claims of Section 3.2.1 apply here too because a normalized monotone submodular function is a special case of a non-negative submodular function.

Theorem 3.2.2 has three parts. The first part we prove is \( F(y(T)) \geq [(1 - e^T) - o(1)] \cdot f(OPT) \). By combining Lemma 3.2.6 with monotonicity, we get the following corollary.

**Corollary 3.2.14.** For every time \( 0 \leq t < T \), \( F(y(T + \delta)) - F(y(t)) = \delta \cdot [f(OPT) - F(y(t))] - O(n^3\delta^2) \cdot f(OPT) \).

Corollary 3.2.14 is identical to Corollary 3.1.4 from the proof of Theorem 3.1.1. Notice that Theorem 3.1.1 also guarantees \( F(y(T)) \geq [(1 - e^T) - o(1)] \cdot f(OPT) \), and this guarantee follows solely from Corollary 3.1.4. Hence, we can follow the proof of Theorem 3.1.1, and prove that \( F(y(T)) \geq [(1 - e^T) - o(1)] \cdot f(OPT) \) holds also for Algorithm 2. The proof of the first part of the theorem is now complete.

The second part of the theorem states that \( x/T \in P \), which was already proved by Lemma 3.2.5. Hence, we are left to prove the third part of the theorem, which states that if \( P \) is a packing constraint and \( T \leq T_p \), then \( y(T) \in P \). Consider some general constraint \( \sum_{u \in \mathcal{N}} a_u x_u \leq b \) of \( P \). We assume \( a_u > 0 \) for some \( u \in \mathcal{N} \), otherwise, the constraint holds always and can be ignored. Let \( I_u^T = \delta \cdot \sum_{i=0}^{T/\delta - 1} I_u(\delta \cdot i) \), i.e., \( I_u^T \) is the scaled sum of \( I_u \) over all times up to time \( t \). The following two lemmata prove some properties of \( I_u^T \).

**Lemma 3.2.15.** \( \sum_{u \in \mathcal{N}} a_u \cdot I_u^T \leq Tb \).

**Proof.** For every time \( t \in [0, T) \), \( I(t) \) is a feasible solution, and therefore, \( \sum_{u \in \mathcal{N}} a_u \cdot I_u(t) \leq b \). Summing over all times in this range, we get:

\[
\sum_{i=0}^{T/\delta - 1} \sum_{u \in \mathcal{N}} a_u \cdot I_u(\delta \cdot i) \leq \sum_{i=0}^{T/\delta - 1} b.
\]

Since there are \( T/\delta \) different times in the above range, the right hand side of the last expression is \( Tb/\delta \). The lemma now follows by switching the order of summation in the left hand side, and plugging in the definition of \( I_u^T \). \( \square \)

**Lemma 3.2.16.** For every \( 0 \leq t \leq T \), \( y_u(t) \leq 1 - e^{-I_u^T} + O(\delta) \cdot t \).

**Proof.** We prove by induction on \( t \) that \( y_u(t) \leq 1 - e^{-I_u^T} + 0.5\delta t \). For \( t = 0 \) the lemma holds since \( y_u(t) = 0 = 1 - e^{0} + 0 \cdot \delta \). Assume that the lemma holds for some time \( t \), and let us prove it for time \( t + \delta \).

\[
y_u(t + \delta) = y_u(t) + \delta I_u(t) \cdot (1 - y_u(t)) \leq (1 - e^{-I_u^T} + 0.5\delta t)(1 - \delta I_u(t)) + \delta I_u(t)
\]

\[
\leq 1 - e^{-I_u^T} \cdot (1 - \delta I_u(t)) + 0.5t\delta \leq 1 - e^{-I_u^T} \cdot [e^{-\delta I_u(t)} - 0.5(\delta I_u(t))^2] + 0.5t\delta
\]

\[
\leq 1 - e^{-I_u^T - \delta I_u(t)} + 0.5\delta^2 + 0.5t\delta = 1 - e^{-I_u^{T+\delta}} + 0.5(t + \delta)\delta. \quad \square
\]
The following lemma is a mathematical observation needed to combine the last two lemmata.

**Lemma 3.2.17.** Let \( c_1, c_2 > 0 \), and let \( z_1, z_2 \) be two variables whose values obey \( c_1 z_1 + c_2 z_2 = s \) for some constant \( s \). Then, the expression \( c_1(1 - e^{-z_1}) + c_2(1 - e^{-z_2}) \) is maximized when \( z_1 = z_2 \).

**Proof.** The value of \( z_2 \) is given, in terms of \( z_1 \), by \( z_2 = (s - c_1 z_1)/c_2 \). Hence, we can derive the expression \( c_1(1 - e^{-z_1}) + c_2(1 - e^{-z_2}) \) by \( z_1 \) as following.

\[
\frac{d[c_1(1 - e^{-z_1}) + c_2(1 - e^{-z_2})]}{dz_1} = \frac{d[c_1(1 - e^{-z_1}) + c_2(1 - e^{(c_1 z_1 - s)/c_2})]}{dz_1} = c_1 e^{-z_1} [1 - e^{(c_1 z_1 - s)/c_2}] .
\]

Observe that the first part of the derivative is always positive. The second part is a decreasing function of \( z_1 \), and therefore, the original function has a global maximum when the right hand side equals 0, which happens when:

\[
e^{z_1+(c_1 z_1 - s)/c_2} = 1 \iff z_1 + (c_1 z_1 - s)/c_2 = 0 \iff z_1 = z_2 .
\]

The following lemma upper bounds, at time \( T \), the left hand side of our general constraint \( \sum_{u \in \mathcal{N}} a_u \cdot x_u \leq b \).

**Lemma 3.2.18.** Let \( \mathcal{N} ' \subseteq \mathcal{N} \) be the set of elements with a strictly positive \( a_u \). Then, \( \sum_{u \in \mathcal{N} '} a_u \cdot y_u(T) \leq b \cdot \frac{d}{d\mathcal{P}} \cdot (1 - e^{-T d(\mathcal{P})}) \cdot T \).

**Proof.** By Lemma 3.2.16:

\[
\sum_{u \in \mathcal{N} '} a_u \cdot y_u(T) \leq \sum_{u \in \mathcal{N} '} a_u \cdot (1 - e^{-T u} + O(\delta) \cdot T) \leq \sum_{u \in \mathcal{N} '} a_u \cdot (1 - e^{-T u}) + O(\delta) \cdot T d(\mathcal{P}) .
\]

The second term of the right hand side is independent of the values taken by the \( T u \)'s, therefore, we can upper bound the entire right hand side by assigning to the \( T u \)'s values maximizing the first term. Let us determine these values.

- We can assume the summand is an increasing function of \( T u \), the sum \( \sum_{u \in \mathcal{N} '} a_u \cdot T u \) has its maximal value, which is \( T b \) by Lemma 3.2.15.

- By Lemma 3.2.17, the maximum is attained when \( T u \) is identical for all elements \( u \in \mathcal{N} ' \).

It can be easily seen that the sole solution satisfying these conditions is \( T u = T b / \sum_{u \in \mathcal{N} '} a_u \). Plugging this solution into the previous bound on \( \sum_{u \in \mathcal{N} '} a_u \cdot y_u(T) \), we get:

\[
\sum_{u \in \mathcal{N} '} a_u \cdot y_u(T) \leq \sum_{u \in \mathcal{N} '} a_u \cdot (1 - e^{-T b / \sum_{u \in \mathcal{N} '} a_u} + O(\delta) \cdot T b / d(\mathcal{P}))
\]

\[
= \left(1 - e^{-T b / \sum_{u \in \mathcal{N} '} a_u}\right) \cdot \sum_{u \in \mathcal{N} '} a_u + O(\delta) \cdot T b / d(\mathcal{P}) .
\]

Let us denote by \( \Sigma \) the sum \( \sum_{u \in \mathcal{N} '} a_u \). The first term of the last expression can now be rewritten as \( \Sigma (1 - e^{-T b / \Sigma}) \), and its derivative by \( \Sigma \) is:

\[
\frac{d[\Sigma (1 - e^{-T b / \Sigma})]}{d\Sigma} = (1 - e^{-T b / \Sigma}) \cdot \frac{T b}{\Sigma^2} e^{-T b / \Sigma} = 1 - (1 + T b / \Sigma) \cdot e^{-T b / \Sigma}
\]

\[
\geq 1 - e^{T b / \Sigma} \cdot e^{-T b / \Sigma} = 0 .
\]
Hence, increasing the value of $\Sigma$ only worsens the bound we have on $\sum_{u \in \mathcal{N}'} a_u \cdot y_u(T)$. Therefore, we can plug $\Sigma = b/d(\mathcal{P})$, which is an upper bound on $\Sigma$, and get:

$$\sum_{u \in \mathcal{N}'} a_u \cdot y_u(T) \leq (1 - e^{-Tb/(b/d(\mathcal{P}))}) \cdot b/d(\mathcal{P}) + O(\delta) \cdot T b/d(\mathcal{P}) = \frac{b}{d(\mathcal{P})} \cdot (1 - e^{-T d(\mathcal{P})} + O(\delta) \cdot T) .$$

As long as the upper bound proved in the last lemma is at most $b$, the constraint $\sum_{u \in \mathcal{N}'} a_u x_u \leq b$ is not violated. The next corollary shows that if $T \leq T_P$, then this is the case.

**Corollary 3.2.19.** For $T \leq T_P$, the solution $y(T)$ respects the constraint $\sum_{u \in \mathcal{N}'} a_u x_u \leq b$. Moreover, since $\sum_{u \in \mathcal{N}} a_u x_u \leq b$ is an arbitrary constraint of $\mathcal{P}$, $y(T) \in \mathcal{P}$.

**Proof.** By Lemma 3.2.18,

$$\sum_{u \in \mathcal{N}} a_u \cdot y_u(T) = \sum_{u \in \mathcal{N}'} a_u \cdot y_u(T) \leq \sum_{u \in \mathcal{N}'} a_u \cdot y_u(T) \leq \frac{b}{d(\mathcal{P})} \cdot (1 - e^{-T_P d(\mathcal{P})} + O(\delta) \cdot T_P)$$

$$= \frac{b}{d(\mathcal{P})} \cdot (1 - e^{-T_P d(\mathcal{P})} + O(\delta) \cdot T)$$

$$= \frac{b}{d(\mathcal{P})} \cdot (d(\mathcal{P}) - n \delta + O(\delta) \cdot T_P) \leq b .$$

This completes the proof of the third (and last) part of Theorem 3.2.2.

### 3.2.3 Analysis for Monotone $f$ and Binary $\mathcal{P}$

In this section we prove Theorem 3.2.3. Notice that all claims of Section 3.2.2 still hold because the setting considered here is a special case of the setting considered in Section 3.2.2. Theorem 3.2.3 guarantees that given a binary down-monotone solvable polytope $\mathcal{P}$ with a bounded $T_P$ and a normalized monotone submodular function $f : 2^\mathcal{N} \to \mathbb{R}^+$, there exists a polynomial time algorithm outputting a point $x \in \mathcal{P}$ with $F(x) \geq [1 - (1 - d(\mathcal{P}))(1/d(\mathcal{P})) - O(n^{-2})] \cdot f(\text{OPT})$.

A naive attempt to prove Theorem 3.2.3 is to use the measured continuous greedy with stopping time $T = T_P$. Corollary 3.2.19 guarantee that the output $x$ of the measured continuous greedy is a feasible solution. The next lemma lower bounds $F(x)$.

**Lemma 3.2.20.** Let $x$ be the output of the measured continues greedy, assuming $T = T_P$. Then, $F(x) \geq [1 - (1 - d(\mathcal{P}))(1/d(\mathcal{P})) - O(n^{-2})] \cdot f(\text{OPT}) = [1 - (1 - d(\mathcal{P}))(1/d(\mathcal{P})) - O(1)] \cdot f(\text{OPT})$.

**Proof.** First, observe that $d(\mathcal{P})$ must be at least $1/n$ in a binary down-monotone polytope. Using this observation, let us derive $1 - (1 - d(\mathcal{P}) + c)^{1/d(\mathcal{P})}$ by $c$, for $c \leq n^{-1}$.

$$\frac{d[1 - (1 - d(\mathcal{P}) + c)^{1/d(\mathcal{P})}]}{dc} = -\frac{1}{d(\mathcal{P})} \cdot (1 - d(\mathcal{P}) + c)^{1/d(\mathcal{P})-1} \geq -\frac{1}{d(\mathcal{P})} \geq -n .$$

Hence, for $c \leq 1/n$, $1 - (1 - d(\mathcal{P}) + c)^{1/d(\mathcal{P})} \geq 1 - (1 - d(\mathcal{P}))^{1/d(\mathcal{P})} - cn$. The discussion in Section 3.2.2 proves that Corollary 3.1.7 (including its proof) applies to the measured
continuous greedy. By the proof of Corollary 3.1.7:

\[ F(y(x)) \geq [1 - e^{-TP} - O(n^3\delta) \cdot TP] \cdot f(OPT) \]

\[ = [1 - (1 - d(P) + n\delta)^{1/d(P)} - O(n^3\delta) \cdot TP] \cdot f(OPT) \]

\[ \geq [1 - (1 - d(P))^{1/d(P)} - n^2\delta - O(n^3\delta) \cdot TP] \cdot f(OPT) \]

\[ = [1 - (1 - d(P))^{1/d(P)} - O(n^3\delta) \cdot TP] \cdot f(OPT) \]

\[ \geq [1 - (1 - d(P))^{1/d(P)} - n^{-2}] \cdot f(OPT), \]

where the last equality follows since \( \delta \leq n^{-5} \).

Unfortunately, Lemma 3.2.20 is not enough for proving Theorem 3.2.3 because of the \( o(1) \) term in its guarantee. To solve that problem, consider Algorithm 3, which guesses one element of the optimal solution before applying the measured continuous greedy.

**Algorithm 3:** Measured Continuous Greedy with Enumeration \((f, P)\)

// Guess
1. If \( n \) is small enough, guess the optimal solution and terminate.
2. Otherwise, guess an element \( u^* \in OPT \) such that \( f(u^*) \geq f(OPT)/n \).

// Definitions
3. Let \( P' \) be the polytope formed from \( P \) by setting \( x_{u^*} \) to be identically 1.
4. Let \( N_0 \) be the set of elements of \( N \) whose corresponding variables are identically 0 in \( P' \).
5. Set \( N' \leftarrow N - N_0 - \{e^*\} \).
6. Define \( f'(A) = f(A + u^*) - f(\{u^*\}) \).

// Solve
7. Use the measured continuous greedy algorithm with ground set \( N' \), submodular function \( f' \), polytope \( P' \) and stopping time \( TP \).
8. Let \( y(T_P) \) be the output of the measured continuous greedy algorithm.
9. Output \( y(T_P) \lor 1_{u^*} \).

If \( n \) is small enough, then clearly the Algorithm 3 is optimal. Hence, we can assume from now on that \( n \) is large. Let us make sure that there is an element \( u^* \) for the algorithm to guess.

**Lemma 3.2.21.** There is an element \( u^* \in OPT \) satisfying the requirement of the algorithm, i.e., \( f(u^*) \geq f(OPT)/n \).

**Proof.** Assume for the sake of contradiction that every element \( u \in OPT \) has \( f(u) < f(OPT)/n \). Then, we get:

\[ f(OPT) \leq \sum_{u \in OPT} f(u) < \sum_{u \in OPT} \frac{f(OPT)}{n} = \frac{|OPT| \cdot f(OPT)}{n} \leq f(OPT), \]

which is, of course, a contradiction.

Algorithm 3 applies the measured continuous greedy algorithm with the objective function \( f' \). The following lemma shows that \( f' \) has the properties required by Theorem 3.2.2.

**Lemma 3.2.22.** \( f' \) is a normalized monotone submodular function over the ground set \( N' \).
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This is not the case, and there exists

Hence, by the definition of

Proof. \( f \) is submodular because for every two subsets \( A, B \in \mathcal{N'} \):

\[
f'(A) + f'(B) = f(A + u^*) - f\{u^*\} + f(B + u^*) - f\{u^*\}
\geq f(A \cup B + u^*) + f((A + u^* \cap (B + u^*)) - 2f\{u^*\}
= f(A \cup B + u^*) - f\{u^*\} + f((A \cap B) + u^*) - f\{u^*\}
= f'(A \cup B) + f'(A \cap B).
\]

\( f \) is monotone because for every \( A \subseteq B \subseteq \mathcal{N'} \):

\[
f'(A) = f(A + u^*) - f\{u^*\} \leq f(B + u^*) - f\{u^*\} = f'(B).
\]

And finally, \( f' \) is normalized because:

\[
f'(\emptyset) = f(\emptyset + u^*) - f\{u^*\} = 0.
\]

In order for us to use the full power of Theorem 3.2.2, we need to demonstrate that \( \mathcal{P}' \) is a packing polytope and bound its density.

Lemma 3.2.23. The polytope \( \mathcal{P}' \) can be represented as a packing polytope over \( \mathcal{N'} \) with \( d(\mathcal{P}') \geq d(\mathcal{P}) \).

Proof. Consider a general constraint \( \sum_{u \in \mathcal{N'}} a_u x_u \leq b \) of \( \mathcal{P} \). The corresponding constraint in \( \mathcal{P}' \) is \( \sum_{u \in \mathcal{N'}} a_u x_u \leq b - a_{u^*} \). If all the coefficients \( a_u \) on the left side of this constraint are 0, the constraint always holds, and therefore, can be removed. Hence, we can assume this is not the case, and there exists \( u' \in \mathcal{N'} \) such that \( a_{u'} = 1 \).

Clearly \( a_{u^*} \leq b \) because otherwise \( u^* \) could not be a member of a feasible solution, contradicting our assumption that \( u^* \in OPT \). Therefore, the free coefficient of the constraint is either 0 or 1. If \( b - a_{u^*} = 0 \), then this constraint implies \( x_{u'} = 0 \), contradicting the fact \( u' \in \mathcal{N'} \). Hence, \( b - a_{u^*} = 1 \), which implies \( a_{u^*} = 0 \). Thus,

\[
\frac{b - a_{u^*}}{\sum_{u \in \mathcal{N'}} a_u} \geq \frac{b}{\sum_{u \in \mathcal{N'}} a_u}.
\]

The last inequality holds for a general constraint of \( \mathcal{P}' \), and therefore, \( d(\mathcal{P}') \geq d(\mathcal{P}) \).

Corollary 3.2.24. Let \( x \) be the output of Algorithm 3. Then, \( x \in \mathcal{P} \).

Proof. Lemma 3.2.23 imply \( T_{\mathcal{P}'} \geq T_{\mathcal{P}} \), and therefore, \( y(T_{\mathcal{P}}) \in \mathcal{P}' \) by Theorem 3.2.2. Hence, by the definition of \( \mathcal{P}' \), \( x = y(T_{\mathcal{P}}) \lor 1_{e^*} \in \mathcal{P} \).

To complete the proof of Theorem 3.2.3, we are only left to lower bound \( F(x) \).

Lemma 3.2.25. \( F(x) \geq [1 - (1 - d(\mathcal{P})^{1/d(\mathcal{P})}) \cdot f(OPT) \).

Proof. Recall that one of the conditions of Theorem 3.2.3 is that \( T_{\mathcal{P}} \) should be bounded. The only case in which \( T_{\mathcal{P}} \) is unbounded is when \( d(\mathcal{P}) \) approaches 1. Hence, we know that \( d(\mathcal{P}) \) is bounded away from 1.

Let \( \mathcal{P}' \) be the multilinear extension of \( f' \), and observe that \( OPT - \{e^*\} \) is the optimal point in \( \mathcal{P}' \). The above lemmata prove that \( f' \) and \( \mathcal{P}' \) obey all the requirements of Theorem 3.2.2, and therefore, we can apply Lemma 3.2.20 to them, yielding \( F'(y(T_{\mathcal{P}})) \geq \).
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[1 - (1 - d(P))^{1/d(P)} - cn^{-2}] \cdot f'(OPT - \{e^*\})$ for some constant $c$ (assuming large enough $n$). Hence,

$$F(x) = \mathbb{E}[f(\{e^*\} \cup R(y(T_P)))) = \mathbb{E}[f(\{e^*\}) + f'(R(y(T_P)))) = f(\{e^*\}) + F'(y(T_P))$$

$$\geq f(\{e^*\}) + [1 - (1 - d(P))^{1/d(P)} - cn^{-2}] \cdot f'(OPT - \{e^*\})$$

$$= ((1 - d(P))^{1/d(P)} + cn^{-2}) \cdot f(\{e^*\}) + (1 - (1 - d(P))^{1/d(P)} - cn^{-2}) \cdot f(OPT)$$

$$\geq [1 - (1 - d(P))^{1/d(P)} + n^{-1}(1 - d(P))^{1/d(P)} - cn^{-1}] \cdot f(OPT)$$

$$\geq [1 - (1 - d(P))^{1/d(P)}] \cdot f(OPT)$$

where the last inequality holds for large enough $n$ since $c$ is a constant and $d(P)$ is bounded away from 1.

\[ 3.3 \text{ Applications of the Measured Continuous Greedy} \]

Theorems 3.2.1, 3.2.2 and 3.2.3 immediately provide improved approximations for various problems. We elaborate now on a few of these, starting with the non-monotone case. Theorem 3.2.1, gives an improved $1/e - o(1)$-approximation for finding a fractional solution for any down-monotone and solvable polytope $P$. Examples of some well-studied problems for which this provides improved approximation are maximization of a non-monotone sub-modular function $f$ over a single matroid [20, 37, 81] and over $O(1)$ knapsack constraints [20, 61, 57]. For both we provide an improved approximation of about $1/e$. Note that both problems are known to have an approximation of roughly $\approx 0.325$ [20] via the simulated annealing technique of [37].

For the monotone case, Theorems 3.2.2 and 3.2.3 can be immediately used to obtain improved approximations for various problems. Most notable is the well studied Submodular Welfare (SW) problem (refer to [16, 17, 25, 26, 29, 31, 32, 54, 63, 73, 68, 81] for previous results on SW and additional closely related variants of the problem). The above theorems provide tight approximations for any number of players $k$, which exactly matches the $(1 - (1 - 1/k)^k)$-hardness result [68]. This improvement is most significant for small values of $k$. Another problem we consider is Submodular Max-SAT (SSAT). SSAT is a generalization of both Max-SAT and SW with two players, in which a monotone sub-modular function $f$ is defined over the clauses of a CNF formula, and the goal is to find an assignment maximizing the value of $f$ over the set of satisfied clauses. For SSAT we get a 3/4 approximation. The above main applications are summarized in Table 3.1. For other applications involving our algorithm and the framework of [20], see Section 6.

<table>
<thead>
<tr>
<th>Constraint</th>
<th>This Thesis</th>
<th>Previous Result</th>
<th>Hardness*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matroid (non-monotone)</td>
<td>$1/e - o(1)$</td>
<td>0.325</td>
<td>[20] 0.478 [37]</td>
</tr>
<tr>
<td>$O(1)$-Knapsacks (non-monotone)</td>
<td>$1/e - \varepsilon$</td>
<td>0.325</td>
<td>[20] 1/2**</td>
</tr>
<tr>
<td>SW ($k$ players)</td>
<td>$1 - (1 - 1/k)^k$</td>
<td>$\max \left{ 1 - \frac{1}{e^k}, \frac{k}{2(k-1)} \right}$</td>
<td>[26, 16] $1 - (1 - 1/k)^k$ [68]</td>
</tr>
</tbody>
</table>

* All hardness results are for the value oracle model, and are information theory based.
** Can be derived from the method of [81].
3.3.1 Maximizing a Submodular Function Subject to Matroid Constraint

In this section we consider the problem of maximizing a submodular function subject to a matroid constraint. Formally, given a matroid $M = (\mathcal{N}, \mathcal{I})$ and a submodular function $f : 2^{\mathcal{N}} \rightarrow \mathbb{R}^+$, the objective is to find an independent set $S \in \mathcal{I}$ maximizing $f(S)$. Calinescu et al. [16] considered the case that the submodular function is monotone. They used the continuous greedy algorithm to prove the following theorem.

**Theorem 3.3.1.** There is a polynomial time $(1 - 1/e)$-approximation algorithm for maximizing a normalized monotone submodular function subject to a matroid constraint.

The above theorem is tight even for uniform matroids⁶ [71]. Using the measured continuous greedy algorithm instead of the traditional continuous greedy, we get the following result for general non-monotone functions.

**Theorem 3.3.2.** There is a polynomial time $(1/e - o(1))$-approximation algorithm for maximizing a general non-negative submodular function subject to a matroid constraint.

**Proof.** Let $\mathcal{P}(M)$ be the matroid polytope corresponding to $M$. Since $\mathcal{P}(M)$ is a solvable down monotone polytope, by Theorem 3.2.1, applying the measured continuous greedy to it, with stopping time $T = 1$, produces a point $x \in \mathcal{P}(M)$ such that $F(x) \geq [1/e - o(1)] \cdot f(OPT)$.

The point $x$ can then be rounded using pipage rounding. This rounding procedure returns a random set $S$ which is an independent set of $M$ and obeys $\mathbb{E}[f(S)] \geq F(x) \geq [e^{-1} - o(1)] \cdot f(OPT)$. \hfill $\square$

This improves over the previous 0.325-approximation of [20].

3.3.2 Maximizing a Submodular Function Subject to Knapsack Constraints

In this section we consider the problem of maximizing a submodular function subject to a constant number of knapsack constraints. Formally, we are given a ground set $\mathcal{N}$, a set of $d$ knapsack constraints over this ground set (where $d$ is considered to be a constant) and a non-negative submodular function $f : 2^{\mathcal{N}} \rightarrow \mathbb{R}^+$. The objective is to find a set $S \subseteq \mathcal{N}$ satisfying all knapsack constraints and maximizing $f(S)$.

Let $\mathcal{P}$ be the polytope defined by the $d$ knapsack constraints and the cube $[0,1]^\mathcal{N}$. Observe that $\mathcal{P}$ is a down monotone solvable polytope. The following theorem shows that it is possible to round fractional points in $\mathcal{P}$.

**Theorem 3.3.3** (Theorem 2.6 in [57]). Suppose there is an $\alpha$-approximation polynomial time algorithm for finding a point $x \in \mathcal{P}$ maximizing $F(x)$. Then, for every constant $\varepsilon > 0$, there is a polynomial time randomized $(\alpha - \varepsilon)$-approximation algorithm for maximizing a non-monotone submodular function subject to $d$ knapsack constraints.

Theorem 3.3.3 assumes the existence of a fractional approximation algorithm. We observe that the measured continuous greedy algorithm can be used as such an algorithm. For monotone submodular functions, this gives $(1 - 1/e - \varepsilon)$-approximation, which is the result obtained by [57]. For general non-monotone functions, we get the following result.

---

⁶In a uniform matroid, a set is independent if it contains at most $k$ elements of the ground set, for some fixed $k$. 
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Corollary 3.3.4. For any constant $\varepsilon > 0$ and constant integer $d$, there is a polynomial time $(1/e - \varepsilon)$-approximation algorithm for maximizing a general non-negative submodular function subject to $d$ knapsack constraints.

Proof. By Theorem 3.2.1, applying the measured continuous greed to $P$, with $T = 1$, produces a point $x \in P$ such that $F(x) \geq [1/e - o(1)] \cdot f(OPT)$. The corollary now follows from Theorem 3.3.3.

This improves over the previous 0.325-approximation of [57].

3.3.3 The $(d, r)$-Submodular Partition Problem

A $(d, r)$-partition matroid is a matroid defined over a groundset $N = N_1 \cup N_2 \cup \ldots \cup N_m$, where $|N_i| = r$ for every $1 \leq i \leq m$. A set $S \subseteq I$ is independent if it contains up to $d$ elements of each subset $N_i$. In the $(d, r)$-Submodular Partition problem (considered by [5]), given a $(d, r)$-partition matroid $M$ and a normalized monotone submodular function $f$, the objective is to find an independent set $S$ maximizing $f(S)$.

Observation 3.3.5. Let $M$ be a $(d, r)$-partition matroid, then $P(M)$ is a matroid with density $d(P(M)) = d/r$. For $d = 1$, it is also a binary packing matroid.

Proof. $P(M)$ is a polytope defined by $m$ constraints, one for each subset $N_i$. The constraint of $N_i$ is $\sum_{u \in N_i} x_u \leq d$. The number of terms in the sum is $r$, and therefore, the density imposed by this constraint is: $d/\sum_{u \in M_i} d = d/r$.

For $d = 1$, observe that all coefficients in the above constraint belong to $\{0, 1\}$, and therefore, the matroid is a binary packing matroid.

Theorem 3.3.6. There is a polynomial time $(1 - (1 - d/r)^{r/d} - o(1))$-approximation algorithm for $(d, r)$-Submodular Partition. For $d = 1$, the approximation ratio improves to $(1 - (1 - 1/r)^{r})$.

Proof. Observation 3.3.5 together with Theorem 3.2.2 gives a polynomial time approximation algorithm that finds a point $x \in P(M)$ with $F(x) \geq [1 - (1 - d/r)^{r/d} - o(1)] \cdot f(OPT)$. The point $x$ can then be rounded using pipage rounding. This rounding returns an independent random set $S$ of $M$, such that: $E[f(S)] \geq F(x) \geq [1 - (1 - d/r)^{r/d} - o(1)] \cdot f(OPT)$. This completes the proof of the first part of the theorem.

For $d = 1$, we know that the $(d, r)$-partition matroid is a binary packing matroid, and therefore, we can replace Theorem 3.2.2 with Theorem 3.2.3 in the proof of the first part of the theorem, yielding the second part of the theorem.

The last result matches the hardness result given by [5] for every pair of $d$ and $r$, up to low order terms.

3.3.4 The Submodular Max-SAT Problem

In Submodular Max-SAT (SSAT) we are given a CNF formula $\Psi$ with a set $C$ of clauses over a set $N$ of variables, and a normalized monotone submodular function $f : 2^C \rightarrow \mathbb{R}^+$ over the set of clauses. Given an assignment $\phi : N \rightarrow \{0, 1\}$, let $C(\phi) \subseteq C$ be the set of clauses satisfied by $\phi$. The goal is to find an assignment $\phi$ that maximizes $f(C(\phi))$.

Usually, an assignment $\phi$ can give each variable exactly a single truth value. However, for the sake of the algorithm we extend the notion of assignments, and think of an extended assignment $\phi'$ which is a relation $\phi' \subseteq N \times \{0, 1\}$. That is, the assignment $\phi'$ can assign up to 2 truth values to each variable. A clause $C$ is satisfied by an (extended) assignment
\(\phi', \) if there exists a positive literal in the clause which is assigned the truth value 1, or there exists a negative literal in the clause which is assigned the truth value 0. Note again that it might happen that some variable is assigned both 0 and 1. Note also, that an assignment is a feasible solution to the original problem if and only if it assigns exactly one truth value to every variable of \(N\). Let \(C(\phi')\) be the set of clauses satisfied by \(\phi'\). We define \(g : N \times \{0, 1\} \to \mathbb{R}^+\) using \(g(\phi') = f(C(\phi'))\). Using this notation, we can restate SSAT as the problem of maximizing the function \(g\) over the set of feasible assignments.

**Lemma 3.3.7.** The function \(g\) is a normalized monotone submodular function.

**Proof.** It is easy to see that \(g\) is normalized and monotone, however, proving it is also submodular requires some work. Consider two sets \(A, B \subseteq N \times \{0, 1\}\). Using the submodularity and monotonicity of \(f\), we get:

\[
g(A) + g(B) = f(C(A)) + f(C(B)) \geq f(C(A \cup C(B))) + f(C(A \cap C(B))
\geq f(C(A \cup B)) + f(C(A \cap B)) = g(A \cup B) + g(A \cap B).
\]

Notice that we have just restated SSAT as an instance of \((1, 2)\)-Submodular Partition. Hence, we get the following corollary.

**Corollary 3.3.8.** There is an \(\alpha\)-approximation for SSAT if \((1, 2)\)-Submodular Partition has such an approximation. Hence, by Theorem 3.3.6, there is a \(3/4\)-approximation algorithm for SSAT.

Since we identified SSAT with \((1, 2)\)-Submodular Partition, the hardness of [5] applies also to SSAT, and shows that the last corollary is tight.

### 3.3.5 The Submodular Welfare Problems

The input for the Submodular Welfare problem consists of a ground set \(N\) of \(n\) elements and \(k\) players, each player is equipped with a normalized monotone submodular utility function \(f_i : 2^N \to \mathbb{R}^+\). The goal is to partition the elements among the players while maximizing the social welfare. Formally, the objective is to partition \(N\) into \(N_1, N_2, \ldots, N_k\) maximizing \(\sum_{i=1}^{k} f_i(N_i)\).

**Lemma 3.3.9.** An \(\alpha\)-approximation algorithm for \((1, k)\)-Submodular Partition implies an \(\alpha\)-approximation for SW with \(k\) players.

**Proof.** Given an instance \(I\) of SW with \(k\) players, let us transform it into an equivalent instance \(I'\) of \((1, k)\)-Submodular Partition. Let \(u_1, \ldots, u_n\) denote the elements of \(N\). The ground set of \(I'\) is \(N' = \bigcup_{i=1}^{k} N'_i\), where \(N'_i = \{u_i\} \times \{1, 2, \ldots, k\}\). The objective function of \(I'\) is \(g(S) = \sum_{i=1}^{k} f_i(\{u_i | (u_i, i) \in S\})\). It is easy to see that \(g\) is normalized and monotone, however, proving it is submodular requires some work. Consider two sets
$A, B \subseteq \mathcal{N}$. Using the submodularity of $f$, we get:

$$g(A) + g(B) = \sum_{i=1}^{k} f_i(\{u| (u,i) \in A\}) + \sum_{i=1}^{k} f_i(\{u| (u,i) \in B\})$$

$$\geq \sum_{i=1}^{k} f_i(\{u| (u,i) \in A \cup \{u| (u,i) \in B\})$$

$$+ \sum_{i=1}^{k} f_i(\{u| (u,i) \in A \cap \{u| (u,i) \in B\})$$

$$= \sum_{i=1}^{k} f_i(\{u| (u,i) \in A \cup B\}) + \sum_{i=1}^{k} f_i(\{u| (u,i) \in A \cap B\})$$

$$= g(A \cup B) + g(A \cap B)$$.

Next, show how to transform any solution of $I$ to a feasible set of $I'$, and vice versa. Consider a solution $N_1, \ldots, N_k$ of $I$, and let us construct from it the set: $S = \cup_{i=1}^{k} \{u| (u,i) \in N_i\}$. Observe that:

$$g(S) = \sum_{i=1}^{k} f_i(\{u| (u,i) \in S\}) = \sum_{i=1}^{k} f_i(N_i)$$.

Thus, $S$ has exactly the same value as $N_1, \ldots, N_k$. On the other hand, given a set $S$ which is a feasible solution for $I'$, let us create a solution $N_1, \ldots, N_k$ for $I$.

$$N_i = \{u| (u,i) \in S\}$$.

By the definition of $g$, $g(S)$ is equal to the value of the solution $N_1, \ldots, N_k$. The fact that any feasible solution of $I$ can be translated into a feasible set $S$ of $I'$ with the same value, and vice versa implies that both instances have the same optimal value.

We are now ready to use the above transformation of $I$ into $I'$ to translate any $\alpha$-approximation algorithm for $(1,k)$-Submodular Partition into an $\alpha$-approximation algorithm for SW with $k$ players. Given an instance of SW with $k$ players, transform it into an instance of $(1,k)$-Submodular Partition, find an approximate solution for the resulting instance, and then use the procedure described above to convert it into an approximate solution for the original SW instance.

**Corollary 3.3.10.** There is a polynomial time $1 - (1 - 1/k)^k$-approximation algorithm for SW.

**Proof.** Follows immediately from Theorem 3.3.6 and Lemma 3.3.9. □

The last corollary is tight by the result of [68].

### 3.A Down Monotone Polytopes in the Hypercube $[0,1]^N$

Let $\mathcal{P} \subseteq [0,1]^N$ be a down monotone polytope defined by positivity constraints and $m$ additional inequality constraints. Let $\sum_{u \in \mathcal{N}} a_{i,u} x_u \leq b_i$ be the $i^{th}$ constraint defining $\mathcal{P}$. In this section we prove that one can assume the coefficients of the inequality constraints are all non-negative and that $0 < d(\mathcal{P}) \leq 1$.
Observation 3.A.1. We may assume $\mathcal{P}$ has a positive sign constraint $x_u \geq 0$, and an inequality constraint of the form $x_u \leq 1$ for every $u \in \mathcal{N}$.

Proof. Since $\mathcal{P} \subseteq [0,1]^N$, adding these constraints will not effect $\mathcal{P}$.

Lemma 3.A.2. For every $1 \leq i \leq m$, $b_i$ is non-negative.

Proof. Since $\mathcal{P}$ is down monotone, $1_\emptyset \in \mathcal{P}$. The point $1_\emptyset$ induce the value of 0 on the left hand side of all constraints, and therefore, the free coefficients must be non-negative.

Lemma 3.A.3. For every $1 \leq i \leq m$ and $u \in \mathcal{N}$, $a_{i,u}$ is non-negative without loss of generality.

Proof. Assume this is not the case, then let $a_{j,u'}$ be a negative coefficient. Let $\mathcal{P}'$ be the polytope defined by the same set of constraints as $\mathcal{P}$ with the sole modification that $a_{j,u'}$ is changed to 0. By Observation 3.A.1, the change we made only tightens the constraint, and therefore, $\mathcal{P}' \subseteq \mathcal{P}$. Let us show that the last containment is in fact an equality. Let $x$ be a point in $\mathcal{P}$, and let $\sum_{u \in \mathcal{N}} a_{i,u} x_u \leq b_i$ be the $i$th constraint of $\mathcal{P}'$.

For every constraint $i \neq j$, $\mathcal{P}$ and $\mathcal{P}'$ share all coefficients of the $j$th constraint except for $a_{j,u'}$, and therefore,

$$\sum_{u \in \mathcal{N}} a_{j,u} x_u = \sum_{u \in \mathcal{N}} a_{i,u} x_u \leq b_i = b'_i .$$

Let $x' = x \land 1_{\mathcal{N}\setminus\{u'\}}$. Observe that $x' \in \mathcal{P}$ due to the down monotonicity of $\mathcal{P}$. Also, $\mathcal{P}$ and $\mathcal{P}'$ share all coefficients of the $i$th constraint except for $a_{i,u'}$, and therefore,

$$\sum_{u \in \mathcal{N}} a_{i,u} x_u = \sum_{u \in \mathcal{N}\setminus\{u'\}} a_{j,u} x_u = \sum_{u \in \mathcal{N}\setminus\{u'\}} a_{j,u} x'_u \leq b_j = b'_j .$$

Where the inequality holds since $x' \in \mathcal{P}$. We proved that $x \in \mathcal{P}$ implies $x \in \mathcal{P}'$, and therefore, $\mathcal{P} = \mathcal{P}'$. Hence, replacing a negative coefficient $a_{j,u'}$ by 0 does not change the polytope. The lemma now follows by repeating the argument for every negative coefficient.

Lemma 3.A.4. For every constraint $i$, $b_i > 0$ without loss of generality.

Proof. By Lemma 3.A.2, $b_i \geq 0$. Let $\mathcal{N}' = \{u \in \mathcal{N} | a_{u,i} > 0\}$. If $b_i = 0$, the constraint implies that for every $u \in \mathcal{N}'$, the coordinate $x_u$ must be zero everywhere in $\mathcal{P}$, and therefore, the elements of $\mathcal{N}'$ can be removed from the ground set. After the removal of $\mathcal{N}'$s elements, we are left with a constraint of the form:

$$\sum_{u \in \mathcal{N}} 0 \cdot x_u \leq 0 ,$$

and such constraints are meaningless, and can be removed without effecting $\mathcal{P}$.

Lemma 3.A.5. For every constraint $i$, $\sum_{u \in \mathcal{N}} a_{u,i} > 0$ without loss of generality.

Proof. By Lemma 3.A.3, $\sum_{u \in \mathcal{N}} a_{u,i} \geq 0$. If $\sum_{u \in \mathcal{N}} a_{u,i} = 0$, the constraints is satisfied for every assignment, and therefore, can be removed.

Lemma 3.A.6. For every constraint $i$, $\sum_{u \in \mathcal{N}} a_{u,i} > b_i$ without loss of generality.
Proof. For every point \( x \in [0,1]^N \) it holds that \( \sum_{u \in N} a_{u,i} x_u \leq \sum_{u \in N} a_{u,i} \). Hence, if \( \sum_{u \in N} a_{u,i} \leq b_i \), then the \( i^{th} \) constraint is redundant for points in \([0,1]^N\). By Observation 3.A.1, the removal of this constraint will not introduce to \( \mathcal{P} \) points outside of \([0,1]^N\), and therefore, will not modify \( \mathcal{P} \).

Corollary 3.A.7. \( 0 < d(\mathcal{P}) \leq 1 \) without loss of generality.

Proof. Fix an inequality constraint \( i \). Lemmata 3.A.4 and 3.A.5 guarantee \( b_i > 0 \) and \( \sum_{u \in N} a_{u,i} > 0 \), respectively. Hence, \( b_i / \sum_{u \in N} a_{u,i} \) is positive. On the other hand, from Lemma 3.A.6 we get \( \sum_{u \in N} a_{u,i} > b_i \). Since this is true for every inequality constraint of \( \mathcal{P} \), its density must be in the range \((0,1]\). 

\( \Box \)
Chapter 4

Unconstrained Submodular Maximization

Unconstrained Submodular Maximization (USM) is perhaps the most basic submodular maximization problem. Given a non-negative submodular function \( f \), the goal in this problem is to find a subset \( S \subseteq N \) maximizing \( f(S) \). Note that there is no restriction on the choice of \( S \), as any subset of \( N \) is a feasible solution. USM captures many well studied problems such as Max-Cut, Max-DiCut \([38, 43, 45, 51, 53, 78]\), and variants of Max-SAT and maximum facility location \([1, 23, 24]\). Moreover, USM has various applications in other, more practical, settings such as marketing in social networks \([44]\), revenue maximization with discrete choice \([3]\), and algorithmic game theory \([28, 75]\).

USM has been studied starting from the 60’s in the Operations Research community \([3, 21, 39, 40, 41, 52, 60, 67]\). Not surprisingly, as USM captures NP-hard problems, all these works provide algorithms that either solve specific cases of the problem, provide exact algorithms whose time complexity cannot be efficiently bounded, or provide efficient algorithms whose output has no provable guarantee.

The first rigorous study of the problem was conducted by Feige et al. \([30]\), who provided several constant approximation factor algorithms for USM. They proved that a subset \( S \) chosen uniformly at random constitutes a \((1/4)\)-approximation. Additionally, they also described two local search algorithms. The first uses \( f \) as the objective function, and provides an approximation of \( 1/3 \). The second uses a noisy version of \( f \) as the objective function, and achieves an improved approximation guarantee of \( 2/5 \). Gharan and Vondrák \([37]\) showed that an extension of the last method, known as simulated annealing, can provide an improved approximation of roughly 0.41. Their algorithm, like that of Feige et al. \([30]\), uses local search with a noisy objective function. However, in \([37]\) the noise decreases as the algorithm advances, as opposed to being constant as in \([30]\). Feldman et al. \([33]\) observed that if the simulated annealing algorithm of \([37]\) outputs a relatively poor solution, then it must generate at some point a set \( S \) which is structurally similar to some optimal solution. Moreover, they showed that this structural similarity can be traded for value, providing an overall improved approximation of roughly 0.42.

It is important to note that for many special cases of USM better approximation factors are known. For example, the seminal work of Goemans and Williamson \([38]\) provides an 0.878-approximation for Max-Cut based on a semidefinite programming approach, and Ageev and Sviridenko \([1]\) provide an approximation of 0.828 for the maximum facility location problem.

On the negative side, Feige et al. \([30]\) studied the hardness of USM assuming the function \( f \) is given via a value oracle. They proved that for any constant \( \varepsilon > 0 \), any...
algorithm achieving an approximation of $\left(\frac{1}{2} + \varepsilon\right)$ requires an exponential number of oracle queries. This hardness result holds even if $f$ is symmetric, in which case it is known to be tight [30]. Recently, Dobzinski and Vondrak [27] proved that even if $f$ has a compact representation (which is part of the input), the above hardness still holds assuming $RP \neq NP$.

In this section we resolve the approximability of USM. This section is based on [14]. We design a tight linear time $(1/2)$-approximation for the problem. Let us begin by presenting a simple greedy-based algorithm that provides a $(1/3)$-approximation for USM.

**Theorem 4.0.8.** There exists a deterministic linear time $(1/3)$-approximation algorithm for the Unconstrained Submodular Maximization problem.

We show that our analysis of the last algorithm is tight by providing an instance for which the algorithm achieves an approximation of $1/3 + \varepsilon$ for an arbitrary small $\varepsilon > 0$. To improve the algorithm, we incorporate randomness into its choices. The result is an optimal algorithm for USM with the same time complexity.

**Theorem 4.0.9.** There exists a randomized linear time $(1/2)$-approximation algorithm for the Unconstrained Submodular Maximization problem.

In both Theorems 4.0.8 and 4.0.9 we assume that a single query to the value oracle takes $O(1)$ time. Thus, a linear time algorithm is an algorithm which makes $O(n)$ oracle queries plus $O(n)$ other operations, where $n$ is the size of the ground set $N$.

Building on the above two theorems, we provide two additional approximation algorithms for Submodular Max-SAT and Submodular Welfare with 2 players (for the exact definition of these problems please refer to Section 3.3). A tight approximation was already given for both problems in Section 3.3. However, the algorithms given here run in linear time, thus, significantly improving the time complexity, while achieving the same performance guarantee.

**Theorem 4.0.10.** There exists a randomized linear time $(3/4)$-approximation algorithm for the Submodular Max-SAT problem.

**Theorem 4.0.11.** There exists a randomized linear time $(3/4)$-approximation algorithm for the Submodular Welfare problem with 2 players.

### 4.1 A Deterministic Linear Time $(1/3)$-Approximation Algorithm for Unconstrained Submodular Maximization

It is known that a straightforward greedy approach fails for USM. To understand the main ideas behind our algorithm, consider some non-negative submodular function $f$. Let us examine the complement of $f$, denoted by $\bar{f}$, which is defined as: $\bar{f}(S) \equiv f(N \setminus S)$ for any $S \subseteq N$. Note that since $f$ is submodular, $\bar{f}$ is also submodular. Additionally, given an optimum solution $OPT \subseteq N$ for USM with input $f$, $N \setminus OPT$ is an optimal solution with respect to $\bar{f}$, and both solutions have the exact same value. Consider, for example, the greedy algorithm. For $f$, it starts from an empty solution and iteratively adds elements to it in a greedy fashion. However, if one applies the greedy algorithm to $\bar{f}$, one gets an algorithm for $f$ that effectively starts with the solution $N$ and iteratively removes elements from it. Both algorithms are equally reasonable, but, unfortunately, both fail.

Despite the failure of the greedy algorithm when applied separately to either $f$ or $\bar{f}$, we show that a correlated execution on both $f$ and $\bar{f}$ provides a much better result. The
algorithm proceeds in \( n \) iterations that correspond to some arbitrary order \( u_1, \ldots, u_n \) of the ground set \( \mathcal{N} \). The algorithm maintains two solutions \( X \) and \( Y \). Initially, we set the solutions to \( X_0 = \emptyset \) and \( Y_0 = \mathcal{N} \). In the \( i \)th iteration the algorithm either adds \( u_i \) to \( X_{i-1} \) or removes \( u_i \) from \( Y_{i-1} \). This decision is done greedily based on the marginal gain of each of the two options. Eventually, after \( n \) iterations both solutions coincide, and we get \( X_n = Y_n \); this is the output of the algorithm. A formal description of the algorithm appears as Algorithm 4.

\begin{algorithm}
\caption{DeterministicUSM\((f, \mathcal{N})\)}
\begin{algorithmic}[1]
\State \( X_0 \leftarrow \emptyset \), \( Y_0 \leftarrow \mathcal{N} \).
\For {\( i = 1 \) to \( n \)}
\State \( a_i \leftarrow f(X_{i-1} + u_i) - f(X_{i-1}) \).
\State \( b_i \leftarrow f(Y_{i-1} - u_i) - f(Y_{i-1}) \).
\If {\( a_i \geq b_i \)}
\State \( X_i \leftarrow X_{i-1} + u_i \), \( Y_i \leftarrow Y_{i-1} \).
\Else
\State \( X_i \leftarrow X_{i-1} \), \( Y_i \leftarrow Y_{i-1} - u_i \).
\EndIf
\EndFor
\State \textbf{return} \( X_n \) (or equivalently \( Y_n \)).
\end{algorithmic}
\end{algorithm}

The rest of this section is devoted for proving Theorem 4.0.8, \ie, we prove that the approximation guarantee of Algorithm 4 is 1/3. We start with the following useful lemma.

\begin{lemma}
For every \( 1 \leq i \leq n \),
\[ a_i + b_i \triangleq f(X_{i-1} + u_i) - f(X_{i-1}) + f(Y_{i-1} - u_i) - f(Y_{i-1}) \geq 0 \tag{4.1} \]
\end{lemma}

\begin{proof}
Notice that \( (X_{i-1} + u_i) \cup (Y_i - u_i) = Y_{i-1} \) and \( (X_{i-1} + u_i) \cap (Y_i - u_i) = X_{i-1} \). By combining both observations with submodularity, one gets:
\[ a_i + b_i \triangleq [f(X_{i-1} + u_i) - f(X_{i-1})] + [f(Y_{i-1} - u_i) - f(Y_{i-1})] \\
= [f(X_{i-1} + u_i) + f(Y_{i-1} - u_i)] - [f(X_{i-1}) + f(Y_{i-1})] \geq 0 . \]
\end{proof}

Define \( OPT_i \triangleq (OPT \cup X_i) \cap Y_i \). Note that \( OPT_0 = OPT \) and the output of the algorithm is \( OPT_n = X_n = Y_n \). Examine the sequence \( f(OPT_0), \ldots, f(OPT_n) \), which starts with \( f(OPT) \) and ends with the value of the output of the algorithm. The main idea of the proof is to bound the total loss of value along this sequence. This goal is achieved by the following lemma which upper bounds the loss in value between every two consecutive elements in the sequence. Formally, the loss of value, \ie, \( f(OPT_{i-1}) - f(OPT_i) \), is no more than the total increase in value of both solutions maintained by the algorithm, \ie, \( [f(X_i) - f(X_{i-1})] + [f(Y_i) - f(Y_{i-1})] \).

\begin{lemma}
For every \( 1 \leq i \leq n \), \( f(OPT_{i-1}) - f(OPT_i) \leq [f(X_i) - f(X_{i-1})] + [f(Y_i) - f(Y_{i-1})] \).
\end{lemma}

Before proving Lemma 4.1.2, let us show that Theorem 4.0.8 follows from it.

\begin{proof}[Proof of Theorem 4.0.8]
Summing up Lemma 4.1.2 for every \( 1 \leq i \leq n \) gives:
\[ \sum_{i=1}^{n} [f(OPT_{i-1}) - f(OPT_i)] \leq \sum_{i=1}^{n} [f(X_i) - f(X_{i-1})] + \sum_{i=1}^{n} [f(Y_i) - f(Y_{i-1})] . \]
The above sum is telescopic. Collapsing it, we get:
\[ f(OPT_0) - f(OPT_n) \leq [f(X_n) - f(X_0)] + [f(Y_n) - f(Y_0)] \leq f(X_n) + f(Y_n) . \]
Recalling the definitions of \( OPT_0 \) and \( OPT_n \), we obtain that \( f(X_n) = f(Y_n) \geq f(OPT)/3 \).
\end{proof}
Figure 4.1: Tight example for Algorithm 4. The weight of the dashed edges is $1 - \varepsilon$. All other edges have weight of 1.

It is left to prove Lemma 4.1.2.

**Proof of Lemma 4.1.2.** Assume w.l.o.g that $a_i \geq b_i$, i.e., $X_i \leftarrow X_{i-1} + u_i$ and $Y_i \leftarrow Y_{i-1}$ (the other case is analogous). Notice that in this case $OPT_i = (OPT \cup X_i) \cap Y_i = OPT_{i-1} + u_i$ and $Y_i = Y_{i-1}$. Using both, the inequality that we need to prove becomes:

$$f(OPT_{i-1}) - f(OPT_{i-1} + u_i) \leq f(X_i) - f(X_{i-1}) = a_i .$$

We now consider two cases. If $u_i \in OPT$, then the left hand side of the last inequality is 0, and all we need to show is that $a_i$ is non-negative. This is true since Lemma 4.1.1 gives that $a_i + b_i \geq 0$, and we assumed that $a_i \geq b_i$.

If $u_i \notin OPT$, then also $u_i \notin OPT_{i-1}$, and thus:

$$f(OPT_{i-1}) - f(OPT_{i-1} + u_i) \leq f(Y_{i-1} - u_i) - f(Y_{i-1}) = b_i \leq a_i .$$

The first inequality follows by submodularity: $OPT_{i-1} = ((OPT \cup X_{i-1}) \cap Y_{i-1}) \subseteq Y_{i-1} - u_i$ (recall that $u_i \in Y_{i-1}$ and $u_i \notin OPT_{i-1}$). The second inequality follows from our assumption that $a_i \geq b_i$. \qed

### 4.1.1 Tight Example

In this section we show that the analysis of Algorithm 4 is tight.

**Theorem 4.1.3.** For an arbitrarily small constant $\varepsilon > 0$, there exists a submodular function for which Algorithm 4 provides only $(1/3 + \varepsilon)$-approximation.

**Proof.** The proof is done by analyzing Algorithm 4 on the cut function of the weighted digraph given in Figure 4.1. The maximum weight cut in this digraph is $\{u_1, u_4, u_5\}$. This cut has weight of $6 - 2\varepsilon$. We claim that Algorithm 4 outputs the cut $\{u_2, u_3, u_4, u_5\}$, whose value is only 2 (assuming the nodes of the graph are considered at a given order). Hence, the approximation guarantee of Algorithm 4 on the above instance is:

$$\frac{2}{6 - 2\varepsilon} = \frac{1}{3 - \varepsilon} \leq \frac{1}{3} + \varepsilon .$$

Let us track the execution of the algorithm. Let $X_i, Y_i$ be the solutions maintained by the algorithm. Initially $X_0 = \emptyset, Y_0 = \{u_1, u_2, u_3, u_4, u_5\}$. Note that in case of a tie ($a_i = b_i$), Algorithm 4 takes the node $u_i$. 
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In the first iteration the algorithm considers \( u_1 \). Adding this node to \( X_0 \) increases the value of this solution by \( 2 - 2\varepsilon \). On the other hand, removing this node from \( Y_0 \) increases the value of \( Y_0 \) by 2. Hence, \( X_1 \leftarrow X_0, Y_1 \leftarrow Y_0 - u_1 \).

2. Let us inspect the next two iterations in which the algorithm considers \( u_2, u_3 \). One can easily verify that these two iterations are independent, hence, we consider only \( u_2 \). Adding \( u_2 \) to \( X_1 \) increases its value by 1. On the other hand, removing \( u_2 \) from \( Y_1 = \{u_2, u_3, u_4, u_5\} \) also increases the value of \( Y_1 \) by 1. Thus, the algorithm adds \( u_2 \) to \( X_1 \). Since \( u_2 \) and \( u_3 \) are symmetric, the algorithm also adds \( u_3 \) to \( X_1 \). Thus, at the end of these two iterations \( X_3 = X_1 \cup \{u_2, u_3\} = \{u_2, u_3, u_4, u_5\}, Y_3 = \{u_2, u_3, u_4, u_5\} \).

3. Finally, the algorithm considers \( u_4 \) and \( u_5 \). These two iterations are also independent so we consider only \( u_4 \). Adding \( u_4 \) to \( X_3 \) does not increase the value of \( X_3 \). Also removing \( u_4 \) from \( Y_3 \) does not increase the value of \( Y_3 \). Thus, the algorithm adds \( u_4 \) to \( X_3 \). Since \( u_4 \) and \( u_5 \) are symmetric, the algorithm also adds \( u_5 \) to \( X_3 \). Thus, we get \( X_5 = Y_5 = \{u_2, u_3, u_4, u_5\} \).

\[ \square \]

### 4.2 A Randomized Linear Time \((1/2)\)-Approximation Algorithm for Unconstrained Submodular Maximization

In this section we present a randomized algorithm achieving a tight \((1/2)\)-approximation for USM, and by doing so prove Theorem 4.0.9. Algorithm 4 presented in Section 4.1 compared the marginal profits \( a_i \) and \( b_i \). Based on this comparison the algorithm made a greedy deterministic decision whether to include or exclude \( u_i \) from its output. The random algorithm we present next makes a “smoother” decision, based on the values \( a_i \) and \( b_i \). In each step, it randomly chooses whether to include or exclude \( u_i \) from the output with probability that is based on the values \( a_i \) and \( b_i \). A formal description of the algorithm appears as Algorithm 5.

**Algorithm 5: RandomizedUSM\((f,\mathcal{N})\)**

1. \( X_0 \leftarrow \emptyset, Y_0 \leftarrow \mathcal{N} \).
2. **for** \( i = 1 \) to \( n \) **do**
   3. \( a_i \leftarrow f(X_{i-1} + u_i) - f(X_{i-1}) \).
   4. \( b_i \leftarrow f(Y_{i-1} - u_i) - f(Y_{i-1}) \).
   5. \( a'_i \leftarrow \max\{a_i, 0\}, b'_i \leftarrow \max\{b_i, 0\} \).
   6. **with probability** \( a'_i / (a'_i + b'_i) \) **do**: \( X_i \leftarrow X_{i-1} + u_i, Y_i \leftarrow Y_{i-1} \).
   7. **else** (with the compliment probability \( b'_i / (a'_i + b'_i) \)) **do**: \( X_i \leftarrow X_{i-1}, Y_i \leftarrow Y_{i-1} - u_i \).
8. **return** \( X_n \) (or equivalently \( Y_n \)).

* If \( a'_i = b'_i = 0 \), we assume \( a'_i / (a'_i + b'_i) = 1 \).

The rest of this section is devoted to proving that Algorithm 5 provides an approximation guarantee of \( 1/2 \) to USM. Let us start the analysis of Algorithm 5 with the introduction of some notation. Notice that for every \( 1 \leq i \leq n \), \( X_i \) and \( Y_i \) are random variables denoting the sets of elements in the two solutions generated by the algorithm at the end of the \( i \)-th iteration. As in Section 4.1, let us define the following random variable: \( OPT_i \triangleq (OPT \cup X_i) \cap Y_i \). Note that as before, \( X_0 = \emptyset, Y_0 = \mathcal{N} \) and \( OPT_0 = OPT \). Moreover, the following always happens: \( OPT_n = X_n = Y_n \). The proof
idea is similar to that of the deterministic algorithm in Section 4.1. We consider the sequence \( \mathbb{E}[f(OPT_0)], \ldots, \mathbb{E}[f(OPT_n)] \). This sequence starts with \( f(OPT) \) and ends with the expected value of the algorithm’s output. The following lemma upper bounds the loss of two consecutive elements in the sequence. Formally, \( \mathbb{E}[f(OPT_{i-1}) - f(OPT_i)] \) is upper bounded by the average expected change in the value of the two solutions maintained by the algorithm, i.e., \( \frac{1}{2} \cdot \mathbb{E}[(f(X_i) - f(X_{i-1}) + f(Y_i) - f(Y_{i-1}))] \).

**Lemma 4.2.1.** For every \( 1 \leq i \leq n \),

\[
\mathbb{E}[f(OPT_{i-1}) - f(OPT_i)] \leq \frac{1}{2} \cdot \mathbb{E}[(f(X_i) - f(X_{i-1}) + f(Y_i) - f(Y_{i-1}))],
\]

where the expectations are taken over the random choices of the algorithm.

Before proving Lemma 4.2.1, let us show that Theorem 4.0.9 follows from it.

**Proof of Theorem 4.0.9.** Summing up Lemma 4.2.1 for every \( 1 \leq i \leq n \) gives:

\[
\sum_{i=1}^{n} \mathbb{E}[f(OPT_{i-1}) - f(OPT_i)] \leq \frac{1}{2} \cdot \sum_{i=1}^{n} \mathbb{E}[(f(X_i) - f(X_{i-1}) + f(Y_i) - f(Y_{i-1}))].
\]

The above sum is telescopic. Collapsing it, we get:

\[
\mathbb{E}[f(OPT_0) - f(OPT_n)] \leq \frac{1}{2} \cdot \mathbb{E}[(f(X_n) - f(X_0) + f(Y_n) - f(Y_0))] \leq \frac{\mathbb{E}[f(X_n) + f(Y_n)]}{2}.
\]

Recalling the definitions of \( OPT_0 \) and \( OPT_n \), we obtain \( \mathbb{E}[f(X_n)] = \mathbb{E}[f(Y_n)] \geq f(OPT)/2. \)

It is left to prove Lemma 4.2.1.

**Proof of Lemma 4.2.1.** Notice that it suffices to prove Inequality (4.2) conditioned on any event of the form \( X_{i-1} = S_{i-1} \), where \( S_{i-1} \subseteq \{u_1, \ldots, u_{i-1}\} \) and the probability that \( X_{i-1} = S_{i-1} \) is non-zero. Hence, fix such an event corresponding to a set \( S_{i-1} \). The rest of the proof implicitly assumes everything is conditioned on this event. Notice that due to the conditioning, the following quantities become constants:

1. \( Y_{i-1} = S_{i-1} \cup \{u_i, \ldots, u_n\} \).
2. \( OPT_{i-1} \triangleq (OPT \cup X_{i-1}) \cap Y_{i-1} = S_{i-1} \cup (OPT \cap \{u_i, \ldots, u_n\}) \).
3. \( a_i \) and \( b_i \).

Moreover, by Lemma 4.1.1, \( a_i + b_i \geq 0 \). Thus, it cannot be that both \( a_i, b_i \) are strictly less than zero. Hence, we only need to consider the following 3 cases:

**Case 1** (\( a_i \geq 0 \) and \( b_i \leq 0 \)): In this case \( a_i'(a_i' + b_i') = 1 \), and so the following always happen: \( Y_i = Y_{i-1} \cup \{u_i, \ldots, u_n\} \) and \( X_i \leftarrow S_{i-1} + u_i \). Hence, \( f(Y_i) - f(Y_{i-1}) = 0 \). Also, by our definition \( OPT_i = (OPT \cup X_i) \cap Y_i = OPT_{i-1} + u_i \). Thus, we are left to prove that:

\[
f(OPT_{i-1}) - f(OPT_{i-1} + u_i) \leq \frac{1}{2} \cdot [f(X_i) - f(X_{i-1})] = \frac{a_i}{2}.
\]

If \( u_i \in OPT \), then the left hand side of the last expression is 0, which is clearly no larger than the non-negative \( a_i/2 \). If \( u_i \not\in OPT \), then:

\[
f(OPT_{i-1}) - f(OPT_{i-1} + u_i) \leq f(Y_{i-1} - u_i) - f(Y_{i-1}) = b_i \leq 0 \leq a_i/2.
\]

The first inequality follows from submodularity since \( OPT_{i-1} \triangleq (OPT \cup X_{i-1}) \cap Y_{i-1} \subseteq Y_{i-1} - u_i \) (note that \( u_i \in Y_{i-1} \) and \( u_i \not\in OPT_{i-1} \)).
Case 2 \((a_i < 0 \text{ and } b_i \geq 0)\): This case is analogous to the previous one, and therefore, we omit its proof.

Case 3 \((a_i \geq 0 \text{ and } b_i > 0)\): In this case \(a'_i = a_i, b'_i = b_i\). Therefore, with probability \(a_i/(a_i + b_i)\) the following events happen: \(X_i \leftarrow X_{i-1} + u_i\) and \(Y_i \leftarrow Y_{i-1}\), and with probability \(b_i/(a_i + b_i)\) the following events happen: \(X_i \leftarrow X_{i-1}\) and \(Y_i \leftarrow Y_{i-1} - u_i\). Thus,

\[
\mathbb{E}[f(X_i) - f(X_{i-1}) + f(Y_i) - f(Y_{i-1})] = \frac{a_i}{a_i + b_i} \cdot [f(X_i - u_i) - f(X_{i-1}) + f(Y_{i-1}) - f(Y_{i-1})] + \frac{b_i}{a_i + b_i} \cdot [f(X_i) - f(X_{i-1}) + f(Y_{i-1} - u_i) - f(Y_{i-1})] = \frac{a^2_i + b^2_i}{a_i + b_i}.
\]

Next, we upper bound \(\mathbb{E}[f(OPT_{i-1}) - f(OPT_i)]\). As \(OPT_i = (OPT \cup X_i) \cap Y_i\), we get,

\[
\mathbb{E}[f(OPT_{i-1}) - f(OPT_i)] = \frac{a_i}{a_i + b_i} \cdot [f(OPT_{i-1}) - f(OPT_{i-1} + u_i)] + \frac{b_i}{a_i + b_i} \cdot [f(OPT_{i-1}) - f(OPT_{i-1} - u_i)] \\
\leq \frac{a_i b_i}{a_i + b_i}.
\]

The final inequality follows by considering two cases. Note first that \(u_i \in Y_{i-1}\) and \(u_i \notin X_{i-1}\). If \(u_i \notin OPT_{i-1}\) then the second term of the left hand side of the last inequality equals zero. Moreover, \(OPT_{i-1} \triangleq (OPT \cup X_{i-1} \cap Y_{i-1}) \subseteq Y_{i-1} - u_i\), and therefore, by submodularity,

\[
f(OPT_{i-1}) - f(OPT_{i-1} + u_i) \leq f(Y_{i-1} - u_i) - f(Y_{i-1}) = b_i.
\]

If \(u_i \in OPT_{i-1}\) then the first term of the left hand side of Inequality (4.4) equals zero, and we also have \(X_{i-1} \subseteq ((OPT \cup X_{i-1}) \cap Y_{i-1}) - u_i = OPT_{i-1} - u_i\). Thus, by submodularity,

\[
f(OPT_{i-1}) - f(OPT_{i-1} - u_i) \leq f(X_{i-1} + u_i) - f(X_{i-1}) = a_i.
\]

Plugging (4.3) and (4.4) into Inequality (4.2), we get the following:

\[
\frac{a_i b_i}{a_i + b_i} \leq \frac{1}{2} \cdot \left( \frac{a^2_i + b^2_i}{a_i + b_i} \right),
\]

which can be easily verified.

### 4.3 A Tight \((1/2)\)-Approximation for USM using Fractional Values

In Section 4.2 we presented Algorithm 5 which is a randomized optimal algorithm for USM. In this section we present Algorithm 6, which is the continuous counterpart of the Algorithm 5. This algorithm achieves the same approximation ratio (up to low order terms), but keeps a fractional inner state.
We abuse notations both in the description of the algorithm and in its analysis, and unify a set with its characteristic vector. As usual, we assume that we have an oracle access to the multilinear extension $F$. If this is not the case, then the value of $F$ can be approximated arbitrarily well using sampling.

### Algorithm 6: MultilinearUSM($f, N$)

1. $x_0 \leftarrow \emptyset$, $y_0 \leftarrow N$.
2. for $i = 1$ to $n$ do
   3. $a'_i \leftarrow F(x_{i-1} + \{u_i\}) - F(x_{i-1})$.
   4. $b'_i \leftarrow F(y_{i-1} - \{u_i\}) - F(y_{i-1})$.
   5. $a'_i \leftarrow \max\{a_i, 0\}$, $b'_i \leftarrow \max\{b_i, 0\}$.
   6. $x_i \leftarrow x_{i-1} + \frac{a'_i}{a'_i + b'_i} \cdot \{u_i\}$.
   7. $y_i \leftarrow y_{i-1} - \frac{b'_i}{a'_i + b'_i} \cdot \{u_i\}$.
8. return a random set $R(x_n)$ (or equivalently $R(y_n)$).

*If $a'_i = b'_i = 0$, we assume $a'_i/(a'_i + b'_i) = 1$ and $b'_i/(a'_i + b'_i) = 0$.

The main difference between Algorithms 5 and 6 is that Algorithm 5 chooses each element with some probability, whereas Algorithm 6 assigns a fractional value to the element. This requires the following modifications to the algorithm:

- The sets $X_i, Y_i \subseteq 2^N$ are replaced by the vectors $x_i, y_i \in [0, 1]^N$.

- Algorithm 6 uses the multilinear extension $F$ instead of the original submodular function $f$.

**Theorem 4.3.1.** If one has an oracle access to $F$, Algorithm 6 is a $1/2$-approximation algorithm for USM.

The rest of this section is devoted to proving Theorem 4.3.1. Similarly to Section 4.2, define $OPT_i \triangleq (OPT \lor x_i) \land y_i$. Examine the sequence $F(OPT_0), \ldots, F(OPT_n)$.

Notice that $OPT_0 = OPT$, i.e., the sequence starts with the value of an optimal solution, and that $OPT_n = x_n = y_n$, i.e., the sequence ends at a fractional point whose value is the expected value of the algorithm’s output. The following lemma upper bounds the loss of two consecutive elements in the sequence. Formally, $F(OPT_{i-1}) - F(OPT_i)$ is upper bounded by the average change in the value of the two solutions maintained by the algorithm, i.e., $1/2 \cdot [F(x_i) - F(x_{i-1}) + F(y_i) - F(y_{i-1})]$.

**Lemma 4.3.2.** For every $1 \leq i \leq n$, $F(OPT_{i-1}) - F(OPT_i) \leq \frac{1}{2} \cdot [F(x_i) - F(x_{i-1}) + F(y_i) - F(y_{i-1})]$.

Before proving Lemma 4.3.2, let us show that Theorem 4.3.1 follows from it.

**Proof of Theorem 4.3.1.** Summing up Lemma 4.3.2 for every $1 \leq i \leq n$ gives:

$$
\sum_{i=1}^{n} [F(OPT_{i-1}) - F(OPT_i)] \leq \frac{1}{2} \cdot \sum_{i=1}^{n} [F(x_i) - F(x_{i-1})] + \frac{1}{2} \cdot \sum_{i=1}^{n} [F(y_i) - F(y_{i-1})].
$$

The above sum is telescopic. Collapsing it, we get:

$$
F(OPT_0) - F(OPT_n) \leq \frac{1}{2} \cdot [F(x_n) - F(x_0)] + \frac{1}{2} \cdot [F(y_n) - F(y_0)] \leq \frac{F(x_n) + F(y_n)}{2}.
$$
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Recalling the definitions of \(OPT_0\) and \(OPT_n\), we obtain that \(F(x_n) = F(y_n) \geq f(OPT)/2.\)

It is left to prove Lemma 4.3.2.

**Proof of Lemma 4.3.2.** By Lemma 4.1.1, \(a_i + b_i \geq 0\), therefore, it cannot be that both \(a_i, b_i\) are strictly less than zero. Thus, we have 3 cases to consider.

**Case 1 (\(a_i \geq 0\) and \(b_i \leq 0\)):** In this case \(a'_i/(a'_i + b'_i) = 1\), and so \(y_i = y_{i-1}, x_i \leftarrow x_{i-1} \vee \{u_i\}\). Hence, \(F(y_i) - F(y_{i-1}) = 0\). Also, by our definition \(OPT_i = (OPT \vee x_i) \wedge y_i = OPT_{i-1} \vee \{u_i\}\). Thus, we are left to prove that:

\[
F(OPT_{i-1}) - F(OPT_{i-1} \vee \{u_i\}) \leq \frac{1}{2} \cdot [F(x_i) - F(x_{i-1})] = a_i/2.
\]

If \(u_i \in OPT\), then the left hand side of the above equation is 0, which is clearly no larger than the non-negative \(a_i/2\). If \(u_i \notin OPT\), then:

\[
F(OPT_{i-1}) - F(OPT_{i-1} \vee \{u_i\}) \leq F(y_{i-1} - \{u_i\}) - F(y_{i-1}) = b_i \leq 0 \leq a_i/2.
\]

The first inequality follows from submodularity since \(OPT_{i-1} = ((OPT \vee x_{i-1}) \wedge y_{i-1}) \leq y_{i-1} - \{u_i\}\) (note that in this case \((y_{i-1})_u = 1\) and \((OPT_{i-1})_u = 0\).

**Case 2 (\(a_i < 0\) and \(b_i \geq 0\)):** This case is analogous to the previous one, and therefore, we omit its proof.

**Case 3 (\(a_i \geq 0\) and \(b_i > 0\)):** In this case \(a'_i = a_i, b'_i = b_i\) and so, \(x_i \leftarrow x_{i-1} + \frac{a_i}{a_i + b_i} \cdot \{u_i\}\) and \(y_i \leftarrow y_{i-1} - \frac{b_i}{a_i + b_i} \cdot \{u_i\}\). Therefore, we have,

\[
F(x_i) - F(x_{i-1}) = \left[\frac{a_i}{a_i + b_i} \cdot F(x_{i-1} \vee \{u_i\}) + \frac{b_i}{a_i + b_i} \cdot F(x_{i-1})\right] - F(x_{i-1}) \quad (4.5)
\]

\[
= \frac{a_i}{a_i + b_i} \cdot [F(x_{i-1} \vee \{u_i\}) - F(x_{i-1})] = \frac{a_i^2}{a_i + b_i}.
\]

A similar argument shows that:

\[
F(y_i) - F(y_{i-1}) = \frac{b_i^2}{a_i + b_i}. \quad (4.6)
\]

Next, we upper bound \(F(OPT_{i-1}) - F(OPT_i)\). For simplicity, let us assume \(u_i \notin OPT\) (the proof for the other case is similar). Recall, that \(OPT_i = (OPT \vee x_i) \wedge y_i\):

\[
F(OPT_{i-1}) - F(OPT_i) = F(OPT_{i-1}) - F(OPT_{i-1} \vee \frac{a_i}{a_i + b_i} \cdot \{u_i\}) \quad (4.7)
\]

\[
= F(OPT_{i-1}) - \left[\frac{a_i}{a_i + b_i} \cdot F(OPT_{i-1} \vee \{u_i\}) + \frac{b_i}{a_i + b_i} \cdot F(OPT_{i-1})\right] \]

\[
= \frac{a_i}{a_i + b_i} \cdot [F(OPT_{i-1}) - F(OPT_{i-1} \vee \{u_i\})] \]

\[
\leq \frac{a_i b_i}{a_i + b_i} \cdot [F(y_{i-1} - \{u_i\}) - F(y_{i-1})] = \frac{a_i b_i}{a_i + b_i}.
\]
The inequality follows from the submodularity of \( f \) since,
\[
\text{OPT}_{i-1} = ((\text{OPT} \lor x_{i-1}) \land y_{i-1}) \leq y_{i-1} - \{u_i\}
\]
(note again that in this case \((y_{i-1})_{u_i} = 1\) and \((\text{OPT}_{i-1})_{u_i} = 0\)). Plugging (4.5), (4.6) and (4.7) into the inequality that we need to prove, we get the following:
\[
\frac{a_i b_i}{a_i + b_i} \leq \frac{1}{2} \cdot \frac{a_i^2 + b_i^2}{a_i + b_i},
\]
which can be easily verified. \(\square\)

4.4 Linear Time Approximations for Submodular Max-SAT and Submodular Welfare with 2 Players

In this section we build upon ideas from the previous sections to obtain linear time tight \((3/4)\)-approximation algorithms for both the Submodular Max-SAT (SSAT) and the Submodular Welfare (SW) with 2 players problems. Tight approximations for these problems were also given in Sections 3.3.4 and 3.3.5 above. However, the algorithms we present here, in addition to having optimal approximation ratios, also run in linear time.

4.4.1 A Linear Time Tight \((3/4)\)-Approximation for Submodular Max-SAT

Recall that in Submodular Max-SAT we are given a CNF formula \(\Psi\) with a set \(C\) of clauses over a set \(N\) of variables, and a normalized monotone submodular function \(f : 2^C \rightarrow \mathbb{R}^+\) over the set of clauses. Given an assignment \(\phi : N \rightarrow \{0, 1\}\), let \(C(\phi) \subseteq C\) be the set of clauses satisfied by \(\phi\). The goal is to find an assignment \(\phi\) that maximizes \(f(C(\phi))\).

Like in Section 3.3.4, we extend the notion of assignments, and think of an extended assignment \(\phi'\) which is a relation \(\phi' \subseteq N \times \{0, 1\}\). That is, the assignment \(\phi'\) can assign up to 2 truth values to each variable. A clause \(C\) is satisfied by an (extended) assignment \(\phi'\), if there exists a positive literal in the clause which is assigned to truth value 1, or there exists a negative literal in the clause which is assigned a truth value 0. Note again that it might happen that some variable is assigned both 0 and 1, or no value at all. Note also, that an assignment is a feasible solution to the original problem if and only if it assigns exactly one truth value to every variable of \(N\). Let \(C(\phi')\) be the set of clauses satisfied by \(\phi'\). We define \(g : N \times \{0, 1\} \rightarrow \mathbb{R}^+\) using \(g(\phi') \triangleq f(C(\phi'))\). Using the above notation, it is possible to restate SSAT as the problem of maximizing the function \(g\) over the set of feasible assignments. Recall the following lemma from Section 3.3.4.

**Lemma 3.3.7.** The function \(g\) is a normalized monotone submodular function.

The algorithm we design for SSAT conducts \(n\) iterations. It maintains at each iteration \(1 \leq i \leq n\) two assignments \(X_i\) and \(Y_i\) which always satisfy: \(X_i \subseteq Y_i\). Initially, \(X_0 = \emptyset\) assigns no truth values to the variables, and \(Y_0 = N \times \{0, 1\}\) assigns both truth values to all variables. The algorithm considers the variables in an arbitrary order \(u_1, u_2, \ldots, u_n\). For every variable \(u_i\), the algorithm evaluates the marginal profit from assigning it only the truth value 0 in both assignments, and assigning it only the truth value 1 in both assignments. Based on these marginal values, the algorithm makes a random decision on the truth value assigned to \(u_i\). After the algorithm considers a variable \(u_i\), both assignments \(X_i\) and \(Y_i\) agree on a single truth value for \(u_i\). Thus, when the algorithm terminates both assignments are identical and feasible. A formal statement of the algorithm appears as Algorithm 7.
For every $i$, the approximation ratio now follows from the observation that $Y_i = X_i - u_i$. Recalling the definitions of $OPT$ and $g$, the above sum is telescopic. Collapsing it, we get:

$$
E[g(OPT_{i-1}) - g(OPT_i)] \leq \frac{1}{2} \cdot E[(g(X_i) - g(X_{i-1}) + g(Y_i) - g(Y_{i-1})]
$$

where expectations are taken over the random choices of the algorithm.

Proof of Theorem 4.0.10. The proof has two parts: bounding the approximation ratio of the algorithm, and analyzing its running time.

Proof of the approximation ratio of the algorithm: Summing up Lemma 4.4.1 for every $1 \leq i \leq n$ we get,

$$
\sum_{i=1}^{n} E[g(OPT_{i-1}) - g(OPT_i)] \leq \frac{1}{2} \cdot \sum_{i=1}^{n} E[g(X_i) - g(X_{i-1}) + g(Y_i) - g(Y_{i-1})]
$$

The above sum is telescopic. Collapsing it, we get:

$$
E[g(OPT_0) - g(OPT_n)] \leq \frac{1}{2} \cdot E[g(X_n) - g(X_0) + g(Y_n) - g(Y_0)] \\
\leq \frac{E[g(X_n) + g(Y_n) - g(Y_0)]}{2}
$$

Recalling the definitions of $OPT_0$ and $OPT_n$, we obtain that:

$$
E[g(X_n)] = E[g(Y_n)] \geq g(OPT)/2 + g(Y_0)/4.
$$

The approximation ratio now follows from the observation that $Y_0$ satisfies all clauses of $\Psi$, and therefore, $g(Y_0) \geq g(OPT)$.

---

### Algorithm 7: RandomizedSSAT($f, \Psi$)

1. $X_0 \leftarrow \emptyset, Y_0 \leftarrow N \times \{0,1\}$.
2. for $i = 1$ to $n$ do
   3. $a_{i,0} \leftarrow g(X_{i-1} + (u_i, 0)) - g(X_{i-1}), a_{i,1} \leftarrow g(X_{i-1} + (u_i, 1)) - g(X_{i-1})$.
   4. $b_{i,0} \leftarrow g(Y_{i-1} + (u_i, 0)) - g(Y_{i-1}), b_{i,1} \leftarrow g(Y_{i-1} + (u_i, 1)) - g(Y_{i-1})$.
   5. $s_{i,0} \leftarrow \max\{a_{i,0} + b_{i,1}, 0\}, s_{i,1} \leftarrow \max\{a_{i,1} + b_{i,0}, 0\}$.
   6. with probability $s_{i,0}/(s_{i,0} + s_{i,1})$ do: $X_i \leftarrow X_{i-1} + (u_i, 0), Y_i \leftarrow Y_{i-1} - (u_i, 1)$.
   7. else (with the compliment probability $s_{i,1}/(s_{i,0} + s_{i,1})$) do:
   8. $X_i \leftarrow X_{i-1} + (u_i, 1), Y_i \leftarrow Y_{i-1} - (u_i, 0)$.
9. return $X_n$ (or equivalently $Y_n$).

* If $s_{i,0} = s_{i,1} = 0$, we assume $s_{i,0}/(s_{i,0} + s_{i,1}) = 1$.
We explain here how to answer all oracle queries of the form \( g(X_{i-1}) \) and \( g(X_{i-1} + (u_i, v)) \) in linear time. Using an analogous idea, one can also answer all oracle queries of the form \( g(Y_{i-1}) \) and \( g(Y_{i-1} - (u_i, v)) \) in linear time.

The algorithm first pre-process the clauses, and creates for every variable a list of the clauses that are satisfied if the truth value of the variable is set to 0, and another list with the clauses that are satisfied if the truth value of the variable is set to 1. Notice that this can be done in time linear in the length of the formula \( \Psi \).

Additionally, the algorithm maintains a set \( C \subset C \) of clauses satisfied by \( X_{i-1} \). Initially this set is empty. To evaluate the queries of the forms \( g(X_{i-1}) \) and \( g(X_{i-1} + (u_i, v)) \), the algorithm has to respond to three types of events:

- A query of the form \( g(X_{i-1}) \) is answered by making an oracle query \( f(C) \).
- A query of the form \( g(X_{i-1} + (u_i, v)) \) is answered using a three steps process.
  1. Adding all the clauses from the list of clauses satisfied by \( \{u_i, v\} \) to \( C \). The clauses that are new to \( C \) are kept in a side list \( L \).
  2. Making an oracle query \( f(C) \).
  3. Removing the clauses of \( L \) from \( C \).
- When the assignment \( X_{i-1} \) is replaced with a new assignment \( X_{i-1} + (u_i, v) \), the algorithm adds to \( C \) all clauses satisfied by \( \{u_i, v\} \).

Notice that each list is used for responding to at most 2 events. Hence, the time required to respond to all events is \( O(n) \) plus time proportional to the total length of the lists (which is linear in the length of \( \Psi \)).

**Remark:** In order for the above implementation to work efficiently, we must maintain the set \( C \) using a data structure which supports performing the following operations in constant time: “adding an element”, “removing an element” and “checking the existence of an element”. One possible such data structure is, e.g., an array.

It is left to prove Lemma 4.4.1.

**Proof.** Notice that it suffices to prove Inequality (4.8) conditioned on any event of the form \( X_{i-1} = S_{i-1} \), where \( S_{i-1} \subseteq \{ (u_1, \ast), (u_2, \ast), \ldots, (u_{i-1}, \ast) \} \) and the probability that \( X_{i-1} = S_{i-1} \) is non-zero (note that according to the algorithm’s definition \( X_{i-1} \) contains exactly a single element of the form \( (u_j, \ast) \) for every \( 1 \leq j \leq i - 1 \)). Hence, fix such an event corresponding to a \( S_{i-1} \). The rest of the proof implicitly assumes everything is conditioned on this event. Notice that due to the conditioning, the following quantities become constants:

- \( Y_{i-1} = S_{i-1} \cup \{ (u_i, 0), (u_i, 1), \ldots, (u_n, 0), (u_n, 1) \} \).
- \( OPT_{i-1} = (OPT \cup X_{i-1}) \cap Y_{i-1} \).
- \( a_i, 0, a_i, 1, b_i, 0 \), and \( b_i, 1 \).

Moreover, by Lemma 4.1.1, \( a_i, 0 + b_i, 0 \geq 0 \) and \( a_i, 1 + b_i, 1 \geq 0 \). Thus, \( s_i, 0 + s_i, 1 \geq 0 \), and it cannot be that both \( s_i, 0, s_i, 1 \) are strictly less than zero. Hence, we only need to prove the lemma for the following 3 cases:
Case 1 \((s_{i,0} \geq 0 \text{ and } s_{i,1} \leq 0)\): In this case \(\frac{s_{i,0}}{s_{i,0} + s_{i,1}} = 1\), and the following always happen: \(Y_i = Y_{i-1} - (u_i, 1)\) and \(X_i \leftarrow X_{i-1} + (u_i, 0)\). Hence,

\[
g(X_i) - g(X_{i-1}) + g(Y_i) - g(Y_{i-1}) = s_{i,0} = a_{i,0} + b_{i,1} .
\]

By our definition \(OPT_i = (OPT \cup X_i) \cap Y_i = OPT_{i-1} + (u_i, 0) - (u_i, 1)\). Thus, we are left to prove that:

\[
g(OPT_{i-1}) - g(OPT_{i-1} + (u_i, 0) - (u_i, 1)) \leq \frac{1}{2} \cdot [g(X_i) - g(X_{i-1}) + g(Y_i) - g(Y_{i-1})] = s_{i,0}/2 .
\]

There are two case. If \((u_i, 0) \in OPT, (u_i, 1) \notin OPT\), then the left hand side of the last expression is 0, which is clearly no larger than the non-negative \(s_{i,0}/2\). If \((u_i, 0) \notin OPT, (u_i, 1) \in OPT\), then,

\[
g(OPT_{i-1}) - g(OPT_{i-1} + (u_i, 0) - (u_i, 1)) = (g(OPT_{i-1}) - g(OPT_{i-1} + (u_i, 0))) + (g(OPT_{i-1} + (u_i, 0) - (u_i, 1)))
\]

\[
\leq g(X_{i-1} + (u_i, 1)) - g(X_{i-1}) + g(Y_{i-1} - (u_i, 0)) - g(Y_{i-1}) = s_{i,1} \leq 0 \leq s_{i,0}/2 .
\]

The first inequality follows from submodularity since \(X_{i-1} \subseteq OPT_{i-1} + (u_i, 0) - (u_i, 1)\), \(OPT_{i-1} \subseteq Y_{i-1} - (u_i, 0)\).

Case 2 \((s_{i,0} < 0 \text{ and } s_{i,1} \geq 0)\): This case is analogous to the previous one, and therefore, we omit its proof.

Case 3 \((s_{i,0} \geq 0 \text{ and } s_{i,1} > 0)\): In this case \(s_{i,0} = a_{i,0} + b_{i,1}, s_{i,1} = a_{i,1} + b_{i,0}\) and so,

\[
\mathbb{E}[g(X_i) - g(X_{i-1}) + g(Y_i) - g(Y_{i-1})]
\]

\[
= \frac{s_{i,0}}{s_{i,0} + s_{i,1}} \cdot [g(X_{i-1} + (u_i, 0)) - g(X_{i-1}) + g(Y_{i-1} - (u_i, 1)) - g(Y_{i-1})]
\]

\[
+ \frac{s_{i,1}}{s_{i,0} + s_{i,1}} \cdot [g(X_{i-1} + (u_i, 1)) - g(X_{i-1}) + g(Y_{i-1} - (u_i, 0)) - g(Y_{i-1})]
\]

\[
= \frac{s_{i,0}^2}{s_{i,0} + s_{i,1}} .
\]

Next, we upper bound \(\mathbb{E}[g(OPT_{i-1}) - g(OPT_i)]\). As \(OPT_i = (OPT \cup X_i) \cap Y_i\) and given the random choices of the algorithm that modify \(X_{i-1}\) and \(Y_{i-1}\), we get:

\[
\mathbb{E}[g(OPT_{i-1}) - g(OPT_i)] = \frac{s_{i,0}}{s_{i,0} + s_{i,1}} \cdot [g(OPT_{i-1}) - g(OPT_{i-1} + (u_i, 0)) - (u_i, 1))]
\]

\[
+ \frac{s_{i,1}}{s_{i,0} + s_{i,1}} \cdot [g(OPT_{i-1}) - g(OPT_{i-1} + (u_i, 1)) - (u_i, 0)]
\]

\[
\leq \frac{s_{i,0} s_{i,1}}{s_{i,0} + s_{i,1}} .
\]  

The final inequality follows by considering two cases. Note first that \(\{(u_i, 0), (u_i, 1)\} \subseteq Y_{i-1}\) and \(\{(u_i, 0), (u_i, 1)\} \cap X_{i-1} = \emptyset\). If \((u_i, 0) \notin OPT_{i-1}\) and \((u_i, 1) \in OPT_{i-1}\) then the second term of the left hand side of the last inequality is zero. Moreover, \(OPT_{i-1} = ((OPT \cup X_{i-1}) \cap Y_{i-1}) \subseteq Y_{i-1} - (u_i, 0)\). Thus, by submodularity,

\[
g(OPT_{i-1}) - g(OPT_{i-1} + (u_i, 0) - (u_i, 1))
\]

\[
\leq g(X_{i-1} + (u_i, 1)) - g(X_{i-1}) + g(Y_{i-1} - (u_i, 0)) - g(Y_{i-1}) = s_{i,1} .
\]
The other case is analogous. Plugging (4.9) and (4.10) into Inequality (4.8), we get the following:

\[
\frac{s_i,0s_i,1}{s_i,0 + s_i,1} \leq \frac{1}{2} \left( \frac{s_i,0^2 + s_i,1^2}{s_i,0 + s_i,1} \right)
\]

which can be easily verified.

**A Note on Max-SAT:** The well known Max-SAT problem is in fact a special case of SSAT where \( f \) is a linear function. We note that Algorithm 7 can be applied to Max-SAT in order to achieve a \((3/4)\)-approximation in linear time, however, this is not immediate. This result is summarized in the following theorem.

**Theorem 4.4.2.** Algorithm 7 has a linear time implementation for instances of Max-SAT.

**Proof.** Consider the way oracle queries of \( g \) are answered in the proof of Theorem 4.0.10. The only use of queries to \( f \) made by this proof is in order to evaluate \( f(C) \) - the total weight of the clauses in the set \( C \). In order to avoid these queries, one can use a counter \( w(C) \) which holds the total weight of the clauses in \( C \). Such a counter can be updated in constant time whenever a clause is either added or removed from \( C \). Using this counter, one has an immediate access to the value of \( f(C) \) at all times, in \( O(1) \) time. \( \square \)

### 4.4.2 A Linear Time Tight \((3/4)\)-Approximation for Submodular Welfare with 2 Players

Recall that the input for the Submodular Welfare problem consists of a ground set \( N \) of \( n \) elements and \( k \) players, each equipped with a normalized monotone submodular utility function \( f_i : 2^N \to \mathbb{R}_+ \). The goal is to partition the elements among the players while maximizing the social welfare. Formally, the objective is to partition \( N \) into \( N_1, N_2, \ldots, N_k \) while maximizing \( \sum_{i=1}^{k} f_i(N_i) \).

We give below two different short proofs of Theorem 4.0.11 via reductions to SSAT and USM, respectively. The second proof is due to Vondrák [79].

**Proof of Theorem 4.0.11.** We provide here two proofs.

**Proof (1):** Given an instance of SW with 2 players, construct an instance of SSAT as follows:

1. The set of variables is \( N \).
2. The CNF formula \( \Psi \) consists of \( 2|N| \) singleton clauses; one for every possible literal.
3. The objective function \( f : 2^C \to \mathbb{R}_+ \) is defined as following. Let \( P \subseteq C \) be the set of clauses of \( \Psi \) consisting of positive literals. Then, \( f(C) = f_1(C \cap P) + f_2(C \cap (C \setminus P)) \).

Every assignment \( \phi \) to this instance of SSAT corresponds to a solution of SW using the following rule: \( N'_1 = \{ u \in N | \phi(u) = 0 \} \) and \( N'_2 = \{ u \in N | \phi(u) = 1 \} \). One can easily observe that this correspondence is reversible, and that each assignment has the same value as the solution it corresponds to. Hence, the above reduction preserves approximation ratios.

Moreover, queries of \( f \) can be answered in constant time using the following technique. We track for every subset \( C \subseteq C \) in the algorithm the subsets \( C \cap P \) and \( C \cap (C \setminus P) \). For Algorithm 7 this can be done without effecting its running time. Then, whenever the value of \( f(C) \) is queried, answering it simply requires making two oracle queries: \( f_1(C \cap P) \) and \( f_2(C \cap (C \setminus P)) \).
Proof (2): In any feasible solution to SW with two players, the set $\mathcal{N}_1$ uniquely determines the set $\mathcal{N}_2 = \mathcal{N} - \mathcal{N}_1$. Hence, the value of the solution as a function of $\mathcal{N}_1$ is given by $g(\mathcal{N}_1) = f_1(\mathcal{N}_1) + f_2(\mathcal{N} - \mathcal{N}_1)$. Thus, SW with two players can be restated as the problem of maximizing the function $g$ over the subsets of $\mathcal{N}$.

Observe that the function $g$ is a submodular function, but unlike $f_1$ and $f_2$, it is possibly non-monotone. Moreover, we can answer queries to the function $g$ using only two oracle queries to $f_1$ and $f_2$. Thus, we obtain an instance of USM. We apply Algorithm 5 to this instance. Using the analysis of Algorithm 5, as is, provides only a $(1/2)$-approximation for our problem. However, by noticing that $g(\emptyset) + g(\mathcal{N}) \geq f_1(\mathcal{N}) + f_2(\mathcal{N}) \geq g(OPT)$, and plugging this into the analysis, the claimed $(3/4)$-approximation is obtained.\hfill $\Box$

---

\footnote{For every algorithm, assuming a representation of sets allowing addition and removal of a single element at a time, one can maintain the complement sets of all sets maintained by the algorithm without changing the running time. Hence, we need not worry about the calculation of $\mathcal{N} - \mathcal{N}_1$.}
Chapter 5

$k$-Exchange Systems

Recall that a set system is a pair $(\mathcal{N}, \mathcal{I})$, where $\mathcal{N}$ is, as usual, a ground set, and $\mathcal{I} \subseteq 2^\mathcal{N}$ is a collection of subsets of $\mathcal{N}$. The collection $\mathcal{I}$ must obey the following two properties:

- Non-empty: $\mathcal{I} \neq \emptyset$.
- Monotone: If $A \subseteq B \in \mathcal{I}$, then $A \in \mathcal{I}$.

If $S \in \mathcal{I}$, we say that $S$ is independent. A minimally dependent set is called circuit. A matroid is a set system with the following extra property:

- Matroid Exchange: If $A, B \in \mathcal{I}$ and $|A| < |B|$, then there exists an element $u \in B$ for which $A + u \in \mathcal{I}$.

In this section we consider other classes of set systems. The most common classes of set systems form a hierarchy:

$$ k\text{-intersection} \subseteq k\text{-circuit bound} \subseteq k\text{-extendible} \subseteq k\text{-system} . $$

A set system belongs to the $k$-intersection class if it is the intersection of $k$ matroids defined over a common ground set. The other classes extend this definition. The class of $k$-circuit bound contains all set systems in which adding a single element to an independent set creates at most $k$ circuits. It is known that in a matroid, adding an element to an independent set creates at most a single circuit [74]. Therefore, adding an element to an independent set in a $k$-intersection system closes at most $k$ circuits, one per matroid. This shows why the $k$-circuit bound class generalizes $k$-intersection. The class of $k$-extendible, intuitively, captures all set systems in which adding an element to an independent set requires throwing away at most $k$ other elements from the set (in order to keep it independent). This generalizes $k$-circuit bound because in $k$-circuit bound we need to throw at most one element per circuit closed (i.e., up to $k$ elements). Finally, the class of $k$-system contains all set systems in which for every set, not necessarily independent, the ratio of the sizes of the largest base of the set (a base is a maximal independent subset) to the smallest base of the set is at most $k$.

It is no surprise that for any given $k$, the best approximation factors known for finding an independent set maximizing a submodular function are known for $k$-intersection. Moreover, this is the case also for linear and monotone objective functions. An interesting question is whether it is possible to obtain improved approximations (e.g., those known for $k$-intersection) to combinatorial optimization problems defined by set systems not belonging to the $k$-intersection class.
Algorithms maximizing submodular and linear objective functions for set systems within the hierarchy usually use one of two techniques. The first technique is to use a greedy rule. This approach was used by [16, 36] on the $k$-system class, resulting in approximation ratios of $(k+1)^{-1}$ (for monotone submodular objectives) and $k^{-1}$ (for linear objectives). Of course, these approximation ratios extend to all classes in the hierarchy.

The second approach involves a more delicate local search argument. This technique has been used, e.g., by Lee et al. [62] to improve upon the two previously mentioned results. However, it is known to work only for the $k$-intersection class, and the proof does not seem to be extendible to other classes in the hierarchy since it relies heavily on the structure of matroids intersection.

In this section we define the new $k$-exchange class. This class contains many interesting set systems which do not fall into the $k$-intersection class. Yet, we are able to show that the algorithm of Lee et al. [62] works for this class also, and provides for this class exactly the same approximation which it is proved to provide for the $k$-intersection class.

5.1 $k$-exchange: definition and relations with other set systems

Here is the promised definition of $k$-exchange.

**Definition 5.1.1 ($k$-exchange system).** An set system $(\mathcal{N}, \mathcal{I})$ is a $k$-exchange system if, for all $S$ and $T$ in $\mathcal{I}$, there exists a multiset $Y = \{Y_u \subseteq S \setminus T \mid u \in T \setminus S\}$ such that:

(K1) $|Y_u| \leq k$ for each $u \in T \setminus S$.

(K2) Every $u' \in T \setminus S$ appears in at most $k$ sets of $Y$.

(K3) For all $T' \subseteq T \setminus S$, $(S \setminus (\bigcup_{u \in T'} Y_u)) \cup T' \in \mathcal{I}$

Mestre shows that 1-extendible systems are matroids, and vice versa [66]. We can provide a similar motivation for $k$-exchange systems in terms of strongly base orderable matroids (which is derived from a work by Brualdi and Scrimger on exchange systems [13, 11, 12]).

**Definition 5.1.2 (strongly base orderable matroid [12]).** A matroid $M$ is strongly base orderable if for all bases $S$ and $T$ of $M$ there exists a bijection $\pi : S \to T$ such that for all $S' \subseteq S$, $(T \setminus \pi(S')) \cup S'$ is a base.

If we restrict $S'$ to be a singleton set in this definition, i.e., a replacement of a single pair of elements between the bases, then the above definition always holds due to a well-known result of Brualdi [10]. In a strongly base orderable matroid, the above definition holds for arbitrary $S'$, i.e., multiple replacements can be performed simultaneously, while keeping the independence of the bases. This simultaneous replacement property is exactly what we want for local search, as it allows us to extend the local analysis of single replacements to the larger sets of replacements required by our algorithms.

The following theorem is easily obtained by equating $Y_u$ in Definition 5.1.1 with the singleton set $\{\pi(u)\}$, where $\pi$ is as in Definition 5.1.2.

**Theorem 5.1.1.** An independence system $(\mathcal{N}, \mathcal{I})$ is a strongly base orderable matroid if and only if it is a 1-exchange system.

One can easily check that the graphic matroid of the cycle $C_4$ is not strongly base orderable, and so provides a proof for the following corollary.
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There exists a matroid which is not a 1-exchange system.

In other words, the above corollary implies that k-intersection is not a subset of k-exchange. This naturally raises the question whether the opposite is true, i.e., whether k-exchange is a subset of k-intersection. Before answering this question, let us recall that k-intersection is a subset of k-circuit bound, formally defined next.

**Definition 5.1.3.** A set system \((N, I)\) belongs to the class of k-circuit bound if for every \(S \in I\) and every \(u \in N \setminus S\), \(S + u\) contains at most k circuits (minimally dependent set).

**Theorem 5.1.3.** There exists a 2-exchange set system which is not 2-circuit bound.

**Proof.** Consider the ground set \(N = \{a, b, c, d\}\), and the following collection of maximal independent sets: \(I' = \{\{a, b\}, \{a, c\}, \{a, d\}, \{b, c, d\}\}\). Let the collection \(I\) of independent sets be all the subsets of sets in \(I'\). Note that \(\{b, c, d\}\) is independent, yet \(\{a\} \cup \{b, c, d\}\) contains three circuits: \(\{a, b, c\}, \{a, b, d\}\) and \(\{a, c, d\}\). Therefore, \((N, I)\) is not 2-circuit bound.

We are left to prove that \((N, I)\) is 2-exchange. Clearly, this is a set system since it is non-empty and monotone. Hence, we are left to prove the properties introduced by Definition 5.1.1. Notice that it is enough to check pairs of sets from \(I'\) because if two sets \(S\) and \(T\) satisfy the above properties, then so does any two subsets of them. Moreover, since elements \(b, c\) and \(d\) are symmetric, we have to consider only the following cases. For \(S = \{a, b\}\) and \(T = \{b, c, d\}\), choosing \(Y_c = Y_d = \{a\}\) completes the case. For \(S = \{b, c, d\}\) and \(T = \{a, b\}\), choosing \(Y_a = \{c, d\}\) completes the case. And lastly, for \(S = \{a, b\}\) and \(T = \{a, c\}\), choosing \(Y_c = \{b\}\) completes this case also. We conclude that \((N, I)\) is a 2-exchange set system.

The above theorem proves that k-exchange is not a subset of k-circuit bound, and therefore, also not a subset of the smaller k-intersection. Conversely, the next theorem proves that the next class of set systems in the hierarchy, k-extendible, is general enough to capture all k-exchange systems.

**Definition 5.1.4.** A set system \((N, I)\) belongs to the class of k-extendible if for every \(S \subset T \in I\) and every \(u \in N\) such that \(S + u \in I\), there exists a set \(Y \subseteq T \setminus S\) of size \(|Y| \leq k\) such that \(T \setminus Y + u \in I\).

**Theorem 5.1.4.** Every k-exchange system is a k-extendible system.

**Proof.** By definition, \((N, I)\) is non empty and monotone. Let \(S, T \in I\) and \(u \in N\) such that \(T + u \in I\). Assume \(u \notin S\), otherwise the proof is finished. By property 3 of Definition 5.1.1 for \(S\) and \(T + u\), there exists \(Y_u \subseteq S \setminus (T + u) = S \setminus T\) such that \(|Y_u| \leq k\) and \(S \setminus Y_u + u \in I\) (choose \(T' = \{u\}\)).

Figure 5.1 depicts the relations between the different set system classes.

---

Figure 5.1: Exact characterization of the k-exchange class within the standard set system hierarchy. A - Corollary 5.1.2, B - Theorem 5.1.3, C - bipartite matching.
5.2 Maximizing a Monotone Submodular Function

The problem of optimizing a normalized monotone submodular function over the intersection of $k$ matroids was considered by Fisher et al. [36] who gave a greedy algorithm with an approximation factor of $1/(k+1)$. Fisher et al. [36] also state that their proof extends to the more general class of $k$-system using the outline of [50] (the extended proof is explicitly given by [16]). Lee et al. [62], showed that, for intersection of $k$ matroids, a natural local search algorithm improves over the above result, and achieves $1/(k+\delta)$-approximation, for any constant $\delta > 0$. Their analysis make heavy use of the exchange properties of the underlaying combinatorial structure, and therefore, cannot be extended to the more general classes of $k$-circuit bound and $k$-extendible. For these classes, the current best known approximation is still the $1/(k+1)$ of [36].

In this section we show that the local search algorithms of [62] provides the same approximation ratio of $1/(k+\delta)$ also for maximizing a normalized monotone submodular function over a $k$-exchange system. However, unlike the analysis of [62] which uses matroid intersection techniques, our analysis goes through a counting argument applied to an auxiliary graph. Finding a unified analysis that works for both types of set systems is an interesting open question. It should be noted that the time complexity of the algorithm we analyze is exponential in $k$, thus, $k$ is assumed to be a constant. Indeed, $k$ is a small constant in our applications (refer to Table 5.1 for the exact values of $k$).

Let us present the algorithm we analyze. The following directed graph is used by the algorithm:

**Definition 5.2.1.** Given a $k$-intersection/$k$-exchange set system $(N, \mathcal{I})$, $S, T \in \mathcal{I}$, $\varepsilon > 0$ and $p \in \mathbb{N}$, $T$ is $(\varepsilon, p)$-reachable from $S$ if the following conditions are satisfied:

1. $|T \setminus S| \leq p$.
2. $|S \setminus T| \leq (k-1)p + 1$.
3. $f(T) \geq (1 + \varepsilon/|N|) f(S)$.

**Definition 5.2.2.** Given a $k$-exchange system $(N, \mathcal{I})$, $\varepsilon > 0$ and $p \in \mathbb{N}$, the $(\varepsilon, p)$-graph of $(N, \mathcal{I})$ is a directed graph $G = (\mathcal{I}, \mathcal{E})$ where $(S \rightarrow T) \in \mathcal{E}$ if and only if $T$ is $(\varepsilon, p)$-reachable from $S$.

Algorithm 8 starts from a vertex in $G$ and tours the graph arbitrarily until finding a sink vertex $S$. The algorithm than outputs $S$.

**Algorithm 8: Local-Search-$k$-Exchange($(N, \mathcal{I}), \varepsilon, p$)**

```plaintext
// Starting Point
1 u ← argmax \{f(\{u\}) | u ∈ N\}.
2 S ← \{u\}.

// Touring G
3 Let $G = (\mathcal{I}, \mathcal{E})$ be the $(\varepsilon, p)$-graph of $(N, \mathcal{I})$.
4 while $\exists(S \rightarrow T) \in \mathcal{E}$ do
5 S ← T.
6 Output S.
```

It is important to note that the starting point of $S$ is an independent set. Otherwise $u \in N$ chosen in step 1 does not belong to any independent set (recall that $(N, \mathcal{I})$ is monotone), and therefore, can be removed from $(N, \mathcal{I})$. 
The size of of \( \mathcal{G} \) might be exponential since \(|\mathcal{I}|\) might be exponential. However, one can show that the algorithm terminates in polynomial time.

**Lemma 5.2.1.** For any constants \( k, 0 < \varepsilon < |\mathcal{N}| \) and \( p \in \mathbb{N} \), Algorithm 8 terminates in polynomial time.

**Proof.** First, consider the time needed to perform a single step while touring \( \mathcal{G} \). In such a single step, the goal is to determine whether there is an edge \((S \rightarrow T) \in \mathcal{E}\). For any given \( S \in \mathcal{I} \), there are at most \(|\mathcal{N}|^{O(kp)}\) possible \( T \in \mathcal{I} \) for which \( T \) might be \((\varepsilon, p)\)-reachable from \( S \). Since \( k \) and \( p \) are constants, the time needed to perform a single step is polynomial in \( n \).

Second, we bound the number of steps while touring \( \mathcal{G} \). Denote by \( S_i \) the vertex in \( \mathcal{G} \) reached after conducting \( i \) steps and by \( S_0 \) the initial vertex. Let \( M \) be the number of steps the algorithm makes. Since the value of the current vertex improves in each step (condition 3 in Definition 5.2.1), we get that: \( f(S_i) \geq (1 + \varepsilon/|\mathcal{N}|)^i f(S_0) \). On the other hand, by the choice of \( S_0 \) and the submodularity of \( f \), for any \( S \in \mathcal{I} \): \( f(S) \leq |\mathcal{N}| f(S_0) \). Combining both bounds we can conclude that:

\[
(1 + \varepsilon/|\mathcal{N}|)^M f(S_0) \leq |\mathcal{N}| f(S_0) \quad \Rightarrow \quad M \leq \frac{\ln |\mathcal{N}|}{\ln (1 + \varepsilon/|\mathcal{N}|)} = O\left( \frac{|\mathcal{N}| \log |\mathcal{N}|}{\varepsilon} \right).
\]

Therefore, since \( \varepsilon \) is a constant, the number of steps the algorithm makes while touring \( \mathcal{G} \) is polynomial in \( |\mathcal{N}| \).

The following is the main result of [62].

**Theorem 5.2.2** (From [62]). Algorithm 8 provides \((k + k\varepsilon + 1/p)^{-1}\)-approximation for maximizing a monotone submodular function over \( k\)-intersection.

Using the right choice of \( \varepsilon \) and \( p \), this approximation guarantee can be made \((k + \delta)^{-1}\) for an arbitrary small \( \delta \). The analyze we present next shows that the same approximation holds also for \( k\)-exchange set systems. The following theorem is a key ingredient of the analysis. Its use is restricted to the analysis only. No actual construction of \( \mathcal{P}(G, k, h) \) is needed.

**Theorem 5.2.3.** Let \( G \) be an undirected graph whose maximum degree is at most \( k \geq 2 \). Then, for every \( h \in \mathbb{N} \) there exists a multiset \( \mathcal{P}(G, k, h) \) of simple paths in \( G \) and a labeling \( \ell : V \times \mathcal{P}(G, k, h) \rightarrow \{0, 1, 2, \ldots, h\} \) such that:

1. For every \( P \in \mathcal{P}(G, k, h) \), the labeling \( \ell \) of the nodes of \( P \) is consecutive and increasing with labels from \( \{1, 2, \ldots, h\} \). Vertices not in \( P \) receive label 0.

2. For every \( P \in \mathcal{P}(G, k, h) \) and \( v \) in \( P \), if \( \text{deg}_G(v) = k \) and \( \ell(v, P) \notin \{1, h\} \), then at least two of the neighbors of \( v \) are in \( P \).

3. For every \( v \in V \) and label \( i \in \{1, 2, \ldots, h\} \), there are \( n(k, h) = k \cdot (k - 1)^{h-2} \) paths \( P \in \mathcal{P}(G, k, h) \) for which \( \ell(v, P) = i \).

Note for condition 2, \( v \) might be an end vertex of a path \( P \), but still have a label different from 1 and \( h \). This might happen since paths might contain less than \( h \) vertices and start with a label different from 1 or end with a label different from \( h \).

Let us provide some intuition as to why the construction of \( \mathcal{P}(G, k, h) \) is possible. Assume that the degree of every vertex in \( G \) is exactly \( k \) and that \( G \)'s girth is at least \( h \). Construct the multiset \( \mathcal{P}(G, k, h) \) in the following way. From every vertex \( u \in V \), choose
all possible paths starting at \( v \) and containing exactly \( h \) vertices. Number the vertices of these paths consecutively, starting from 1 up to \( h \). First, note that all these paths are simple since the girth of \( G \) is at least \( h \) and all paths contain exactly \( h \) vertices. Second, the number of paths starting from \( u \) is: \( n(k, h) = k \cdot (k - 1)^{h-2} \), since all vertices have degree of exactly \( k \). Third, the number of times each label is given in the graph is exactly \( n \cdot n(k, h) \). Since the number of vertices at distance \( i \), \( 1 \leq i \leq h \), from each vertex \( u \) is identical, the labels are distributed equally among the vertices. Thus, the number of paths in which a given vertex \( u \) appears with a given label, is exactly \( n(k, h) \). This concludes the proof of the theorem in case \( G \) has the above properties. For a proof that works for general graphs, see Section 5.2.1.

Let \( S, T \in \mathcal{I} \) be two arbitrary independent sets. Construct the following bipartite graph \( G_{ST} = (S \setminus T, T \setminus S, E) \), where \( E = \{(u, u') \mid u \in T \setminus S, u' \in Y_u\} \). The following observation implies that Theorem 5.2.3 can be applied to \( G_{ST} \).

**Observation 5.2.4.** For any \( k \)-exchange system \((\mathcal{N}, \mathcal{I})\) and \( S, T \in \mathcal{I} \), the maximum degree in \( G_{ST} \) is at most \( k \).

**Proof.** Follows from the first two properties of Definition 5.1.1.

Choosing \( h = 2p \) gives a multiset \( \mathcal{P}(G_{ST}, k, 2p) \) of simple paths in \( G_{ST} \) and a labeling \( \ell : (S \Delta T) \times \mathcal{P}(G_{ST}, k, 2p) \to \{0, 1, 2, \ldots, 2p\} \) with all the properties guaranteed by Theorem 5.2.3. We use \( \mathcal{P}(G_{ST}, k, 2p) \) to construct a new multiset \( \mathcal{P}' \) of subsets of vertices of \( G_{ST} \). Intuitively, \( \mathcal{P}' \) is the collection of all paths in \( \mathcal{P}(G_{ST}, k, 2p) \) with an extra “padding” of vertices from \( S \) that surround \( P \), excluding “paths” composed of a single vertex from \( S \).

Formally, let \( P \in \mathcal{P}(G_{ST}, k, 2p) \). If \( P \) contains at least one vertex from \( T^1 \), then add to \( \mathcal{P}' \) the set \( P \cup \delta_{S \setminus T}(P) \), where \( \delta_{S \setminus T}(P) \subseteq S \setminus T \) is the set of vertices in \( S \setminus T \) which neighbor at least one vertex of \( P \). If \( P \) does not contain any vertex of \( T \), do not add anything to \( \mathcal{P}' \).

The following Lemma is an application of the properties Theorem 5.2.3 give to \( \mathcal{P} \).

**Lemma 5.2.5.** Every vertex \( u \in T \setminus S \) appears in \( 2p \cdot n(k, 2p) \) sets of \( \mathcal{P}' \), and every vertex \( u' \in S \setminus T \) appears in at most \( 2((k - 1)p + 1) \cdot n(k, 2p) \) sets of \( \mathcal{P}' \).

**Proof.** By property 3 of Theorem 5.2.3, every vertex \( u \in T \setminus S \) appears in \( n(k, 2p) \) paths of \( \mathcal{P}(G_{ST}, k, 2p) \) for every possible label. Since there are \( 2p \) possible labels, the number of appearances is exactly \( 2p \cdot n(k, 2p) \). In the creation of \( \mathcal{P}' \) from \( \mathcal{P}(G_{ST}, k, 2p) \), no vertex from \( T \setminus S \) is added or removed from any path \( P \in \mathcal{P}(G_{ST}, k, 2p) \), thus, this is also the number of appearances of every vertex \( u \in T \setminus S \) in \( \mathcal{P}' \). This completes the proof of the first part of the lemma.

Let \( u' \in S \setminus T \). By the construction of \( \mathcal{P}' \), a set in \( \mathcal{P}' \) that contains \( u' \) must contain a vertex \( u \in T \setminus S \) where \((u, u') \in E \) (\( u \) is a neighbor of \( u' \) in \( G_{ST} \)). Every such neighboring vertex \( u \), by the first part of the lemma, appears in exactly \( 2p \cdot n(k, 2p) \) sets in \( \mathcal{P}' \). Therefore, the number of appearances of \( u' \) in sets of \( \mathcal{P}' \) is at most: \( \deg_{G_{ST}}(u') \cdot 2p \cdot n(k, 2p) \leq 2pk \cdot n(k, 2p) \) (here we use the fact that \( \deg_{G_{ST}}(u') \leq k \) by Observation 5.2.4). We can improve this bound by observing that some of the sets in \( \mathcal{P}' \) are counted more than once. Consider \( P \in \mathcal{P}(G_{ST}, k, 2p) \) where \( u' \in P \). If \( \ell(u', P) \neq \{1, 2p\} \), by property 2 of Theorem 5.2.3, \( u' \) has at least two neighbors in \( T \setminus S \) which belong to \( P \) itself. Hence, \( P \cup \delta_{S \setminus T}(P) \in \mathcal{P}' \) should be counted only once while in the above counting it was counted at least twice. The number of such \( P \in \mathcal{P}(G_{ST}, k, 2p) \) is exactly \( 2(p - 1) \cdot n(k, 2p) \) (by

\[\text{Note that this implies that this vertex is from } T \setminus S \text{ since } G_{ST} \text{ does not contain vertices from } S \cap T.\]
property 3 of Theorem 5.2.3). Removing the double counting from the bound, we can conclude that for every \( u' \in S \setminus T \), the number of sets in \( P' \) it appears in is at most:

\[
2pk \cdot n(k, 2p) - 2(p - 1) \cdot n(k, 2p) = 2((k - 1)p + 1) \cdot n(k, 2p).
\]

**Note:** In the proof of Theorem 5.2.9 we need each vertex \( u' \in S \setminus T \) to appear in exactly \( 2((k - 1)p + 1) \cdot n(k, 2p) \) sets in \( P' \). This can be achieved by adding “dummy” sets to \( P' \) containing \( u' \) alone.

Given two independent sets \( S, T \in \mathcal{I} \), the following lemma shows that the symmetric difference of \( S \Delta P' \) is also an independent set, for any \( P' \in \mathcal{P}' \).

**Lemma 5.2.6.** Let \((\mathcal{N}, \mathcal{I})\) be a k-exchange system, \( S, T \in \mathcal{I} \) and \( P' \in \mathcal{P}' \). Then \( S \Delta P' \in \mathcal{I} \).

**Proof.** Let \( u \in P' \) where \( u \in T \setminus S \). Note that \( P' \) contains all neighbors of \( u \) in \( G_{ST} \) (since \( P' \in \mathcal{P}' \)). By the definition of \( G_{ST} \) these neighbors are exactly the set \( Y_u \). Therefore,

\[
S \Delta P' \subseteq (S \setminus (\cup_{v \in P'} Y_v)) \cup (P' \cap (T \setminus S)).
\]

Since \( S, T \in \mathcal{I} \) and \((\mathcal{N}, \mathcal{I})\) is a k-exchange system, by Definition 5.1.1, the right hand side of the above expression is an independent set. By monotonicity, we conclude that \( S \Delta P' \in \mathcal{I} \).

At this point we need the following two technical lemmata from [62]:

**Lemma 5.2.7** (Lemma 1.1 in [62]). Let \( f \) be a non-negative submodular function of \( \mathcal{N} \). Let \( S' \subseteq S \subseteq \mathcal{N} \) and let \( \{T_i\}_{i=1}^t \) be a collection of subsets of \( S \setminus S' \) such that every elements of \( S \setminus S' \) appears in exactly \( k \) of these subsets. Then, \( \sum_{i=1}^t [f(S) - f(S \setminus T_i)] \leq k(f(S) - f(S')) \).

**Lemma 5.2.8** (Lemma 1.2 in [62]). Let \( f \) be a non-negative submodular function of \( \mathcal{N} \). Let \( S \subseteq \mathcal{N}, C \subseteq \mathcal{N} \) and let \( \{T_i\}_{i=1}^t \) be a collection of subsets of \( C \setminus S \) such that every elements of \( C \setminus S \) appears in exactly \( k \) of these subsets. Then, \( \sum_{i=1}^t [f(S \cup T_i) - f(S)] \geq k(f(S \cup C) - f(S)) \).

We are now ready to state our main theorem. Denote by \( S_{ALG} \) the output of Algorithm 8.

**Theorem 5.2.9.** For every \( T \in \mathcal{I} \) and every submodular \( f \):

\[
f(S_{ALG} \cup T) + \left(k - 1 + \frac{1}{p}\right) \cdot f(S_{ALG} \cap T) \leq \left(k + \frac{1}{p} + k\varepsilon\right) \cdot f(S_{ALG})
\]

Let us give some intuition as to how the above theorem is proved. Given \( S_{ALG} \) and an independent set \( T \in \mathcal{I} \), Lemma 5.2.6 states that \( S_{ALG} \Delta P' \) is independent for every \( P' \in \mathcal{P}' \). Additionally, note that the construction of \( P' \) from \( G(G_{S_{ALG},T},k,2p) \) implies that all size conditions of Definition 5.2.1 are met. Thus, \( S_{ALG} \Delta P' \) is \((\varepsilon, p)\)-reachable from \( S_{ALG} \), i.e., \((S_{ALG} \rightarrow S_{ALG} \Delta P') \in \mathcal{E} \). However, since Algorithm 8 terminated with \( S_{ALG} \), it must be the case that \( S_{ALG} \) is approximately “locally optimal”, and therefore, approximately \( f(S_{ALG}) \geq f(S_{ALG} \Delta P') \).

Every element of \( P' \) represents a part of the difference between \( S_{ALG} \) and \( T \). The above discussion implies that none of these elements improves the value of \( S_{ALG} \) significantly, and therefore, we expect that all of them together will not make a significant improvement also; or in other words we expect \( T \) itself to provide only an insignificant improvement over \( S_{ALG} \). Applying now the quantitative bounds of Lemma 5.2.5 to \( P' \), along with some additional observations, is what is needed to make this argument formal, and complete the proof of Theorem 5.2.9.
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Proof of Theorem 5.2.9. Let $P' \in \mathcal{P}'$ where $\mathcal{P}'$ is the set generated from $\mathcal{P}(G_{S_{ALG} \Delta T}, k, 2p)$. Note that $P'$ contains only vertices from $S_{ALG} \Delta T$, by the construction of $\mathcal{P}'$. Additionally, $(S_{ALG} \Delta P') \cap S_{ALG} = P' \setminus S_{ALG}$, and by the construction of $P'$: $|P' \setminus S_{ALG}| \leq p$. This implies that $|(S_{ALG} \Delta P') \setminus S_{ALG}| \leq p$. Also, note that $S_{ALG} \setminus (S_{ALG} \Delta P') = S_{ALG} \cap P'$, and by the construction of $P'$: $|S_{ALG} \cap P'| \leq (k-1)p + 1$. This implies that $|S_{ALG} \setminus (S_{ALG} \Delta P')| \leq (k-1)p + 1$.

By Lemma 5.2.6, $S_{ALG} \setminus P' \in \mathcal{T}$. If $f(S_{ALG} \Delta P') \geq (1 + \varepsilon/|\mathcal{N}|) f(S_{ALG})$, then by Definition 5.2.1, $S_{ALG} \Delta P'$ is $(\varepsilon, p)$-reachable from $S_{ALG}$, contradicting the fact that Algorithm 8 stopped with $S_{ALG}$. Thus, we can conclude:

$$\begin{align*}
  f(S_{ALG} \Delta P') &< (1 + \varepsilon/|\mathcal{N}|) f(S_{ALG}) .
\end{align*}$$

By submodularity of $f$, the fact that $S_{ALG} \setminus P' \subseteq S_{ALG} \setminus S_{P} \setminus S_{ALG}$ and the fact that all vertices in $S_{ALG} \cap P'$ do not belong to either $S_{ALG} \setminus P'$ or $S_{ALG} \Delta P'$, we get:

$$\begin{align*}
  f(S_{ALG} \cup P') - f(S_{ALG} \Delta P') &\leq f(S_{ALG}) - f(S_{ALG} \setminus P') .
\end{align*}$$

Adding Inequalities 5.1 and 5.2 gives:

$$\begin{align*}
  f(S_{ALG} \cup P') - (1 + \varepsilon/|\mathcal{N}|) f(S_{ALG}) &\leq f(S_{ALG}) - f(S_{ALG} \setminus P') .
\end{align*}$$

Inequality 5.3 holds for every $P' \in \mathcal{P}'$. Summing over all such sets yields:

$$\begin{align*}
  \sum_{P' \in \mathcal{P}'} \left[f(S_{ALG} \cup P') - f(S_{ALG})\right] &- \varepsilon \cdot |P'|/|\mathcal{N}| f(S_{ALG}) \\
  &\leq \sum_{P' \in \mathcal{P}'} \left[f(S_{ALG}) - f(S_{ALG} \setminus P')\right] .
\end{align*}$$

Let us focus first on the right hand side of Inequality 5.4. Since any given $P'$ contains only vertices from $S_{ALG} \Delta T$, the right hand side can be rewritten as:

$$\begin{align*}
  \sum_{P' \in \mathcal{P}'} \left[f(S_{ALG}) - f(S_{ALG} \setminus (P' \cap (S_{ALG} \setminus T)))\right] .
\end{align*}$$

By Lemma 5.2.5 (and the note after it), each vertex of $S_{ALG} \setminus T$ belongs to exactly $n(k, 2p) \cdot 2 ((k-1)p + 1)$ sets in $\mathcal{P}'$. Thus, applying Lemma 5.2.7 gives us that:

$$\begin{align*}
  \sum_{P' \in \mathcal{P}'} \left[f(S_{ALG}) - f(S_{ALG} \setminus (P' \cap (S_{ALG} \setminus T)))\right] \\
  &\leq 2 ((k-1)p + 1) n(k, 2p) (f(S_{ALG}) - f(S_{ALG} \setminus T)) .
\end{align*}$$

Let us focus now on the summation part of the left hand side of Inequality 5.4. Since any given $P'$ contains only vertices from $S_{ALG} \Delta T$ the summation part of the left hand side can be rewritten as:

$$\begin{align*}
  \sum_{P' \in \mathcal{P}'} \left[f(S_{ALG} \cup (P' \cap (T \setminus S_{ALG}))) - f(S_{ALG})\right] .
\end{align*}$$

By Lemma 5.2.5, each vertex in $T \setminus S_{ALG}$ appears in exactly $2p \cdot n(k, 2p)$ sets in $\mathcal{P}'$. Hence, applying Lemma 5.2.8 gives us that:

$$\begin{align*}
  \sum_{P' \in \mathcal{P}'} \left[f(S_{ALG} \cup (P' \cap (T \setminus S_{ALG}))) - f(S_{ALG})\right] \\
  &\geq 2p \cdot n(k, 2p) (f(S_{ALG} \cup T) - f(S_{ALG})) .
\end{align*}$$
Plugging Inequalities 5.5 and 5.6 into 5.4 results in:

\[ 2p \cdot n(k, 2p)\left(f(S_{\text{ALG}} \cup T) - f(S_{\text{ALG}})\right) - \frac{\varepsilon \cdot |P'|}{|N|} f(S_{\text{ALG}}) \leq \]

\[ 2 \left((k - 1)p + 1\right) n(k, 2p) \left(f(S_{\text{ALG}}) - f(S_{\text{ALG}} \cap T)\right). \]

Rearranging terms, we get:

\[ f(S_{\text{ALG}} \cup T) + \left(k - 1 + \frac{1}{p}\right) f(S_{\text{ALG}} \cap T) \]

\[ \leq \left(k + \frac{1}{p}\right) f(S_{\text{ALG}}) + \frac{\varepsilon |P'|}{2p \cdot n(k, 2p)|N|} f(S_{\text{ALG}}). \]

Observe that every set \( P' \in P' \) contains at least a single vertex from \( G_{S_{\text{ALG}}, T} \). Lemma 5.2.5 states that every vertex in \( G_{S_{\text{ALG}}, T} \) appears in exactly \( 2p \cdot n(k, 2p) \) or \( 2 \left((k - 1)p + 1\right) \cdot n(k, 2p) \) sets of \( P' \) (the exact number is determined by whether the vertex is in \( T \setminus S_{\text{ALG}} \) or \( S_{\text{ALG}} \setminus T \)). Therefore, in the worst case we can conclude that \( |P'| \leq |S_{\text{ALG}} \Delta T| \cdot 2n(k, 2p) \max\{p, (k - 1)p + 1\} \leq 2|N|n(k, 2p)kp. \) Plugging this bound into Inequality 5.7 completes the proof.

The approximation ratio of Algorithm 8 for maximizing a normalized monotone submodular function subject to \( k \)-exchange constraint now follows.

**Theorem 5.2.10.** Given a \( k \)-exchange set system \((N, I)\) and a normalized monotone submodular function \( f : 2^N \to \mathbb{R}^+ \), for any constant \( \delta > 0 \) there is an approximation of \( 1/(k + \delta) \).

**Proof.** Choose constants \( p \in \mathbb{N} \) and \( 0 < \varepsilon < |N| \) such that \( 1/p + k\varepsilon \leq \delta \).

\[
\begin{align*}
  f(S_{\text{OPT}}) \overset{(1)}{=} & f(S_{\text{OPT}} \cup S_{\text{ALG}}) \\
  \overset{(2)}{=} & f(S_{\text{OPT}} \cup S_{\text{ALG}}) + \left(k - 1 + \frac{1}{p}\right) \cdot f(S_{\text{OPT}} \cap S_{\text{ALG}}) \\
  \overset{(3)}{\leq} & \left(k + \frac{1}{p} + k\varepsilon\right) \cdot f(S_{\text{ALG}}).
\end{align*}
\]

Inequality (1) is by the monotonicity of \( f \). Inequality (2) is by the fact that \( f \) is non-negative (since it is normalized and monotone). Inequality (3) is by Theorem 5.2.9 used with \( T = S_{\text{OPT}} \).

### 5.2.1 Proof of Theorem 5.2.3

We described above a simple construction proving Theorem 5.2.3 for graphs of high girth and uniform degree. For general graphs, we have to “correct” this construction. Since general graphs might have vertices with a degree lower than \( k \) or simple cycles shorter than \( h \), we add “dummy” vertices to the start and end of paths whenever a vertex has a low degree or we encounter a short simple cycle. We present a procedure for constructing the multiset \( P(G, k, h) \). This procedure uses the following subroutine we call EXPAND.

The procedure EXPAND gets a prefix, \( P \), of a path and expands it recursively. The boolean flag EXPAND gets is 1 if and only if the prefix \( P \) is composed of a single vertex and its previous vertex in the path was a dummy vertex. Lines 2–3 of the procedure finish the path if it is fully expanded. Line 4 deals with the case that the degree of \( v \) is smaller than
Algorithm 9: EXPAND(P, flag)

1. Denote by $v$ the last vertex in $P$ and by $\ell(v, P)$ its label.
2. if $\ell(v, P) = h$ then
3.   Add $P$ to $\mathcal{P}(G, k, h)$ and terminate.
4. Add $P$ to $\mathcal{P}(G, k, h)$ with multiplicity of $(k - \text{deg}_G(v) - \text{flag}) \cdot (k - 1)^{h-\ell(v, P)-1}$.
5. if $P$ contains only $v$ then
6.   Let $u$ be a dummy vertex.
7. else
8.   Let $u$ be the predecessor of $v$ in $P$.
9. for every $w \neq u$ neighbor of $v$ do
10. if $w \notin P$ then
11. \[ \ell(w, P) \leftarrow \ell(v, P) + 1. \]
12. \[ \text{EXPAND}(P - w, 0). \]
13. else
14. \[ \text{Add } P \text{ to } \mathcal{P}(G, k, h) \text{ with multiplicity of } (k - 1)^{h-\ell(v, P)-1}. \]

$k$ by adding $P$ to $\mathcal{P}(G, k, h)$ the appropriate number of times. The term $k - \text{deg}_G(v) - \text{flag}$ in the number of calls counts the number of neighboring dummy vertices of $v$ which are unused yet. The term $(k - 1)^{h-\ell(v, P)-1}$ counts the number of appendices needed to fully expand the prefix $P$. The loop starting at line 9 goes over all real (non-dummy) neighbors of $v$ which differ from $u$. If such a neighbor is not in $P$ yet (line 10) it is added to the prefix $P$ with the next consecutive label and a recursive call to EXPAND is made. In case such a neighbor is already in $P$, i.e., there is a simple cycle shorter than $h$, $P$ is continued with dummy vertices. The term $(k - 1)^{h-\ell(v, P)-1}$ counts the number of appendices needed to fully expand the prefix $P$.

The procedure CONSTRUCT construct the multiset $\mathcal{P}(G, k, h)$ using EXPAND. The call to EXPAND in line 3 of CONSTRUCT is for creating all paths that start with a real (non-dummy) vertex labeled 1. Lines 4 – 5 consider the case that the path started in a dummy vertex and reached $v$. The term $k - \text{deg}_G(v)$ in the number of calls is for the case that the degree of $v$ is smaller than $k$, and the term $(k - 1)^{1-2}$ in the number of calls is for the number of possible prefixes before reaching $v$. Lines 6 – 9 deal with paths that start with dummy vertices and enter short simple cycles. The number of calls in line 9 is $(k - 1)^{i-1}$ since this is the number of possible prefixes to $P$.

Lemma 5.2.11. Consider a call to EXPAND with a prefix $P$ and denote $P$’s last vertex by $v$. If $\ell(v, P) = 1$ then $k \cdot (k - 1)^{h-2}$ paths are added to $\mathcal{P}(G, k, h)$, otherwise $(k - 1)^{h-\ell(v, P)}$ paths are added to $\mathcal{P}(G, k, h)$.

Proof. The proof is by reverse induction on $\ell(v, P)$.

Base: The base case is that $\ell(v, P) = h$. In this case EXPAND adds $P$ only once to $\mathcal{P}(G, k, h)$ (line 2 of EXPAND). This completes the base of the reverse induction.

Step: Consider the case where $\ell(v, P) \notin \{1, h\}$. It must be the case that either $\text{flag} = 0$ and $P$ contains more than a single vertex, or $\text{flag} = 1$ and $P$ contains a single vertex (this is true since a call with $\text{flag} = 1$ and $P$ containing more than a single vertex is never made, and a call with $\text{flag} = 0$ and $P$ containing a single vertex is made only in line 3 of CONSTRUCT in which case $\ell(v, P) = 1$). Let us consider the above two possible cases:

1. $\text{flag} = 0$ and $P$ contains more than a single vertex: Line 4 of EXPAND adds
Algorithm 10: CONSTRUCT($G = (V, E), k, h$)

1. $\mathcal{P}(G, k, h) \leftarrow \emptyset.$
2. for every $v \in V$ do
3.     EXPAND($P$ which contains only $v$ with label 1, 0).
4.     for $i = 2$ to $h$ do
5.         Call EXPAND($P$ which contains only $v$ with label $i$, 1),
6.         $(k - \deg_G(v)) \cdot (k - 1)^{i - 2}$ times.
7. for every simple cycle $C$ of length at most $h$ do
8.     for every simple path $P$ of $|C|$ vertices obtained from $C$ by removing a single
edge and choosing a start vertex do
9.         Call EXPAND($P$ where its first node is assigned label $i + 1, 0$), $(k - 1)^{i - 1}$
times.
10. Return $\mathcal{P}(G, k, h).$

$(k - \deg_G(v)) \cdot (k - 1)^{h - \ell(v, P) - 1}$ paths to $\mathcal{P}(G, k, h).$ The loop in lines 8–14 of
EXPAND executes $\deg_G(v) - 1$ iterations, one for each neighbor $w \neq u$ of $v.$ In the
case $w \notin P,$ we apply the induction hypothesis with $P - w$ and $\ell(w, P) = \ell(v, P) + 1$
and get that $(k - 1)^{h - \ell(v, P)}$ paths are added to $\mathcal{P}(G, k, h)$ (line 12 of EXPAND).
Otherwise, $w \in P$ and $(k - 1)^{h - \ell(v, P)}$ paths are added to $\mathcal{P}(G, k, h)$ (line 14 of
EXPAND). Hence, in every iteration of the loop in lines 9–14 exactly $(k - 1)^{h - \ell(v, P)}$
paths are added to $\mathcal{P}(G, k, h).$ Therefore, we can conclude that the total number of
paths added to $\mathcal{P}(G, k, h)$ in this case is:

$$(k - \deg_G(v)) \cdot (k - 1)^{h - \ell(v, P) - 1} + (\deg_G(v) - 1) \cdot (k - 1)^{h - \ell(v, P) - 1} = (k - 1)^{h - \ell(v, P)}.$$  

2. $flag = 1$ and $P$ contains a single vertex: When comparing this case to the
previous one, line 3 of EXPAND adds $(k - 1)^{h - \ell(v, P) - 1}$ less paths to $\mathcal{P}(G, k, h).$
However, the loop in lines 9–14 has one more iteration, therefore adding $(k -
1)^{h - \ell(v, P) - 1}$ more paths to $\mathcal{P}(G, k, h).$ This completes the second case.

We are left with the case where $\ell(v, P) = 1.$ In this case it must be that $flag = 0$ and
$P$ contains only $v,$ since EXPAND must have been called from line 3 of CONSTRUCT.
EXPAND adds $(k - \deg_G(v)) \cdot (k - 1)^{h - 2}$ paths to $\mathcal{P}(G, k, h)$ in line 4. The loop in lines
9–14 executes $\deg_G(v)$ iterations, since $u$ is a dummy vertex. As in the proof of the
above two cases, in each iteration $(k - 1)^{h - 2}$ paths are added to $\mathcal{P}(G, k, h).$ Thus, we can
conclude that the total number of paths added to $\mathcal{P}(G, k, h)$ when $\ell(v, P) = 1$ is:

$$(k - \deg_G(v)) \cdot (k - 1)^{h - 2} + \deg_G(v) \cdot (k - 1)^{h - 2} = k \cdot (k - 1)^{h - 2}. \quad \Box$$

As a corollary of Lemma 5.2.11 we get that every vertex $v$ is assigned to label 1 in
exactly $n(k, h) = k \cdot (k - 1)^{h - 2}$ paths in $\mathcal{P}(G, k, h).$ The reason this is true is that EXPAND
is called with label 1 only in line 3 of CONSTRUCT. Such a call is made only once for
each vertex.

Lemma 5.2.12. For every vertex $v \in V$ and label $i \in \{2, 3, \ldots, h\},$ the number of paths
$P$ in $\mathcal{P}(G, k, h)$ for which $\ell(v, P) = i$ is equal to the number of paths $P$ in $\mathcal{P}(G, k, h)$ for
which $\ell(v, P) = 1.$
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For a path $P$ denote by $\text{prefix}_i(P)$ the prefix of the first $i$ nodes of $P$ (this includes also the labels assigned to the vertices). If $P$ contains less than $i$ vertices, set $\text{prefix}_i(P)$ to be $P$. Let $P_1$ be the sub multiset of $P(G,k,h)$ of all paths $P$ where $\ell(v,P) = 1$. Partition $P_1$ according to $\text{prefix}_i$, i.e., for every instance of a path $P \in P_1$ assign it to the multiset $P_1, \text{prefix}_i(P)$ of the partition.

For a path $P$ denote by $\text{prefix}_v(P)$ the prefix of $P$ until vertex $v$ (this includes also the labels assigned to the vertices). Let $P_1$ be the sub multiset of $P(G,k,h)$ of all paths $P$ where $\ell(v,P) = i$. Partition $P_1$ according to $\text{prefix}_v$, i.e., for every instance of a path $P \in P_1$ assign it to the multiset $P_1, \text{prefix}_v(P)$ of the partition.

Note that in both partitions, the second index defining the set in the partition is a path $Q$ containing at most $i$ vertices with labels in $\{1,2,\ldots,i\}$. We prove that for any such $Q$: $|P_{1,Q}| = |P_{i,\text{rev}(Q)}|$, where $\text{rev}(Q)$ is the path $Q$ reversed with each label $j$ replaced with label $i - j + 1$. Proving this completes the proof of the lemma.

First, consider the case where $|Q| = i - 1$, i.e., $Q$ contains $i$ vertices. All paths in the multiset $P_{1,Q}$ contain $v$ as the first vertex with label 1. Therefore, all of these paths must have originated from a single call to EXPAND in line 3 of CONSTRUCT. This call, by Lemma 5.2.11, added $(k - 1)^{i-1}$ paths to $P_{1,Q}$. The exact same argument works for $P_{i,\text{rev}(Q)}$ since the label of the first vertex in $\text{rev}(Q)$ is also 1 (recall that $|Q| = i - 1$). Thus, the proof is complete for the case where $Q$ contains $i$ vertices.

The other case to consider is where $|Q| < i - 1$. Note that the same argument of the case where $|Q| = i - 1$ does not work here, since the label of the first vertex in $\text{rev}(Q)$ is not 1. All paths in the multiset $P_{1,Q}$ contain $v$ as the first vertex with label 1. Therefore, all these paths must have originated from a single call to EXPAND in line 3 of CONSTRUCT. Moreover, since all these paths are in fact equal to $Q$, they all must have been added either in line 4 or 14 of a single EXPAND call. Denote by $v_Q$ the last vertex in $Q$ and by $u_Q$ its predecessor (if one exists). In line 4, $(k - \deg_G(v_Q)) \cdot (k - 1)^{h - \deg_G(v_Q)}$ paths are added to $P_{1,Q}$. Every time line 14 is executed, $(k - 1)^{h - \deg_G(v_Q)}$ paths are added to $P_{1,Q}$. The number of times line 14 is executed is the number of neighbors of $v_Q$ which are not $u_Q$ and appear in $Q$ already, i.e., $|(N(v_Q) - u_Q) \cap Q|$ times. Thus, we can conclude that the total number of paths in $P_{1,Q}$ is:

$$(k - \deg_G(v_Q) + |(N(v_Q) - u_Q) \cap Q|) \cdot (k - 1)^{h - \deg_G(v_Q)}.$$ 

Let us count the number of instances in the multiset $P_{i,\text{rev}(Q)}$. The label of the first vertex in $\text{rev}(Q)$ is $i - |Q| > 1$, therefore, any path in $P_{i,\text{rev}(Q)}$ originated from a call to EXPAND in which the first vertex was assigned a label greater than 1. There are two types for such calls. The first is in line 5 of CONSTRUCT and the second is in line 9 of CONSTRUCT. There are $(k - \deg_G(v_Q)) \cdot (k - 1)^{|Q| - 2}$ calls of the first type. Each such call, by Lemma 5.2.11, adds $(k - 1)^{h - \deg_G(v_Q)}$ paths. Thus, we can conclude that there are exactly $(k - \deg_G(v_Q)) \cdot (k - 1)^{|Q| - 2}$ paths added by calls of the first type. Calls of the second type originate from a simple cycle $C$. There are exactly $|(N(v_Q) - u_Q) \cap Q|$ such cycles (one for every neighbor of $v_Q$ which is not $u_Q$ and is in $Q$). Since the label of the first vertex in a call of the second type is $i - |Q|$, there are $(k - 1)^{|Q| - 2}$ such calls. The label of the last vertex in $\text{rev}(Q)$ is $i$, therefore, Lemma 5.2.11 states that $(k - 1)^{h - |Q|}$ paths are added for any such call. Thus, we can conclude that the total number of paths added to $P_{i,\text{rev}(Q)}$ is:

$$(k - \deg_G(v_Q) + |(N(v_Q) - u_Q) \cap Q|) \cdot (k - 1)^{h - |Q|}.$$ 

This completes the proofs of properties 1 and 3 of Theorem 5.2.3. We focus now on property 2. Let $P \in P(G,k,h)$, and let $v \in P$ be a vertex with $\deg_G(v) = k$ such that
\( \ell(v, P) \notin \{1, h\} \). If \( v \) is not an end vertex of \( P \) the proof is completed. Otherwise, there are two cases. If \( v \) is an end vertex of \( P \) and minimizes \( \ell(v, P) \) among all vertices in \( P \), since \( \ell(v, P) > 1 \), it must be the case that \( P \) originated from a call to EXPAND in line 9 of CONSTRUCT (a call line 5 of CONSTRUCT is not possible since \( \text{deg}_G(v) = k \)). In this case \( v \) has two neighbors in \( P \) because \( P \) contains all the vertices of the cycle \( C \) that originated this call to EXPAND. The other case is that \( v \) is an end vertex of \( P \) that maximizes \( \ell(v, P) \) among all vertices in \( P \). Since \( \ell(v, P) < h \), it must be the case that some neighbors of \( v \) other than \( u \), the previous node in \( P \), is already in \( P \) (refer to the loop in lines 9 - 14 in EXPAND), otherwise \( v \) would not be an end vertex of \( P \).

### 5.3 Maximizing a Non-monotone Submodular Function

Gupta et al. [42] presented a technique for using monotone submodular optimization for non-monotone submodular problems. Their technique can be used, for example, for converting the greedy algorithm into an algorithm achieving an approximation ratio of \( 1/(3(k + 2 + 1/k)) \) for maximizing non-monotone submodular functions subject to general \( k \)-system. When optimizing over the intersection of \( k \) matroids, the current best result is \( (k - 1)/(k^2 + \delta) \), and is due to [62]. In this section we give an approximation algorithm for maximizing a general non-negative submodular function over a \( k \)-exchange set system, assuming \( k \geq 2 \). The following algorithm uses Algorithm 8 as a procedure. This algorithm is based on Algorithm A of [61] and its analysis.

\[
\text{Algorithm 11: NON-MONOTONE-k-EXCHANGE}((\mathcal{N}, \mathcal{I}), \varepsilon, p)
\]

1. \( \mathcal{N}_1 \leftarrow \mathcal{N} \)
2. \( \text{for } i = 1 \text{ to } k \) do
3. \( S_i \rightarrow \text{LOCAL-SEARCH-k-EXCHANGE}((\mathcal{N}_i, \mathcal{I} \cap 2^{\mathcal{N}_i}), \varepsilon, p) \)
4. \( \mathcal{N}_{i+1} \leftarrow \mathcal{N}_i \setminus S_i \)
5. Output the best set in \( \{S_i\}_{i=1}^k \).

Recall that LOCAL-SEARCH-k-EXCHANGE is Algorithm 8. The set system on which Algorithm 8 is applied is the original set system \((\mathcal{N}, \mathcal{I})\) constrained to a subset \( \mathcal{N}_i \) of the elements.

Observe that the only place where the proof of Theorem 5.2.9 uses the monotonicity of \( f \) is for proving that it is non-negative. Hence, it holds also for general non-negative submodular functions. Let \( S_{\text{OPT}, i} = S_{\text{OPT}} \cap \mathcal{N}_i \). Observe that \( S_{\text{OPT}, i} \) is a feasible solution of the \( k \)-system on which Algorithm 8 is applied at the \( i \)th iteration. Using Theorem 5.2.9 with \( T = S_{\text{OPT}, i} \), we get

\[
(k + p^{-1} + k\varepsilon) \cdot f(S_i) \geq f(S_i \cup S_{\text{OPT}, i}) + (k - 1 + p^{-1})f(S_i \cap S_{\text{OPT}, i}) .
\]  \tag{5.8}

Let \( S_{\text{ALG}} \) denote the output of Algorithm 11. Since \( f(S_{\text{ALG}}) \geq f(S_i) \) for every \( i \), we can add the \( k \) instances of Equation 5.8 (for the \( k \) values of \( i \)), and get:

\[
k(k + p^{-1} + k\varepsilon) \cdot f(S_{\text{ALG}}) \geq \sum_{i=1}^{k} f(S_i \cup S_{\text{OPT}, i}) + (k - 1 + p^{-1}) \cdot \sum_{i=1}^{k} f(S_i \cap S_{\text{OPT}, i}) .
\]  \tag{5.9}

The following lemma simplifies the righthand side of the last inequality.

59
Lemma 5.3.1. For every \(1 \leq \ell \leq k\),
\[
k(k + p^{-1} + k\varepsilon) \cdot f(S_{ALG}) \geq (\ell - 1) \cdot f(S_{OPT}) + f(\bigcup_{i=1}^{\ell} S_i \cup S_{OPT}) + \sum_{i=\ell+1}^{k} f(S_i \cup S_{OPT,i}) \\
+ \sum_{i=1}^{\ell-1} (k - 1 + p^{-1} - \ell + i) \cdot f(S_i \cap S_{OPT,i}) \\
+ (k - 1 + p^{-1}) \cdot \sum_{i=\ell+1}^{k} f(S_i \cap S_{OPT,i}) .
\]

Proof. We prove the lemma by induction. For \(\ell = 1\), the claim that we need to prove becomes identical to Equation 5.9 once we observe that \(S_{OPT} = S_{OPT,1}\). Assume now that the lemma holds for \(\ell - 1\), let us prove it for \(\ell\). By the induction hypothesis we get:
\[
k(k + p^{-1} + k\varepsilon) \cdot f(S_{ALG}) \geq (\ell - 2) \cdot f(S_{OPT}) + f(\bigcup_{i=1}^{\ell-1} S_i \cup S_{OPT}) + \sum_{i=\ell}^{k} f(S_i \cup S_{OPT,i}) \\
+ \sum_{i=1}^{\ell-2} (k + p^{-1} - \ell + i) \cdot f(S_i \cap S_{OPT,i}) \\
+ (k - 1 + p^{-1}) \cdot \sum_{i=\ell+1}^{k} f(S_i \cap S_{OPT,i}) .
\]

By the submodularity of \(f\), we get the following inequality:
\[
f(\bigcup_{i=1}^{\ell-1} S_i \cup S_{OPT}) + f(S_i \cup S_{OPT,\ell}) + \sum_{i=1}^{\ell-1} f(S_i \cap S_{OPT,i}) \\
\geq f(\bigcup_{i=1}^{\ell} S_i \cup S_{OPT}) + f(S_{OPT,\ell}) + \sum_{i=1}^{\ell-1} f(S_i \cap S_{OPT,i}) \\
\geq f(\bigcup_{i=1}^{\ell} S_i \cup S_{OPT}) + f(S_{OPT}) .
\]

The proof of the lemma for \(\ell\) follows by combining the last two inequalities. □

Theorem 5.3.2. Given a \(k\)-exchange set system \((\mathcal{N}, \mathcal{I})\) and a non-negative submodular \(f: 2^\mathcal{N} \rightarrow \mathbb{R}^+\), for any constant \(\delta > 0\) there is an approximation of \((k-1)/(k^2+\delta)\) for the problem of finding an independent set \(S\) maximizing \(f(S)\).

Proof. Algorithm 11 has a polynomial time complexity because Algorithm 8 does. In order to lower bound its performance, let us plug \(\ell = k\) into Lemma 5.3.1. We get:
\[
k(k + p^{-1} + k\varepsilon) \cdot f(S_{ALG}) \geq (k - 1) \cdot f(S_{OPT}) + f(\bigcup_{i=1}^{k} S_i \cup S_{OPT}) \\
+ \sum_{i=1}^{k} (i - 1 + p^{-1}) \cdot f(S_i \cap S_{OPT,i}) .
\]

Since \(f\) is non-negative, this implies:
\[
f(S_{ALG}) \geq \frac{k - 1}{k(k + p^{-1} + k\varepsilon)} \cdot f(S_{OPT}) = \frac{k - 1}{k^2 + kp^{-1} + k^2\varepsilon} \cdot f(S_{OPT}) .
\]

Choosing \(p\) and \(\varepsilon\) such that \(kp^{-1} + k^2\varepsilon \leq \delta\) completes the proof of the theorem.
5.4 Maximizing a Linear Function

The previous sections analyzed Algorithm 8 for the case that the function \( f \) is submodular. Better results can be guaranteed when \( f \) is linear.

**Theorem 5.4.1.** Given a \( k \)-exchange set system \((\mathcal{N}, \mathcal{I})\) and a linear \( f : 2^\mathcal{N} \to \mathbb{R}^+ \), for any constant \( \delta > 0 \) there is an approximation of \( 1/(k - 1 + \delta) \) for the problem of finding an independent set \( S \) maximizing \( f(S) \).

*Proof.* Theorem 5.2.9 applies also to the case where \( f \) is linear. Choose constants \( p \in \mathbb{N} \) and \( 0 < \varepsilon < |\mathcal{N}| \) such that \( 1/p + k\varepsilon \leq \delta \).

\[
\begin{align*}
\text{(1)} & \quad f(\text{OPT}) = f(\text{OPT} \cup \text{ALG}) - f(\text{ALG} \setminus \text{OPT}) \\
\text{(2)} & \quad \leq \left( k + \frac{1}{p} + k\varepsilon \right) \cdot f(\text{ALG}) - \left( k - 1 + \frac{1}{p} \right) \cdot f(\text{ALG} \cap \text{OPT}) - f(\text{ALG} \setminus \text{OPT}) \\
\text{(3)} & \quad \leq \left( k + \frac{1}{p} + k\varepsilon \right) \cdot f(\text{ALG}) - (f(\text{ALG} \cap \text{OPT}) + f(\text{ALG} \setminus \text{OPT})) \\
\text{Equality (1) is by the linearity of } f. \text{ Inequality (2) is by Theorem 5.2.9 used with } T = \text{OPT}. \text{ Inequality (3) holds since } k \geq 3. \quad \square
\end{align*}
\]

The cardinality function is an interesting special case of a linear function. A variant of Algorithm 8 achieves a \( 2/(k + \delta) \)-approximation for maximizing the cardinality function over a \( k \)-exchange set system, assuming \( k \geq 3 \). In the analysis of this algorithm we use the following theorem.

**Theorem 5.4.2** (Theorem 1 of [49]). Let \( p, k \) be integers with \( k \geq 3 \). Let \( S_1, S_2, \ldots, S_m \) be subsets of a set \( \mathcal{N} \) of size \( n \) such that the following holds:

- Each element of \( \mathcal{N} \) is contained in at most \( k \) subsets among \( S_1, S_2, \ldots, S_m \).
- For every \( p' \leq p \), the union of every \( p' \) subsets among \( S_1, S_2, \ldots, S_m \) is of size at least \( p' \).

Then, we have:

\[
\begin{align*}
(i) & \quad \frac{m}{n} \leq \frac{k(k-1)^r - k}{2(k-1)^r - k} \quad \text{for } p = 2r - 1; \\
(ii) & \quad \frac{m}{n} \leq \frac{k(k-1)^r - 2}{2(k-1)^r - 2} \quad \text{for } p = 2r.
\end{align*}
\]

Before we can describe the algorithm, we need the following definition.

**Definition 5.4.1.** Given a \( k \)-exchange system \((\mathcal{N}, \mathcal{I})\), \( S, T \in \mathcal{I} \) and \( p \in \mathbb{N} \), \( T \) is \( p \)-reachable from \( S \) if the following conditions are satisfied:

1. \( |T \setminus S| \leq p \).
2. \( |S \setminus T| \leq (k - 1)p + 1 \).
3. \( |T| > |S| \).
Remark: Notice that Definition 5.4.1 is different from Definition 5.2.1 only in property 3.

We can now define $p$-graphs in an analog way to the definition of $(\varepsilon, p)$-graphs in Definition 5.2.2. Replacing the $(\varepsilon, p)$-graph in Algorithm 8 with a $p$-graph, we get an algorithm for the cardinality objective function. Notice that the number of elements in $S$ strictly increases in every iteration of the algorithm, hence, it makes at most $n$ iteration and terminates in polynomial time.

**Theorem 5.4.3.** For any constant $\delta > 0$, there exists an efficient algorithm for the cardinality objective function giving $2/(k + \delta)$-approximation.

**Proof.** Choose $p$ such that $\frac{2k^2}{(k-1)((p+1)/2)!} \leq \delta$. For every set $T' \subseteq S_{OPT} - S_{ALG}$ of at most $p$ elements, consider the set $Y_{T'} = \cup_{e \in T'} Y_e$. Assume for the sake of contradiction that $|Y_{T'}| < |T'|$. Then $S_{ALG} - Y_{T'} \cup T$ has the following properties:

- It is independent because $(N, I)$ is a $k$-exchange system.
- It is $p$-reachable from $S$ (because $|S_{ALG} - Y_{T'} \cup T| = |S_{ALG}| - |Y_{T'}| + |T| > |S_{ALG}|$).

This contradicts the fact that $S_{ALG}$ is the output of the algorithm. Hence, $|Y_{T'}| \geq |T'|$.

Now, observe that the set $S_{ALG} - S_{OPT}$ with the subsets $\{Y_e | e \in S_{OPT} - S_{ALG}\}$, $k$ and $p$ obeys all the conditions of Theorem 5.4.2. Therefore,

$$\frac{|S_{OPT}|}{|S_{ALG}|} \leq \frac{|S_{OPT} - S_{ALG}|}{|S_{ALG} - S_{OPT}|} \leq k(k-1)\frac{[(p+1)/2]}{2} \frac{1}{k-1} - k \leq \frac{k}{2\cdot (k-1)\frac{[(p+1)/2]}{2}}.$$

Since $k/(k-1)\frac{[(p+1)/2]}{2} \leq 1.5$, it is easy to see that the above inequality implies:

$$\frac{|S_{OPT}|}{|S_{ALG}|} \leq \frac{k}{2} \frac{2k^2}{(k-1)\frac{[(p+1)/2]}{2}}.$$

The theorem now follows from the choice of $p$. \hfill \Box

### 5.5 Applications

In this section we present a few examples of $k$-exchange systems. Table 5.1 summarizes the applications, the $k$ for which they are $k$-exchange systems and the resulting approximation ratios. The table also summarizes the results proved above for general $k$-exchange systems.

Let us begin with our first application: strongly base orderable matroid $k$-parity.

**Definition 5.5.1.** In the matroid $k$-parity problem, we are given a collection $N$ of disjoint $k$-element subsets from a ground set $G$ and a matroid $(G, M)$ defined on the ground set. The goal is to find a collection $S$ of subsets in $N$ maximizing a function $f : N \rightarrow \mathbb{R}^+$, subject to the constraint $\cup_{u \in S} u \in M$.

Strongly base orderable matroid $k$-parity (SBO matroid $k$-parity) is a special case of matroid $k$-parity where the given matroid is strongly base orderable. Any matroid $k$-parity problem can be expressed as the independence system $(N, I)$ where $I = \{S \subseteq N | \cup_{u \in S} u \in M\}$.

**Theorem 5.5.1.** SBO matroid $k$-parity is a k-exchange system.
Table 5.1: $k \geq 2$ is a constant and $\delta > 0$ is an arbitrary positive constant. $f$: NMS - normalized monotone submodular, NS - general non-negative submodular, L - linear, C - cardinality.

<table>
<thead>
<tr>
<th>Maximization Problem</th>
<th>$f$</th>
<th>$k$</th>
<th>This Thesis</th>
<th>Previous Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-exchange</td>
<td>NMS</td>
<td>$k$</td>
<td>$1/(k + \delta)$</td>
<td>$1/(k + 1)$ [36]</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td></td>
<td>$(k - 1)/(k^2 + \delta)$</td>
<td>$1/[3(k + 2 + 1/k)]$ [42]</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td></td>
<td>$1/(k - 1 + \delta)$</td>
<td>$1/k$ [50]</td>
</tr>
<tr>
<td></td>
<td>C$^a$</td>
<td></td>
<td>$2/(k + \delta)$</td>
<td>$1/k$ [50]</td>
</tr>
</tbody>
</table>

Main Applications

<table>
<thead>
<tr>
<th></th>
<th>$f$</th>
<th>$k$</th>
<th>This Thesis</th>
<th>Previous Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>SBO matroid $k$-parity</td>
<td>NMS</td>
<td>$k$</td>
<td>$1/(k + \delta)$</td>
<td>$1/k$ [36]</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td></td>
<td>$(k - 1)/(k^2 + \delta)$</td>
<td>$1/[3(k + 2 + 1/k)]$ [42]</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td></td>
<td>$1/(k - 1 + \delta)$</td>
<td>$1/k$ [50]</td>
</tr>
<tr>
<td>$b$-Matching</td>
<td>NMS</td>
<td>2</td>
<td>$1/(2 + \delta)$</td>
<td>$1/3$ [36]</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td></td>
<td>$1/(4 + \delta)$</td>
<td>$2/7$ [42]</td>
</tr>
<tr>
<td>$k$-Set Packing</td>
<td>NMS</td>
<td>$k$</td>
<td>$1/(k + \delta)$</td>
<td>$1/(k + 1)$ [36]</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td></td>
<td>$(k - 1)/(k^2 + \delta)$</td>
<td>$1/[3(k + 2 + 1/k)]$ [42]</td>
</tr>
</tbody>
</table>

Additional Applications

<table>
<thead>
<tr>
<th></th>
<th>$f$</th>
<th>$k$</th>
<th>This Thesis</th>
<th>Previous Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>independent set in</td>
<td>NMS</td>
<td>$k$</td>
<td>$1/(k + 1 + \delta)$</td>
<td>$1/k$ [36]</td>
</tr>
<tr>
<td>$(k + 1)$-claw free</td>
<td>NS</td>
<td></td>
<td>$(k - 1)/(k^2 + \delta)$</td>
<td>$1/[3(k + 2 + 1/k)]$ [42]</td>
</tr>
<tr>
<td>graphs</td>
<td></td>
<td></td>
<td>$1/(9 + \delta)$</td>
<td>$1/16$ [42]</td>
</tr>
<tr>
<td>job interval selection</td>
<td>NMS</td>
<td>2</td>
<td>$1/(2 + \delta)$</td>
<td>$1/3$ [66]</td>
</tr>
<tr>
<td>with identical lengths</td>
<td>NS</td>
<td>3</td>
<td>$2/(9 + \delta)$</td>
<td>$1/16$ [42]</td>
</tr>
<tr>
<td>asymmetric traveling</td>
<td>NMS</td>
<td>3</td>
<td>$1/(3 + \delta)$</td>
<td>$1/4$ [66]</td>
</tr>
<tr>
<td>salesperson</td>
<td>NS</td>
<td></td>
<td>$2/(9 + \delta)$</td>
<td>$1/16$ [42]</td>
</tr>
<tr>
<td>frequency allocation</td>
<td>NMS</td>
<td>3</td>
<td>$1/(3 + \delta)$</td>
<td>$1/4$ [36]</td>
</tr>
<tr>
<td>on lines</td>
<td>NS</td>
<td></td>
<td>$2/(9 + \delta)$</td>
<td>$1/16$ [42]</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td></td>
<td>$1/(2 + \delta)$</td>
<td>$1/3$ [50]</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td></td>
<td>$2/(3 + \delta)$</td>
<td>$1 - 1/e$ [76]</td>
</tr>
</tbody>
</table>

$^a$ The result applies for $k \geq 3$.

Proof. It is easy to see that the above set system is non empty and monotone. Thus, we focus on the properties given by Definition 5.1.1. Consider two independent sets $S, T \in \mathcal{I}$. By definition, $\bigcup_{u \in S} u \in \mathcal{M}$ and $\bigcup_{u \in T} u \in \mathcal{M}$. Let $\pi : \bigcup_{u \in S} u \to \bigcup_{u \in T} u$ be the bijection guaranteed by Definition 5.1.2. For any set $u \in S$ define $Y_u = \{u' \in T \mid u' \cap \pi(u) \neq \emptyset\}$. Recall that the sets in $\mathcal{N}$ are disjoint and contain at most $k$ elements. Since $\pi$ is a bijection, we must, therefore, have $|Y_u| \leq k$ for all $u \in S$. Moreover, each $u' \in T$ appears in at most $k$ sets $Y_u$. Thus, Properties (K1) and (K2) of Definition 5.1.1 are satisfied. Consider a set $C \subseteq S$, and let $S' = (S \setminus \bigcup_{u \in C} Y_u) \cup C$. From the definition of $\pi$ we have $(\bigcup_{u \in S} u \setminus \pi(\bigcup_{u \in C} u)) \cup \bigcup_{u \in C} u \in \mathcal{M}$. Observe that $\bigcup_{u \in S'} u$ is a subset of this set, and thus, $\bigcup_{u \in S'} u \in \mathcal{M}$, implying $S' \in \mathcal{I}$. This complete the proof that property (K3) is also satisfied. 

SBO matroid $k$-parity generalizes our other two main applications: $b$-Matching and $k$-Set Packing. However, it is simpler to analyze them directly than to show the reductions. Consider first $b$-Matching.

**Definition 5.5.2.** Given a graph $G = (V, E)$ and a function $b : V \to \mathbb{N}$, a $b$-matching is a set of edges $M \subseteq E$ such that for every node $|M \cap \delta(v)| \leq b(v)$ (where $\delta(v)$ is the
For any instance of \textbf{b-Matching}, the set of all feasible b-matchings is a 2-exchange set system.

\textbf{Proof.} It is easy to see that the set system associated with \textbf{b-Matching} is non-empty and monotone. Thus, we focus on the properties given by Definition 5.1.1. Let $S, T \subseteq E$ be two b-matchings of $G$. For every $v \in V$, number the edges of $(S \setminus T) \cap \delta(v)$ (respectively, $(T \setminus S) \cap \delta(v)$) from 1 to $|(S \setminus T) \cap \delta(v)|$ (respectively, $|(T \setminus S) \cap \delta(v)|$), denote the number edge $e \in (S \setminus T) \cap \delta(v)$ (respectively, $e \in (T \setminus S) \cap \delta(v)$) receives by $g_{S \setminus T}(v, e)$ (respectively, $g_{T \setminus S}(v, e)$). For every $e = (u, v) \in T \setminus S$ define $Y_e = \{ e' \in S \setminus T \mid g_{T \setminus S}(u, e) = g_{T \setminus S}(u, e') \}$.

Notice that the numbers are unique among the edges hitting a single vertex. Thus, by definition $|Y_e| \leq 2$, and every $e' \in S \setminus T$ belongs to at most 2 such $Y$ sets. Let $T' \subseteq T \setminus S$, and consider $M = S \setminus (\cup_{e \in T'} Y_e) \cup T'$. For every vertex $v \in V$, the numbers of the edges from $M$ hitting $v$ are distinct. Note that the numbers are in the range of 1 to at most $b(v) - |S \cap T|$, therefore there are at most $b(v)$ edges on total from $M$ hitting $v$. We conclude that $M$ is a b-matching of $G$. \hfill $\square$

The last main application we consider is \textbf{k-Set Packing}.

\textbf{Definition 5.5.3.} Given a hypergraph $H = (V, E)$ having only hyperedges of size at most $k$, a set packing is a subset of hyperedges $M \subseteq E$ such that every two hyperedges in $M$ do not intersect. The maximum \textbf{k-Set Packing} problem is the problem of finding a set packing $M$ maximizing $f(M)$ for a given $f : 2^E \rightarrow \mathbb{R}^+$. 

\textbf{Lemma 5.5.3.} For any instance of \textbf{k-Set Packing}, the set of all set packings is a $k$-exchange set system.

\textbf{Proof.} Set $\mathcal{N} = V$, and set $\mathcal{I}$ to be all feasible set packings of $H = (V, E)$. Clearly, the set system $(\mathcal{N}, \mathcal{I})$ is non-empty and monotone. Hence, we focus on the properties of Definition 5.1.1. Set $S, T \in \mathcal{I}$ and choose $Y_e$, for a given $e \in T \setminus S$, to be all hyperedges of $S \setminus T$ that intersect hyperedge $e$. Since $e$ contains at most $k$ vertices and $S \setminus T$ is a feasible set packing (i.e., each vertex belongs to at most one hyperedge in $S \setminus T$), $|Y_e| \leq k$.

Fix a hyperedge $e' \in S \setminus T$. Since $T$ is a feasible set packing and $e'$ contains at most $k$ vertices, $e'$ belongs to at most $k$ of the $Y$ sets. Fix $T' \subseteq T \setminus S$. We have to prove that $S \setminus (\cup_{e \in T'} Y_e) \cup T' \in \mathcal{I}$. Assume there is a vertex $v \in V$ that belongs to two hyperedges from $S \setminus (\cup_{e \in T'} Y_e)$ and $e \in T$, that contain $v$. However, this is a contradiction to the construction of $Y_e$. We conclude that $(\mathcal{N}, \mathcal{I})$ is a $k$-exchange set system. \hfill $\square$

In the rest of this section we consider the additional applications enlisted in Table 5.1.

\textbf{Definition 5.5.4.} Given an undirected graph $G$, a k-claw is a set of $k + 1$ nodes in $G$ which induces a star. If a graph contains no k-claw, we say it is a k-claw free graph.

\textbf{Lemma 5.5.4.} The independent sets of size at most $k$ of a ($k + 1$)-claw free graph form a $k$-exchange system.

\textbf{Proof.} Fix some ($k + 1$)-claw free graph $G$, let $\mathcal{N}$ be the set of nodes of the graph, and let $\mathcal{I}$ be the collection of independent sets of size $k$ or less. Since the subset of an independent set is also an independent set, the set system $(\mathcal{N}, \mathcal{I})$ is non-empty and monotone. Hence,
we focus on the properties of Definition 5.1.1. Consider two independent sets $S, T \in \mathcal{I}$. For every node $u \in T$, let us define $Y_u$ to be the set of all neighbors of $u$ in $S$. Notice that there are no edges between the nodes of $Y_u$ because they all belong to the independent $S$. Hence, $|Y_u|$ must be of size at most $k$, otherwise, $u$ together with any set of $k + 1$ nodes from $Y_u$ would have formed a claw. A symmetric argument also shows that the collection \{ $Y_v | v \in Y_u$}\} is of size at most $k$ for every $u \in T$.

Finally, for every subset $T' \subseteq T$, consider the set $A = S \setminus \cup_{u \in T'} Y_u \cup T'$. Since both $S$ and $T'$ are independent sets, any edge in $A$ must connect nodes of $S$ and $T'$. However, all neighbors of the nodes of $T'$ belong to the set $\cup_{u \in T'} Y_u$, and therefore, are missing from $A$. Thus, the set $A$ is independent.

The maximum job interval selection with identical lengths problem (JISIL) is the next application we consider.

**Definition 5.5.5.** Given a set $J = \{J_1, J_2, \ldots, J_n\}$ of $n$ jobs, where job $J_i$ is associated with a release time $r_i$, a deadline $d_i$, and a common length $L \in \mathbb{N}$, a schedule $S \subseteq J$ is feasible if every $J_i \in S$ is assigned an interval of length $L$ inside $[r_i, d_i]$ and for any two jobs $J_i, J_k \in S$ the intervals assigned to them do not intersect. The maximum job interval selection with identical lengths (JISIL) problem is the problem of finding a feasible schedule $S$ maximizing $f(S)$ for a given $f : 2^J \rightarrow \mathbb{R}^+$.

**Lemma 5.5.5.** For any instance of JISIL, the set of feasible schedules is a 3-exchange set system. Moreover, if $f$ is monotone and submodular, then this set is also 2-exchange.

**Proof.** For every $J_i \in \mathcal{N}$, the ground set $\mathcal{N}$ contains all pairs: $(J_i, r_i), \ldots, (J_i, d_i - L)$. If a pair $(J_i, t_i)$ belongs to a schedule $S$, it indicates that job $J_i$ is scheduled at time $t_i$. Like in Definition 5.5.5, two pairs $(J_i, t_i)$ and $(J_r, t_r)$ intersect if $|t_i - t_r| < L$. A feasible schedule $S \subseteq \mathcal{N}$ is a set of pairs such that any two pairs in $S$ do not intersect, and every job appears in at most one pair. We say that job $J_i \in J$ is scheduled in $S$ if $S$ contains at least one pair of the form $(J_i, t_i)$.

If $f$ is monotone and submodular then we can drop the requirement that at most one pair of every job is in $S$. Instead, we define a new objective function $\hat{f}$ such that $\hat{f}(S)$ equals the value of $f$ over the set of jobs scheduled in $S$. Since $f$ is monotone and submodular, so is $\hat{f}$. Choosing more than a single pair associated with a job $J_i \in J$ does not change the value of $\hat{f}$, thus, we can always remove the extra pairs from the schedule.

We set $\mathcal{I}$ to be the collection of all feasible schedules. Clearly, $(\mathcal{N}, \mathcal{I})$ is non-empty and monotone. Hence, we focus on the properties of Definition 5.1.1. Let $S, T \in \mathcal{I}$. For a pair $(J_i, t_i) \in T \setminus S$ choose $Y_{(J_i, t_i)}$ to be all pairs in $S \setminus T$ that intersect $(J_i, t_i)$. If $f$ is not monotone and submodular, we add to $Y_{(J_i, t_i)}$ also the single pair containing $J_i$ in $S \setminus T$ if there is such pair. Since all intervals have length of exactly $L$, there are at most 2 pairs that can intersect a given pair $(J_i, t_i) \in T \setminus S$. This implies that $|Y_{(J_i, t_i)}| \leq 3$ (and $|Y_{(J_i, t_i)}| \leq 2$ if $f$ is monotone and submodular). Symmetry shows also that a given $(J_r, t_r) \in S \setminus T$ belongs to at most three $Y$ sets (two $Y$ sets if $f$ is monotone and submodular). Let $T' \subseteq T \setminus S$.

We need to prove that $R = S \setminus \cup_{(J_i, t_i) \in T'} Y_{(J_i, t_i)} \cup T' \in \mathcal{I}$. Fix $(J_i, t_i) \in R$ and consider two cases. First, $(J_i, t_i) \in S \setminus T$. $(J_i, t_i)$ does not intersect any pair in $S \setminus T$ (since $S$ is a feasible schedule), and does not intersect any pair in $T'$ (since if that was the case $(J_i, t_i)$ would have belonged to $\cup_{(J_i, t_i) \in T'} Y_{(J_i, t_i)}$, which cannot be true $(J_i, t_i) \in R$). Moreover, for the same reasons, if $f$ is not monotone and submodular, there is no other pair of job $J_i$ in $S \setminus T$ or $T'$. Second, $(J_i, t_i) \in T \setminus S$. $(J_i, t_i)$ does not intersect any pair of $T'$ (since $T$ is a feasible schedule) and does not intersect any pair in $S \setminus (\cup_{(J_i, t_i) \in T'} Y_{(J_i, t_i)})$ (since if that was the case such a pair would have belonged to $Y_{(J_i, t_i)}$). Again, for the same reasons, if
Any instance of JISIL with $L = 1$ can be represented by a 1-exchange set system.

Proof. Given a set $\mathcal{J}' \subseteq \mathcal{J}$ of jobs, Algorithm 12 can find a feasible schedule containing all the jobs of $\mathcal{J}'$, if such a schedule exists.

Algorithm 12: SCHEDULE-ALL($\mathcal{J}'$)

1. $S \leftarrow \{$Empty Schedule$\}$
2. $i \leftarrow 0$
3. while there are unscheduled jobs in $\mathcal{J}'$ do
   4. Let $J_i$ be the set of unscheduled jobs from $\mathcal{J}'$ that can be scheduled to time $i$.
   5. if $J_i \neq \emptyset$ then
      6. Let $J_i$ be the job from $J_i$ with the earliest deadline.
      7. Add $J_i$ to $S$, and schedule it to time $i$.
   8. Output $S$.

Let us prove that Algorithm 12 finds a feasible schedules for all the jobs of $\mathcal{J}'$, if such a schedule exists. For every iteration $i$ of Algorithm 12, let $S_i$ be the schedule constructed up to this iteration. We need to prove that if there exists a schedule $S'_i$ such that $S_i \cup S'_i$ is a feasible schedule for all jobs in $\mathcal{J}'$, then there also exists a schedule $S''_{i+1}$ such that $S_{i+1} \cup S''_{i+1}$ is a feasible schedule for all jobs in $\mathcal{J}'$.

If $J_i$ is empty then $S_i = S_{i+1}$, and we are done. Otherwise, let $J_i$ be the job scheduled by the algorithm to time $i$. $J_i$ must be scheduled by $S'_i$ to some time, say $j$. Let $J_j$ be the job scheduled by $S'_i$ to time $i$. Clearly, $J_i$ can be scheduled to time $i$. Moreover, since both $J_i$ and $J_j$ belong to $\mathcal{J}_i$, the deadline of $J_j$ is no earlier than that of $J_i$. Hence, $J_j$ can be scheduled to time $j$. Thus, we can switch the times of jobs $J_i$ and $J_j$ in $S'_i$, and get a new schedule $S''_i$ such that $S_i \cup S''_i$ is a feasible schedule for all jobs in $\mathcal{J}'$, and $J_i$ is scheduled to time $i$ by $S''_i$. By removing job $J_i$ from $S''_i$ we get a schedule with all the required properties to be $S''_{i+1}$.

At this point we can present our set system. $\mathcal{N}$ is the set of all jobs, and $\mathcal{I}$ is the collection of subset of jobs having a feasible schedule. By the above proof, it is possible to determine in polynomial time if a set of jobs is in $\mathcal{I}$. Clearly this set system is non-empty and monotone. Hence, we focus on the properties of Definition 5.1.1. Consider two sets $S, T \in \mathcal{I}$, and let $J \in T \setminus S$. We construct the set $Y_J$ using the following process. Initially $i$ is the time in which schedule $T$ schedules job $J$. If $S$ schedules no job at time $i$, then $Y_J = \emptyset$. Otherwise, if $S$ schedules a job $J' \in S \setminus T$, then $Y_J = \{J'\}$. Finally, if $S$ schedules a job $J' \in S \cap T$, then we update $i$ to be the time in which schedule $T$ schedules $J'$, and start again.

Let us explain why the above process must terminate. Think of a digraph $G$ containing the jobs of $T \cup S$ as nodes. For every job $J_1 \in T$ and $J_2 \in S$, there is an arc $(J_1 \rightarrow J_2)$ if $J_1$ is scheduled in $T$ in the same time that $J_2$ is schedules in $S$. Observe that the in-degree and out-degree of each node in this graph is at most 1. Notice that the above process goes along a path (or cycle) on this graph. The only case that the above process can continue infinitely is when it goes along a cycle. However, the process starts with a node $J \in T \setminus S$
whose in-degree is 0, and therefore, there is no way to get back to this node once the process leaves it.

The size of each set $Y_J$ is, by definition, at most 1 for every $J \in T \setminus S$. Consider some job $J \in T \setminus S$ with non-empty $Y_J = J'$. Notice that $J' \in S \setminus T$, and therefore, $J$ and $J'$ must be the end points of a path of the above graph, because all interval nodes of a path belong to $S \cap T$. This clearly implies that every node $J' \in S \setminus T$ can appear in at most one set of the form $Y_J$. Finally, consider a subset $T'$ of jobs from $T$. We need to prove that there exists a schedule for the set $S \cup T' \setminus \cup_{J \in T'} Y_J$. Consider the following schedule. For every job $J \in T \setminus S$, let $P_J$ be the set of nodes along the path of the above graph whose end points are $J$ and $J' \in Y_J$. Schedule all the jobs of $S \setminus \cup_{J \in T'} P_J$ at the time they are scheduled in $S$. Schedule all the jobs of $\cup_{J \in T'} P_J \setminus Y_J$ at the time they are scheduled in $T$. Let us prove that this is indeed a feasible schedule. Assume for the sake of contradiction that there exist two jobs in this schedule scheduled to the same time $i$. Clearly, one job of these two must belong to $S \setminus \cup_{J \in T'} P_J$ and the other to $P_J \setminus Y_J$ for some $J \in T'$. However, this implies that there is an edge in the above graph from a node of $P_J$ to a node of $S \setminus \cup_{J \in T'} P_J$, which is, of course, a contradiction. □

Next, we consider the maximum asymmetric traveling salesperson problem (MATS).

**Definition 5.5.6.** Given a complete directed graph $G = (V, E)$, MATS is the problem of finding a directed hamiltonian cycle $C \subseteq E$ maximizing $f(C)$ for a given $f : 2^E \to \mathbb{R}^+$. 

**Lemma 5.5.7.** For any instance of MATS, the set of hamiltonian cycles (with all their subsets) is a 3-exchange set system.

**Proof.** The set of edges is $E$ is the ground set. A set $S \subseteq E$ is an independent set, i.e., $S \in I$, if the directed graph $G_S = (V, S)$ is either a directed hamiltonian cycle or a set of disjoint simple paths (the in and out degree of every vertex are at most 1, and $G_S$ does not contain any cycles shorter than $|V|$). Fix $S, T \in I$. For every edge $e = (u \rightarrow v) \in T \setminus S$ choose $Y_e \subseteq S \setminus T$ to be the following three types of edges (if they exist): an edge $e_1 \in S \setminus T$ that enters $v$, an edge $e_2 \in S \setminus T$ that leaves $u$, and an edge $e_3 \in S \setminus T$ which is the first edge of this set one encounters when leaving $v$ and going along edges from $S \cap T$ only. We prove that this set system is 3-exchange.

Clearly, the above set system is non empty and monotone. Hence, we focus on the properties of Definition 5.1.1. First, $|Y_e| \leq 3$ for every $e \in T \setminus S$. Second, fix $e' = (u \rightarrow v) \in S \setminus T$. The edge $e'$ take at most once each type of the above three types of edges defining the $Y_e$ sets. Clearly, this is true for the first two types (since $T \in I$, and therefore, the in and out degree of every vertex in $G_T$ is at most 1). For $e'$ to be of the third type, there must be an edge $e'' \in T \setminus S$ that can be found in the following way: start from $u$ and go backwards along edges of $S \cap T$ until hitting a the first vertex $w$ that has an edge $e'' \in T \setminus S$ entering it (note that this implies that there is no edge from $S \cap T$ entering $w$). Since there could be at most a single such $e''$ edge, $e'$ can be at most once an edge of the third type. This proves the second property of Definition 5.1.1.

We focus now on the third property of Definition 5.1.1. Fix $T' \subseteq T \setminus S$, our goal it to prove that $S \setminus (\cup_{e \in T'} Y_e) \cup T' \in I$. Note that for every edge $e = (u \rightarrow v) \in T'$, $Y_e$ contains the edges from $S \setminus T$ that leave $u$ or enter $v$ (if they exist). Hence, the out degree of $u$ and the in degree of $v$ in $S \setminus (\cup_{e \in T'} Y_e)$ are 0. Therefore, these degrees in $S \setminus (\cup_{e \in T'} Y_e) \cup T'$ are at most 1. Assume now that $S \setminus (\cup_{e \in T'} Y_e) \cup T'$ contains a non-hamiltonian cycle $C$. $C$ must contain edges from both $S \setminus T$ and $T \setminus S$, since $S, T \in I$. Choose $e' \in C \cap (S \setminus T)$ and $e \in C \cap (T \setminus S)$ such that the path using $C$ from $e$ to $e'$ contains only edges from $S \cap T$. Such a pair of edges must exist in $C$. However, this is a contradiction since by definition $e' \in Y_e$. This proves that $S \setminus (\cup_{e \in T'} Y_e) \cup T'$ does not contain non-hamiltonian cycles. □
Given a set of frequencies $F$, an interference radius $r$ and a set $P$ of points on a line, where every point $P \in P$ is associated with a list of frequencies $L_P \subseteq F$ and a positive number $M_P$, a frequency assignment $A \subseteq P \times F$ assigns some of the frequencies to every point. A frequency assignment is legal if it assigns to every point $P$ a set $F_P$ of frequencies such that:

- $F_P \subseteq L_P$.
- $|F_P| \leq M_P$.
- For every two points $P_1, P_2 \in P$, $\text{dist}(P_1, P_2) < r \Rightarrow F_{P_1} \cap F_{P_2} = \emptyset$.

The maximum frequency allocation on lines (MFAL) problem is the problem of finding a legal frequency assignment $A \subseteq P \times F$ maximizing $f(A)$ for a given $f : 2^{P \times F} \rightarrow \mathbb{R}^+$. 

**Lemma 5.5.8.** For any instance of MFAL, the set of legal frequency assignments is a 3-exchange set system.

**Proof.** Fix the ground set $N = P \times F$. A set $A \subseteq F$ is independent (i.e., $S \in I$), if it is a legal frequency assignment. It is easy to see that this set system is non empty and monotone. Thus, we focus on the properties of Definition 5.1.1. Fix $S, T \in I$. For every point $P \in P$, number the frequencies assigned to $P$ by $S \setminus T$ from 1 to $|(S \setminus T) \cap \{P \times F\}|$ (notice that a frequency might get different numbers in the numbering associated with different points). Denote the number of a frequency $F$ in the numbering associated with point $P$ by $g_{S \setminus T}(P, F)$. Similarly, for every point $P \in P$, number the frequencies assigned to $P$ by $T \setminus S$, and denote by $g_{T \setminus S}(P, F)$ this numbering.

Let $N_r(P)$ be the set of points whose distance from $P$ is less than $r$. For every pair $u = (P, F) \in T \setminus S$, define $Y_u'$ to be the set $\{(P', F') \in S \setminus T | g_{T \setminus S}(P, F) = g_{S \setminus T}(P, F')\}$. Also construct for $u$ a set $Y_u = Y_u' \cup (|N_r(P) \times \{F\}) \cap (S \setminus T)|$. Informally, $Y_u$ contains two types of pairs from $S \setminus T$: at most one pair involving $P$ itself and pairs that contain the same frequency and a point too close to $P$.

The size of $Y_u'$ is at most 1 because there can be at most one frequency $F'$ for which $g_{T \setminus S}(P, F) = g_{S \setminus T}(P, F')$. Since $S$ is independent, there can be at most 2 points in $N_r(P)$ that are assigned the frequency $F$ by $S$. Hence, $|Y_u| \leq 2 + |Y_u'| \leq 3$. Exactly the same arguments also imply that every pair $u = (P, F) \in S \setminus T$ can appear in at most 3 sets of $\{Y_u | u \in T \setminus S\}$.

Let $T' \subseteq T \setminus S$ and consider $A = S \setminus (\cup_{u \in T'} Y_u) \cup T'$. Consider some point $P$. Under $A$, every frequency assigned to $P$ has a distinct number, and therefore, one of the sets $S$ or $T$ assigns to $P$ at least as many frequencies as $A$ does. Moreover, for every pair $u = (P, F)$ that we added to $A$, $Y_u$ contained every pair $(P', F') \in S \setminus T$ such that $\text{dist}(P', P) < r$. Therefore, every two points $P_1, P_2$ such that $\text{dist}(P_1, P_2) < r$ have disjoint sets of frequencies under $A$. We can now conclude that $A \in I$. 

### 5.6 Other Results

The concept of $k$-exchange set systems was developed independently by Justin Ward and by us. Justin Ward’s work and ours was published in a joint paper [35]. Wards proved the following theorem:

**Theorem 5.6.1.** For every $\delta > 0$, there exits a polynomial $2/(k + 1 + \delta)$ approximation algorithm for maximizing a linear function $f : 2^N \rightarrow \mathbb{R}^+$ over a $k$-exchange set system.
Notice that the last theorem is at least as good as the result presented above for linear functions for any $k \geq 3$. For $k = 2$, this theorem gives only $2/(3 + \delta)$ approximation, while the result presented above provides a PTAS. In a later paper [82], Wards used a similar method to get the following result for monotone submodular functions.

**Theorem 5.6.2.** For every $\varepsilon > 0$, there exists a polynomial $(k + 3)/2 + \varepsilon$ approximation algorithm for maximizing a monotone submodular function $f : 2^N \rightarrow \mathbb{R}^+$ over a $k$-exchange set system.

Once again, the result given by [82] is at least as good as the result presented above for monotone submodular functions for any $k \geq 3$. For $k = 2$, this theorem gives only $5/2 + \varepsilon$ approximation, while the result presented above provides $2 + \varepsilon$ approximation. It is an open question whether the method of Wards can be used also to derive a result for general non-monotone submodular functions.
Chapter 6

Contention Resolution Schemes

As previously mentioned, many algorithms for submodular maximization problems are composed of two parts: a solver for a fractional relaxation of the problem, and a rounding method. Building upon [6], [20] proposes a general contention resolution framework for rounding fractional solutions. Intuitively, the scheme works as follows. First, an approximate fractional solution $x$ is found for the multilinear extension relaxation of the problem. Second, $x$ is re-normalized (all its coordinates are multiplied by some value $b \leq 1$), and a random subset of elements is sampled according to the probabilities determined by $x$. Third and last, some of the sampled elements are discarded to guarantee the feasibility of the solution.

The first step can be performed by any algorithm for finding approximate fractional solutions for the multilinear relaxation. Let $\alpha$ be the approximation guarantee of the algorithm used. The re-normalization factor and the decision which elements to discard are determined by a constraint specific contention resolution scheme. Formally, a $(b, c)$-balanced contention resolution scheme for a constraint represented by a set system $(\mathcal{N}, \mathcal{I})$ is an algorithm that gets a vector $x \in b\mathcal{P}(\mathcal{I})$ (where $\mathcal{P}(\mathcal{I})$ is the convex hull of $\mathcal{I}$), picks a random subset $R(x)$ according to probabilities determined by $x$, and then outputs a set $S \in \mathcal{I}$ obeying $\Pr[u \in S \mid u \in R(x)] \geq c$ for every $u \in \mathcal{N}$. If the contention resolution scheme is monotonic, i.e., $\Pr[u \in S]$ only increases when other elements are removed from $R(x)$, then the framework guarantees an $abc$ approximation for maximizing a submodular function subject to the set system $(\mathcal{N}, \mathcal{I})$. One advantage of this framework is the ease with which it deals with intersections of constraints of different types (e.g., matroids, knapsack constraints and matchoids). Chekuri et al. [20] show that given contention resolution schemes for two types of constraints, there is a standard method to get a contention resolution scheme for the intersection of these constraints.

We extend the framework of [20] by showing that finding a fractional solution for the relaxation and the re-normalization step, can both be done simultaneously using the measured continuous greedy algorithm. Equipped with this observation, we can replace the expression $abc$ for the approximation ratio with an improved one for both the non-monotone and the monotone cases. The improvement achieved by the new expression is most significant for small values of $b$.

The idea behind our method is to use $b$ as the stopping time of Theorems 3.2.1 and 3.2.2, hence directly getting a re-normalized fractional solution (as is guaranteed by both theorems). The following theorem presents the improved expressions for the approximation ratio. Its proof appears in Section 6.1.

**Theorem 6.0.3.** If there is a monotone $(b, c)$-balanced contention resolution scheme for $\mathcal{I}$, then there is an approximation of $(e^{-bc} - o(1))$ for $\max_{S \in \mathcal{I}} \{f(S)\}$ assuming $f$ is
non-negative and submodular, and an approximation of \((1 - e^{-b})c - o(1)\) assuming \(f\) is monotone.

Note that the results of Theorem 6.0.3 are better than the \((abc)\)-approximation of [20]. This is true, since for the non-monotone case \(e^{-b} > 0.325\) for every \(b \in (0,1]\), and for the monotone case \(1 - e^{-b} \geq (1 - 1/e)b\) for every \(b \in (0,1]\).

We also provide monotone balanced contention resolution schemes for various matching, scheduling and packing problems. Using these schemes and Theorem 6.0.3, we are able to improve the known approximation ratios for these problems. A comprehensive list of our schemes and the problems for which they provide an improvement appears in Section 6.2. Among the results of Section 6.2, there are two that are especially notable:

- For job interval scheduling with \(k\) identical machines, and a linear objective function, we get an approximation ratio approaching 1 for large values of \(k\). The previously best approximation ratio for this problems approached \(1 - e^{-1}\) for large \(k\)'s [9].

- For broadcast scheduling with a monotone submodular objective function, we get an approximation ratio of \(1/4\). This matches the best known approximation for the linear variant [8].

### 6.1 Combining the Framework with the Measured Continuous Greedy

Theorem 6.0.3 quantifies the approximation ratio that can be achieved by combining the measured continuous greedy and the contention resolution framework. This approximation ratio is better than what can be expected by a black-box combination of the two. We begin this section by proving Theorem 6.0.3. After the proof we discuss some applications of this theorem.

**Proof of Theorem 6.0.3.** Consider the case of a non-negative and submodular \(f\). Apply Theorem 3.2.1 with stopping time \(T = b\) (recall \(0 \leq b \leq 1\). Then we obtain a fractional solution \(x \in b\mathcal{P}\) whose value satisfies: \(F(x) \geq (be^{-b} - o(1)) \cdot f(OPT)\). The rest of the proof is exactly as in Theorem 1.8 of [20], thus details are omitted.

For the case of a normalized, monotone and submodular \(f\), apply Theorem 3.2.2 with stopping time \(T = b\) (recall that, as before, \(0 \leq b \leq 1\). Then we obtain a fractional solution \(x \in b\mathcal{P}\) whose value satisfies: \(F(x) \geq (1 - e^{-b} - o(1)) \cdot f(OPT)\). Again, the rest of the proof is exactly as in Theorem 1.8 of [20].

Theorem 6.0.3 implies improved approximation ratios for many problems considered in [20]. For example, consider the problem of maximizing a submodular function subject to \(k\) matroid constraints. Chekuri et al. [20] describe, for every \(b \in (0,1]\) a monotone \((b, [(1 - e^{-b})/b]^{k})\)-balanced contention resolution scheme for this problem, using this contention resolution scheme they derive an approximation ratio of \(0.19/k\) (for large enough \(k\) values). The following corollary improves this approximation ratio using Theorem 6.0.3 and a better choice of value for \(b\).

**Corollary 6.1.1.** For large enough values of \(k\), there is a \(0.735/k - o(1)\) approximation algorithm for maximizing a general non-monetone submodular function subject to \(k\) matroid constraints.
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Proof. By Theorem 6.0.3 and the above contention resolution scheme, there is a $e^{-b}(1 - e^{-b})/b^k - o(1)$ approximation algorithm for the problem of maximizing a general non-monotone submodular function subject to $k$ matroid constraints. Choosing $b = 2/(k + 1)$, we get:

$$e^{-b}(1 - e^{-b})/b^k - o(1) \geq e^{-b}(b - b^2/2)/b^k - o(1) = e^{-b}[1 - b/2]^k - o(1)$$

$$= e^{-2/(k+1)} \cdot \frac{2}{k + 1} \cdot \left[ 1 - \frac{1}{k + 1} \right]^k - o(1)$$

$$\geq e^{-2/(k+1)} \cdot \frac{2}{k + 1} \cdot e^{-1} - o(1)$$

$$= \frac{2}{e} \cdot e^{-2/(k+1)} - o(1) = 0.735/k - o(1).$$

Remark: Notice that the problem considered in the last corollary also has an approximation algorithm with an approximation ratio close to $1/k$ for large values of $k$ [62], however, this result has polynomial time complexity only if $k$ is fixed.

Table 6.1 summarizes a few other examples of the improvements achieved by Theorem 6.0.3 to problems considered in [20].

Table 6.1: A few examples of improved approximation ratios due to Theorem 6.0.3. All previous results in this table are due to [20]. The notation of $\varepsilon$ denotes an arbitrarily small positive constant.

<table>
<thead>
<tr>
<th>Problem</th>
<th>This Thesis</th>
<th>Previous Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-Uniform Matchoid (linear)</td>
<td>$2/e \cdot \frac{1}{k + 1}$</td>
<td>$0.6/k$</td>
</tr>
<tr>
<td>$k$-Uniform Matchoid (monotone)</td>
<td>$2/e \cdot \frac{1}{k + 1} - o(1)^*$</td>
<td>$0.38/k$</td>
</tr>
<tr>
<td>$k$-Uniform Matchoid (non-monotone)</td>
<td>$2/e \cdot \frac{1}{k + 1}$</td>
<td>$0.19/k$</td>
</tr>
<tr>
<td>$k$ Matroid Intersection and $O(1)$ Knapsacks (linear)</td>
<td>$(\frac{2}{e} - \varepsilon) \cdot \frac{1}{k + 1}$</td>
<td>$0.6/k$</td>
</tr>
<tr>
<td>$k$ Matroid Intersection and $O(1)$ Knapsacks (monotone)</td>
<td>$(\frac{2}{e} - \varepsilon - o(1)) \cdot \frac{1}{k + 1}^*$</td>
<td>$0.38/k$</td>
</tr>
<tr>
<td>$k$ Matroid Intersection and $O(1)$ Knapsacks (non-monotone)</td>
<td>$(\frac{2}{e} - \varepsilon - o(1)) \cdot \frac{1}{k + 1}$</td>
<td>$0.19/k$</td>
</tr>
</tbody>
</table>

* The $o(1)$ term is with respect to $\min\{n, k\}$, i.e., it vanishes when both $n$ and $k$ are large. The exact function hiding behind the $o(1)$ term depends on the type of the objective function.

6.2 Contention Resolution Schemes

In this section we provide improved contention resolution schemes for several matching, schedule and packing problems. These schemes imply improved approximation ratios for these problems using the framework of [20]. Moreover, Theorem 6.0.3 provides an additional improvement to these approximation ratios. Table 6.2 summarizes the approximation ratios proved in this section.

6.2.1 The Submodular Independent Set in Interval Graphs Problem

The first problem we consider is the Submodular Independent Set in Interval Graphs problem since many (constrained) submodular maximization problems can be reduced to it. In this problem we are given a set $N$ of intervals, and a non-negative submodular function $f : 2^N \rightarrow \mathbb{R}^+$. A solution $S \subseteq N$ is feasible if no two intervals in $S$ intersect, i.e., the constraint family $\mathcal{I}$ contains all independent sets of the interval graph defined
Table 6.2: Results proved in Section 6.2. Objective functions: NMS - normalized monotone and submodular, NS - non-negative submodular, and L - linear.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Objective function</th>
<th>This Paper</th>
<th>Previous Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Submodular Independent Set in Interval Graphs</td>
<td>NMS</td>
<td>1/4</td>
<td>$O(1)^*$</td>
</tr>
<tr>
<td>Submodular $k$-Colorable Subgraph in Interval Graphs</td>
<td>NMS</td>
<td>$1 - e^{-1} - o(1)^\Delta$</td>
<td>$[20]$</td>
</tr>
<tr>
<td>Submodular Job Interval Selection (single machine)</td>
<td>NS</td>
<td>1/4</td>
<td>—</td>
</tr>
<tr>
<td>Submodular Job Interval Selection ($k$ unrelated machines)</td>
<td>NMS</td>
<td>1/4</td>
<td>—</td>
</tr>
<tr>
<td>Submodular Job Interval Selection ($k$ identical machines)</td>
<td>NMS</td>
<td>$1 - e^{-1} - o(1)^\Delta$</td>
<td>—</td>
</tr>
<tr>
<td>Submodular Multiple Knapsacks</td>
<td>NMS</td>
<td>$1/4^\alpha$</td>
<td>—</td>
</tr>
<tr>
<td>Submodular Multiple Knapsacks (identical knapsack sizes)</td>
<td>NMS</td>
<td>$1 - e^{-1} - o(1)^\Delta,\alpha$</td>
<td>—</td>
</tr>
<tr>
<td>Submodular Broadcast Scheduling</td>
<td>NMS</td>
<td>1/4</td>
<td>—</td>
</tr>
<tr>
<td>Submodular Matching Scheduling (edge degree $\leq k$)</td>
<td>NMS</td>
<td>$\frac{e}{\alpha(k+1)^2}$</td>
<td>—</td>
</tr>
</tbody>
</table>

* The exact constant was not calculated by [20], but it is inferior to our corresponding results.

$\Delta$ The $o(1)$ term is with respect to $\min\{n,k\}$, i.e., it diminishes when both $n$ and $k$ are large.

$\Box$ Requires pseudo polynomial time. It is possible to get a polynomial time algorithm at the cost of some loss in the approximation ratio. For details, see the theorems below.

by $N$. The goal is to find a feasible solution $S$ which maximizes $f(S)$. Unlike its linear variant, Submodular Independent Set in Interval Graphs is NP-hard. This follows, e.g., from the reduction proved by Lemma 6.2.5.

We note that Submodular Independent Set in Interval Graphs is a special case of the unsplittable flow problem where the graph is a path and all demands and capacities equal 1. For the unsplittable flow problem with general demands and capacities, [20] presents a $(b, 1 - \rho b)$-balanced contention resolution scheme for some constant $\rho > 1$. This gives a $(1 - e^{-b})(1 - \rho b)$-approximation for the monotone case and a $(be^{-b} - o(1)(1 - \rho b))$-approximation for the non-monotone case.\(^1\) We show that Submodular Independent Set in Interval Graphs admits an improved monotone $(b, e^{-b})$-balanced contention resolution scheme for every $b \in (0,1]$, and thus, has better approximation ratios than the ones known for unsplittable flow. We get $(1 - e^{-b})e^{-b}$ and $(be^{-2b} - o(1))$ approximation for the monotone and non-monotone cases, respectively.

Algorithm 13 is the algorithm induced by our contention resolution scheme for the Submodular Independent Set in Interval Graphs problem. We give the complete algorithm, instead of only the contention resolution scheme because we believe the algorithm is more natural this way.

The first step of the algorithm is the relaxation solving and re-normalization steps

\(^1\)In both cases, the approximation ratios presented are the ones achieved using our measured continuous greedy algorithm, and Theorem 6.0.3. These ratios are somewhat better than the original ones given by [20].
Algorithm 13: Contention Resolution Scheme for Submodular Independent Set in Interval Graphs \((\mathcal{N}, f, b)\)

// Computing Fractional Solution
1 Use the measured continuous greedy algorithm with stopping time \(T = b\) to obtain \(x\).

// Sampling
2 Sample \(R\) where each interval \(u \in \mathcal{N}\) is chosen independently with probability \(1 - e^{-x_u}\).

// Diluting
3 For every \(u \in \mathcal{N}\), mark interval \(u\) for deletion if there is a different interval \(u' \in R\) that intersects the starting point of \(u\).

// Output
4 Remove all marked intervals from \(R\), and let \(S\) be the set of remaining intervals.
5 Output \(S\).

of the contention resolution framework. The relaxation we use is the natural relaxations of the problem. The second step of the algorithm corresponds to the sampling step of the framework. We note that the probability of choosing an element into \(R\) in Line 2 is not as in [20]. However, since \(1 - e^{-x} \leq x\), one can think of it as the sampling step of the framework, followed by a second sampling step at the beginning of the contention resolution scheme. More formally, the sampling step of the framework outputs a set \(R'\) containing every element \(u \in \mathcal{N}\) with probability \(x_u\). The contention resolution scheme starts by constructing a set \(R\) containing every element \(u \in \mathcal{N}\) with probability \([1 - e^{-x_u}] / x_u\).

Lemma 6.2.1. For every \(b \in (0, 1]\), Algorithm 13 represents a monotone \((b, e^{-b})\)-balanced contention resolution scheme for Submodular Independent Set in Interval Graphs.

Proof. First, we prove that for every interval \(u \in \mathcal{N}\):

\[
\Pr[u \in S] \geq (1 - e^{-x_u}) e^{x_u - b}.
\]

Let \(\mathcal{L}_u\) be the set of intervals that intersect the starting point of \(u\), excluding \(u\) itself. Theorems 3.2.1 and 3.2.2 guarantee that \(x \in b\mathcal{P}\). Hence, \(\sum_{u' \in \mathcal{L}_u} x_{u'} \leq b - x_u\). Therefore,

\[
\Pr[u \in S] = (1 - e^{-x_u}) \cdot \prod_{u' \in \mathcal{L}_u} e^{-x_{u'}} = (1 - e^{-x_u}) \cdot e^{-\sum_{u' \in \mathcal{L}_u} x_{u'}} \\
\geq (1 - e^{-x_u}) \cdot e^{-(b-x_u)} = (1 - e^{-x_u}) \cdot e^{x_u - b}.
\]

Since \(u \in S\) implies \(u \in \mathcal{R}'\), we get:

\[
\Pr[u \in S \mid u \in \mathcal{R}'] = \frac{\Pr[u \in S \land u \in \mathcal{R}']}{\Pr[u \in \mathcal{R}']} \geq \frac{\Pr[u \in S]}{\Pr[u \in \mathcal{R}']} \\
\geq \frac{(1 - e^{-x_u}) e^{x_u - b}}{x_u} \geq \frac{(e^{x_u} - 1) e^{-b}}{x_u} \geq e^{-b}.
\]

The monotonicity of contention resolution scheme is clear from the description of Algorithm 13.

Corollary 6.2.2. For normalized monotone submodular \(f\) Submodular Independent Set in Interval Graphs has \(1/4\)-approximation, and for non-negative submodular \(f\) it has \((1/(2e) - o(1))\)-approximation.
Proof. For the former case apply Theorem 6.0.3 and Lemma 6.2.1 with $b = \ln 2$ to obtain an approximation of $1/4$. For the latter case apply Theorem 6.0.3 and Lemma 6.2.1 with $b = 1/2$ to obtain an approximation of $1/(2e) - o(1)$.

We consider also a variation of Submodular Independent Set in Interval Graphs in which a valid solution can contain up to $k$ intervals covering each time point on the line (as opposed to just a single one). We denote this problem as the Submodular $k$-Colorable Subgraph in Interval Graphs problem. Algorithm 13, and the contention resolution scheme implying it, can still be applied with a few minor changes.

Algorithm 14: Contention Resolution Scheme for Submodular $k$-Colorable Subgraph in Interval Graphs $(\mathcal{N}, f, k, b)$

// Computing Fractional Solution
1. Use the measured continuous greedy algorithm with stopping time $T = b$ to obtain $x$.

// Sampling
2. Sample $R$ where each interval $u \in \mathcal{N}$ is chosen independently with probability $x_u$.

// Diluting
3. For every $u \in \mathcal{N}$, mark interval $u$ for deletion if there are at least $k$ other intervals $u' \in R$ that intersect the starting point of $u$.

// Output
4. Remove all marked intervals from $R$, and let $S$ be the set of remaining intervals.
5. Output $S$.

The first step of the algorithm is the relaxation solving and re-normalization steps of the contention resolution framework. The relaxation we use is the natural relaxations of the problem. The second step of the algorithm corresponds to the sampling step of the framework. Note that here, as expected, and unlike the case in Algorithm 13, we sample every element $u \in \mathcal{N}$ with probability $x_u$.

Lemma 6.2.3. Algorithm 14 represents a monotone $(b, 1 - e^{-[1/b-1]^2bk/3})$-balanced contention resolution scheme for Submodular $k$-Colorable Subgraph in Interval Graphs for $b \in (0, 1]$.

Proof. Let $\mathcal{L}_u$ be the set of intervals that intersect the starting point of $u$, excluding $u$ itself. Theorems 3.2.1 and 3.2.2 guarantee that $x \in b\mathcal{P}$. Hence, $\sum_{u' \in \mathcal{L}_u} x_{u'} \leq b(k - x_u) \leq bk$. By using standard Chernoff bound on the upper tail, one can show that:

$$\Pr[|\mathcal{L}_u \cap R| \geq k - 1] = \Pr[|\mathcal{L}_u \cap R| > k] \leq e^{-[1/b-1]^2bk/3}.$$  

Observe that the above inequality is independent of the question whether $u \in R$. Hence,

$$\Pr [u \in S \mid u \in R] \geq 1 - e^{-[1/b-1]^2bk/3}.$$  

The monotonicity of contention resolution scheme is clear from the description of Algorithm 14.

We can now prove the next corollary. The $o(1)$ term in this corollary is with respect to $\min\{k, n\}$, hence, it diminishes when both $k$ and $n$ are large.
Corollary 6.2.4. For normalized monotone submodular \( f \) the above algorithm with \( b = 1/(1 + \sqrt{\log k/k}) \) provides a \((1 - 1/e - o(1))\)-approximation for Submodular \((k\) Colorable\) Subgraph in Interval Graphs. For non-negative submodular \( f \) it provides \((1/e - o(1))\)-approximation.

Proof. Notice that \( b = 1 - o(1) \), where the \( o(1) \) term is, as usual, with respect to \( \min\{k, n\} \). Let us now calculate:

\[
b \cdot \left(1 - e^{-\frac{1}{b-1} \cdot \frac{bk}{3}}\right) = b \cdot \left(1 - e^{-\frac{\sqrt{\log k/k} \cdot bk}{3}}\right) = (1 - o(1)) \cdot \left(1 - \frac{k - (1 - o(1))}{3}\right) = 1 - o(1) .
\]

By the result of [20], the approximation ratio is equal to \( abc \), where \( a \) is the approximation ratio of the relaxation solving algorithm. The last calculation shows that \( bc = 1 - o(1) \) in our case, hence, the approximation ratio we get is \( a - o(1) \). \( \square \)

6.2.2 The Submodular Job Interval Selection Problem

The Submodular Job Interval Selection problem is defined as following. We are given a set \( N \) of \( n \) jobs, where each job \( u \in N \) is associated with a set \( J_u \) of possible intervals. Additionally, a normalized monotone submodular function \( f : 2^N \rightarrow \mathbb{R}^+ \) over the jobs is given (note that \( f \) is not defined over the intervals, but over the jobs). A feasible schedule is a subset \( S \subseteq \bigcup_{u \in N} J_u \) of intervals, such that no two intervals in \( S \) intersect. A job \( u \) is scheduled in \( S \) if \( S \) contains an interval from \( J_u \). The goal is to find a feasible schedule \( S \) that maximizes the value of \( f \) over the set of jobs scheduled in \( S \). We show that Submodular Job Interval Selection can be reduced via an approximation preserving reduction to Submodular Independent Set in Interval Graphs. This reduction works only for normalized monotone submodular objective functions, hence, we do not consider general non-negative submodular objectives.

Lemma 6.2.5. For normalized monotone and submodular objective functions, there is an efficient approximation preserving reduction from Submodular Job Interval Selection to Submodular Independent Set in Interval Graphs.

Proof. Fix an instance of Submodular Job Interval Selection with a normalized monotone and submodular objective \( f \), and let us define the following instance of Submodular Independent Set in Interval Graphs. Set the interval set \( N' \) of the instance to be all intervals in \( N' = \bigcup_{u \in N} J_u \) while keeping multiplicities. Formally, \( N' = \{I_u | I \in J_u, u \in N\} \) (we keep the multiplicities by adding a superindex of \( u \) for every interval according to the job it belongs to). Define \( \tilde{f} \) as the objective function of the Submodular Independent Set in Interval Graphs instance by setting \( \tilde{f}(S) \) to be the value of \( f \) over all jobs \( u \) scheduled by \( S \) (i.e., \( S \) contains an interval of \( J_u \)). Given an oracle for \( f \), one can construct an oracle for calculating \( \tilde{f} \) in polynomial time. Clearly every feasible solution to Submodular Job Interval Selection can be translated to a feasible solution to Submodular Independent Set in Interval Graphs while keeping the value of the objective function, and vice versa. Hence, we are left to prove that \( \tilde{f} \) is a normalized monotone submodular function.

First, we show that \( \tilde{f} \) is normalized. The empty schedule contains no intervals, and therefore, \( \tilde{f}(\emptyset) = f(\emptyset) = 0 \).

Second, we show that \( \tilde{f} \) is monotone. Given two sets \( S_1 \subseteq S_2 \subseteq N' \), let \( N_1 \) and \( N_2 \) be the set of jobs that are scheduled by \( S_1 \) and \( S_2 \), respectively. Clearly, every job that has an interval in \( S_1 \) also has an interval in \( S_2 \), hence \( N_1 \subseteq N_2 \). Hence, due to the monotonicity of \( f \), \( \tilde{f}(S_1) = f(N_1) \leq f(N_2) = \tilde{f}(S_2) \).
Third, we show that \( \bar{f} \) is submodular. Assume \( S_1, S_2, N_1 \) and \( N_2 \) are defined as above, and let \( I \in N' - S_2 \) be an interval outside of \( S_2 \). It is enough to show that \( \bar{f}(S_1 + I) - \bar{f}(S_1) \geq \bar{f}(S_2 + I) - \bar{f}(S_2) \). Let \( u \) denote the (only) job that is associated with \( I \). Clearly, the set of jobs that have at least one interval in \( S_1 + I \) (\( S_2 + I \)) is \( N_1 + J \) (respectively, \( N_2 + J \)). Using the properties of \( f \), and the fact \( N_1 \subseteq N_2 \), we conclude:
\[
\bar{f}(S_1 + I) - \bar{f}(S_1) = f(N_1 + J) - f(N_1) \geq f(N_2 + J) - f(N_2) = \bar{f}(S_2 + I) - \bar{f}(S_2)
\]
The last inequality requires some explanation. If \( J \notin N_2 \), then it follows from submodularity. If \( J \in N_1 \) then both sides of the inequality are 0, and it trivially holds. Finally, if \( J \in N_2 \) but \( J \notin N_1 \), then the right side of the inequality is 0, and the left side is non-negative due to the monotonicity of \( f \).

**Note:** For linear objective functions, the above two problems are *not* equivalent. Specifically, the job interval selection problem is hard while the maximum weight independent set in interval graph problem can be solved in polynomial time.

**Corollary 6.2.6.** There is a \( 1/4 \)-approximation algorithm for **Submodular Job Interval Selection** with a normalized monotone and submodular objective function.

We consider three variants of **Submodular Job Interval Selection**. First, we consider the case where there are \( k \) *identical* machines. Second, we consider the case where there are \( k \) unrelated machines. Third and last, we consider the case where the objective function is a linear function, and there are \( k \) identical machines.

### k Identical Machines

An instance of the \( k \) identical machines variant of **Submodular Job Interval Selection** is identical to a standard instance with the following modification. A schedule \( S \) is a \( k \)-tuple \( (S_1, S_2, \ldots, S_k) \), where every \( S_i \) is a set of intervals. \( S \) is a feasible schedule if no two intervals of the same set \( S_i \) intersect. As before, the goal is to maximize the value of \( f \) over the set of jobs scheduled in \( S \).

**Lemma 6.2.7.** For normalized monotone and submodular objectives, there is an approximation preserving reduction from **Submodular Job Interval Selection** with \( k \) identical machines to **Submodular k-Colorable Subgraph in Interval Graphs**.

**Proof.** Given an instance of **Submodular Job Interval Selection** with \( k \) identical machines which consists of \( J_u \) for every \( u \in N \), \( k \) and \( f \), define an instance of **Submodular k-Colorable Subgraph in Interval Graphs** exactly as in the proof of Lemma (6.2.5). The proof that \( \bar{f} \) is a normalized monotone submodular function, and that it can be calculated efficiently is identical to the equivalent part in the proof of Lemma (6.2.5). Additionally, from the construction of the **Submodular k-Colorable Subgraph in Interval Graphs** instance, it is clear that given any schedule of the **Submodular Job Interval Selection** instance, one can translate it into a solution for the **Submodular k-Colorable Subgraph in Interval Graphs** instance with the same objective value, and vice versa.

**Corollary 6.2.8.** There is a \( (1 - 1/e - o(1)) \) approximation algorithm for **Submodular Job Interval Selection** with \( k \) identical machines and a normalized monotone and submodular objective, where the \( o(1) \) term is with respect to \( \min\{k, n\} \).
**k Unrelated Machines**

An instance of the \( k \) unrelated machines variant of Submodular Job Interval Selection is identical to a standard instance with the following modification. A job \( u \in \mathcal{N} \) is associated with \( k \) sets of intervals: \( \mathcal{J}_{u,1}, \mathcal{J}_{u,2}, \ldots, \mathcal{J}_{u,k} \), where set \( \mathcal{J}_{u,i} \) is the collection of allowed intervals of job \( u \) on the \( i^{th} \) machine. A schedule \( S \) is a \( k \)-tuple \((S_1, S_2, \ldots, S_k)\), where every \( S_i \) is a subset of the intervals allowed for the \( i^{th} \) machine. Again, \( S \) is a feasible schedule if no two intervals of the same set \( S_i \) intersect.

**Lemma 6.2.9.** For normalized, monotone and submodular objectives, there is an approximation preserving reduction from Submodular Job Interval Selection with \( k \) unrelated machines to Submodular Job Interval Selection.

**Proof.** Given an instance of Submodular Job Interval Selection with \( k \) unrelated machines and a normalized monotone and submodular objective \( f \), define the following instance of Submodular Job Interval Selection. Given an interval \( I \), let \( I + t \) denote the same interval shifted by \( t \), i.e., \( I + t \) has the same length as \( I \), but starts \( t \) time units later. We also denote by \( T \) the latest end time of any interval in the original instance. For every job \( u \), its set of intervals in the new Submodular Job Interval Selection instance is: \( \mathcal{J}_u' = \bigcup_{i=1}^{k} \{I + iT | I \in \mathcal{J}_{u,i}\} \). Informally, intervals of machine \( i \) are placed between times \( iT \) and \((i + 1)T \). This guarantees that intervals which are originally from different machines never intersect. Define \( \bar{f} \) as the objective function of the new Submodular Job Interval Selection instance by setting \( \bar{f}(S) \) to be the value of \( f \) over all jobs \( u \) scheduled by \( S \) (i.e., \( S \) contains an interval of \( \mathcal{J}_u' \)). Given an oracle for \( \bar{f} \), one can construct an oracle for calculating \( f \) in polynomial time.

Recall that intervals that are originally from different machines never intersect in the new instance. Using this observation, every feasible solution to the original instance of Submodular Job Interval Selection with \( k \) unrelated machines can be translated to a feasible solution of the new Submodular Job Interval Selection instance while keeping the value of the objective function, and vice versa. Hence, we are left to prove that \( \bar{f} \) is a normalized monotone submodular function.

First, we show that \( \bar{f} \) is normalized. The empty schedule contains no intervals, and therefore, \( \bar{f}(\emptyset) = f(\emptyset) = 0 \).

Second, we show that \( \bar{f} \) is monotone. Let \( \mathcal{I}' \) be the set of all intervals of the new instance of Submodular Job Interval Selection. Given two sets \( S_1 \subseteq S_2 \subseteq \mathcal{I}' \), let \( \mathcal{N}_1 \) and \( \mathcal{N}_2 \) be the set of jobs that are scheduled by \( S_1 \) and \( S_2 \), respectively. Clearly, every job that has an interval in \( S_1 \) also has an interval in \( S_2 \), thus, \( \mathcal{N}_1 \subseteq \mathcal{N}_2 \). Hence, due to the monotonicity of \( f \), \( \bar{f}(S_1) = f(\mathcal{N}_1) \leq f(\mathcal{N}_2) = \bar{f}(S_2) \).

Third, we show that \( \bar{f} \) is submodular. Assume \( S_1, S_2, \mathcal{N}_1 \) and \( \mathcal{N}_2 \) are defined as above, and let \( I \in \mathcal{I}' - S_2 \) be an interval outside of \( S_2 \). It is enough to show that \( \bar{f}(S_1 + I) - \bar{f}(S_1) \geq \bar{f}(S_2 + I) - \bar{f}(S_2) \). Let \( u \) denote the (only) job that is associated with \( I \). Clearly, the set of jobs that have at least one interval in \( S_1 + I \) (\( S_2 + I \)) is \( \mathcal{N}_1 + J \) (respectively, \( \mathcal{N}_2 + J \)). Using the properties of \( f \), and the fact \( \mathcal{N}_1 \subseteq \mathcal{N}_2 \), we get:

\[
\bar{f}(S_1 + I) - \bar{f}(S_1) = f(\mathcal{N}_1 + J) - f(\mathcal{N}_1) \geq f(\mathcal{N}_2 + J) - f(\mathcal{N}_2) = \bar{f}(S_2 + I) - \bar{f}(S_2) .
\]

The last inequality requires some explanations. If \( J \not\in \mathcal{N}_2 \), then the inequality follows from the submodularity of \( f \). If \( J \in \mathcal{N}_1 \), then both sides of the inequality are equal to 0, and the inequality trivially holds. Finally, if \( J \in \mathcal{N}_2 \), but \( J \not\in \mathcal{N}_1 \), then the right hand side of the inequality is 0, while the left hand side is non-negative due to the monotonicity of \( f \). \( \square \)
Corollary 6.2.10. Submodular Job Interval Selection with $k$ unrelated machines has a $1/4$-approximation algorithm for normalized monotone and submodular objective functions.

$k$ Identical Machines with Linear Objective

An instance of this variant is an instance of the $k$ identical machines variant, with a linear objective function. Since the objective is linear, one can use for this variant the following linear programming formulation instead of the multilinear extension formulation. For every job $u$, we denote by $w_u$ its contribution to the objective. For every interval $I$, we denote by $L_I$ the set of other intervals intersecting it.

$$\max \sum_{u \in \mathcal{N}} w_u \cdot \left( \sum_{I \in \mathcal{J}_u} x_{I} \right) \quad \text{s.t.} \quad \sum_{I \in \mathcal{J}_u} x_{I} \leq 1 \quad \forall u \in \mathcal{N},$$

$$x_I + \sum_{I' \in L_I} x_{I'} \leq k \quad \forall I \in \bigcup_{u \in \mathcal{N}} \mathcal{J}_u,$$

$$x_I \geq 0 \quad \forall I \in \bigcup_{u \in \mathcal{N}} \mathcal{J}_u.$$

The algorithm we use for this problem is Algorithm 15, which is a variant of Algorithm 14.

Algorithm 15: Algorithm for Weighted Job Interval Selection with $k$ identical machines $(\mathcal{N}, f, k)$

1. Use an LP solver to find an $x$ maximizing the linear relaxation of the problem.
2. For every job $u$ sample at most one interval $I \in \mathcal{J}_u$, with probability $b \cdot x_I$ for every interval, where $b = 1/[1 + \sqrt{\log k/k}]$.
3. For every $I \in R$, mark interval $I$ for deletion if there are at least $k$ other intervals $I' \in R$ that intersect the starting point of $I$.
4. Remove all marked intervals from $R$, and let $S$ be the set of remaining intervals.
5. Output $S$.

The $o(1)$ term in the next lemma is with respect to $\min\{k, n\}$, hence, it diminishes when both $k$ and $n$ are large.

Lemma 6.2.11. Weighted Job Interval Selection with $k$ identical machines has a polynomial time $(1 - o(1))$-approximation algorithm.

The proof of this lemma is similar in spirit to that of Lemma 6.2.3. However here we do not need to evoke the framework of Theorem 6.0.3 and [20].

Proof. Fix an interval $I \in \mathcal{J}_u$. The constraints of the LP guarantee that $\sum_{I' \in L_I} x_{I'} \leq k - x_I \leq k$. By using standard Chernoff bound on the upper tail, one can show that:

$$\Pr[|L_I \cap R| \geq k - 1] = \Pr[|L_I \cap R| > k] \leq e^{-[1/b-1]^2bk/3}.$$

Observe that the above inequality is independent of the question whether $I \in R$. Hence,

$$\Pr[I \in S] = \Pr[I \in R] \cdot \Pr[I \in S \mid I \in R] \geq bx_I \cdot [1 - e^{-[1/b-1]^2bk/3}].$$
For normalized, monotone and submodular objectives, there exists an

Given an instance of Submodular Multiple Knapsacks with identical knapsack sizes, define an instance of Submodular $k$-Colorable Subgraph in Interval Graphs as follows. The number of machines ($k$) in the new instance is equal to the number of knapsacks in the original one. For each element $u \in \mathcal{N}$, create a collection of $B - s_u + 1$ intervals by constructing for every possible (integral) starting point from 0 up to $B - s_j$ an interval of length $s_j$ that starts at that point. Denote this collection of intervals by $\mathcal{N}_u$. 

Notice that $b = 1 - o(1)$, where the $o(1)$ term is, as usual, with respect to $\min\{k, n\}$. Let us now calculate:

\[
b \cdot \left(1 - e^{-1/[b - 1]^{2bk/3}}\right) = b \cdot \left(1 - e^{-\sqrt{\log k/k} \cdot 2bk/3}\right) = (1 - o(1)) \cdot \left(1 - k^{-(1-o(1))/3}\right) = 1 - o(1).
\]

Combining the two last equations, we get: $\Pr[I \in S] = x_I \cdot [1 - o(1)]$. Recall that the events $I_1 \in S$ and $I_2 \in S$ are disjoint for every two different intervals $I_1$ and $I_2$ of the same job. Thus, expected contribution of job $u$ to the objective function is:

\[
\sum_{I \in J_u} w_u \cdot x_I \cdot [1 - o(1)] = (1 - o(1)) \cdot w_u \cdot \sum_{I \in J_u} x_I.
\]

By the linearity of the expectation, the expected value of $S$ is equal to the objective of the linear program times $[1 - o(1)]$, which completes the proof of the lemma.

Observe that this is a linear problem for which we improve the best known approximation ratio. The previously best approximation ratio for this problem approached $1 - e^{-1}$ for large $k$ values [7].

### 6.2.3 The Submodular Multiple Knapsacks Problem

The Submodular Multiple Knapsacks problem is defined as following. We are given a collection $\mathcal{N}$ of $n$ elements and $k$ knapsacks, where the size of the $i^{th}$ knapsack is $B_i \in \mathbb{N}$. We note that the number of knapsacks ($k$) might not be a constant. Each element $u \in \mathcal{N}$ has a given size $s_u \in \mathbb{N}$. In addition, we are also given a normalized monotone submodular function $f : 2^\mathcal{N} \to \mathbb{R}^+$ defined over the elements. A feasible packing $S$ is a $k$-tuple $(S_1, S_2, \ldots, S_k)$ such that the total size (i.e., the sum of the sizes) of the elements in each set $S_i$ is at most $B_i$. An element $u$ is packed by $S$ if there exists an $S_i$ such that $u \in S_i$. The goal is to find a feasible packing $S$ that maximizes the value of $f$ over the set of elements packed by $S$. Note that Submodular Multiple Knapsacks differs from the usual $k$-knapsack constraints, discussed earlier in this work, in the sense that here we are asked to pack each element into up to one of several possible knapsack, while the problem of $k$-knapsack constraints ask to pack each element either to no knapsack or to all of them at the same time.

We first consider the variant of Submodular Multiple Knapsacks where all knapsacks have equal size $B$. We show that in this case Submodular Multiple Knapsacks can be reduced via an approximation preserving reduction to Submodular $k$-Colorable Subgraph in Interval Graphs (again, the reduction works only for normalized, monotone and submodular objective functions). However, the time complexity of this reduction depends on the sizes of the knapsacks.

**Lemma 6.2.12.** For normalized, monotone and submodular objectives, there exists an approximation preserving reduction from Submodular Multiple Knapsacks with identical knapsack sizes, to Submodular $k$-Colorable Subgraph in Interval Graphs. The time complexity of this reduction is pseudo polynomial.

**Proof.** Given an instance of Submodular Multiple Knapsacks with identical knapsack sizes, define an instance of Submodular $k$-Colorable Subgraph in Interval Graphs as follows. The number of machines ($k$) in the new instance is equal to the number of knapsacks in the original one. For each element $u \in \mathcal{N}$, create a collection of $B - s_u + 1$ intervals by constructing for every possible (integral) starting point from 0 up to $B - s_j$ an interval of length $s_j$ that starts at that point. Denote this collection of intervals by $\mathcal{N}_u$. 
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Define: \( N' = \cup_{u \in N} N_u \). \( N' \) is the set of intervals in the constructed instance. Define \( \bar{f} \) as the objective function of the Submodular \( k \)-Colorable Subgraph in Interval Graphs instance by setting \( \bar{f}(S) \) to be the value of \( f \) over all elements \( u \in N' \) for which \( S \cap N_u \neq \emptyset \). One can construct an oracle for calculating \( \bar{f} \) in polynomial time, let us prove that \( \bar{f} \) is a normalized, monotone and submodular function.

First, we show that \( \bar{f} \) is normalized. The empty solution contains no intervals, and therefore, \( \bar{f}(\emptyset) = f(\emptyset) = 0 \).

Second, we show that \( \bar{f} \) is monotone. Given two sets \( S_1 \subseteq S_2 \subseteq N' \), let \( N_1 \) and \( N_2 \) be the sets of elements that are covered by \( S_1 \) and \( S_2 \), respectively. Clearly, every element that has an interval in \( S_1 \) also has an interval in \( S_2 \), hence \( N_1 \subseteq N_2 \). Therefore, due to the monotonicity of \( f \), \( \bar{f}(S_1) = f(N_1) \leq f(N_2) = \bar{f}(S_2) \).

Third, we show that \( \bar{f} \) is submodular. Assume \( S_1, S_2, N_1 \) and \( N_2 \) are defined as before, and let \( I \notin S_2 \) be an interval outside of \( S_2 \). It is enough to show that \( \bar{f}(S_1 + I) - \bar{f}(S_1) \geq \bar{f}(S_2 + I) - \bar{f}(S_2) \). Let \( u \) denote the (only) element that is associated with \( I \). Clearly, the set of elements that have at least one interval in \( S_1 + I \) (\( S_2 + I \)) is \( N_1 + u \) (respectively, \( N_2 + u \)). Using the properties of \( f \), we can conclude that:

\[
\bar{f}(S_1 + I) - \bar{f}(S_1) = f(N_1 + u) - f(N_1) \geq f(N_2 + u) - f(N_2) = \bar{f}(S_2 + I) - \bar{f}(S_2)
\]

The last inequality requires some explanations. If \( u \notin N_2 \), then the inequality follows from the submodularity of \( f \). If \( u \in N_1 \), then both sides of the inequality are equal to 0, and the inequality trivially holds. Finally, if \( u \in N_2 \), but \( u \notin N_1 \), then the right hand side of the inequality is 0, while the left hand side is non-negative due to the monotonicity of \( f \).

Next, let us explain how to translate a feasible solution of the Submodular Multiple Knapsacks with identical knapsack sizes instance into a feasible solution of Submodular \( k \)-Colorable Subgraph in Interval Graphs without modifying the value of the objective. Let \( S = (S_1, S_2, \ldots, S_k) \) be a feasible solution to the original instance of Submodular Multiple Knapsacks with identical knapsack sizes. Fix \( S_i \), and let \( u_{i_1}, u_{i_2}, \ldots, u_{i_m} \) be the elements of \( S_i \). Let us construct a set \( \bar{S}_i \) as following. For every \( 1 \leq i \leq m \), add the interval of \( u \) starting at time \( \sum_{k=1}^{i-1} s_{u_{i,k}} \) to \( \bar{S}_i \). Notice that this interval exists since the total size of the elements in \( S_i \) is at most \( B \). Moreover, all the intervals in \( \bar{S}_i \) are disjoint. We can now construct a solution \( \bar{S} \) for Submodular \( k \)-Colorable Subgraph in Interval Graphs which is simply the union \( \bigcup_{i=1}^{k} \bar{S}_i \). Since the union is over \( k \) sets only, there are at most \( k \) intervals in \( \bar{S} \) that contain any point \( p \). This completes the construction of \( \bar{S} \), and the proof that \( \bar{S} \) is a feasible solution. Clearly, \( f(S) = \bar{f}(\bar{S}) \).

We now prove the other direction. Let \( \bar{S} \) be a solution to Submodular \( k \)-Colorable Subgraph in Interval Graphs. Since there are at most \( k \) intervals in \( \bar{S} \) containing any point \( p \), we can color all intervals in \( \bar{S} \) by \( k \) colors such that any two intervals with the same color do not intersect. Recall that each interval is associated with an element \( u \in N \). Thus, we can define \( S = (S_1, S_2, \ldots, S_k) \) by assigning all elements corresponding to intervals of color \( i \) to \( S_i \). Note that \( S \) is a feasible solution of Submodular Multiple Knapsacks with identical knapsack sizes because all intervals of color \( i \) have total length of at most \( B \) (by the fact that any two intervals of the same color do not intersect). Clearly \( \bar{f}(\bar{S}) = f(S) \), which completes the translation of the lemma.

**Corollary 6.2.13.** Submodular Multiple Knapsacks with identical knapsack sizes has \( 1 - 1/e - o(1) \) approximation algorithm with pseudo polynomial time complexity.

The \( o(1) \) term in Corollary 6.2.13 is with respect to \( \min\{n, k\} \), i.e., it diminishes when both \( n \) and \( k \) are large. Interestingly, the guarantee of Corollary 6.2.13 for many identical
knapsacks is identical to the one achieved by [77] for a single knapsack, which is known to be tight (e.g., it can be easily proved using the symmetry gap technique of [81]).

In order to get an approximation that uses polynomial time regardless of the sizes of the knapsacks, additional techniques has to be applied. As usual, the $o(1)$ term in Lemma 6.2.14 is with regard to $\min\{n, k\}$.

**Lemma 6.2.14.** There is a polynomial time $((e - 1)/(3e - 1) - o(1))$-approximation algorithm for **Submodular Multiple Knapsacks** with identical knapsack sizes and a normalized, monotone and submodular objective function.

In the following proof we abuse notation, and unify a schedule with the set of elements within this schedule.

**Proof.** We suggest an algorithm that constructs three feasible solutions, and output the single solution with the maximum value. We assume there are no elements larger than $B$, otherwise, any such element can be safely removed. Let $X$ be the set of all elements smaller than $B/n$. Notice that all the elements of $X$ can be packed into a single knapsack. Hence, $X$ is a feasible solution. Since $f$ is monotone, the value of $X$ is at least: $f(X) \geq f(X \cap OPT)$, where $OPT$ is the optimal solution.

From now on we consider only the elements of $N \setminus X$. We set the size of the knapsacks to $B' = n^2$, and scale the size of every element $u \in N \setminus X$ accordingly to $s_u' = [s_u \cdot B'/B]$. Notice that the set of feasible solutions can only increase by this scaling, i.e., $OPT \setminus X$ is still a feasible solution. We now apply the algorithm from Corollary 6.2.13 to the instance (with the ground set $N \setminus X$). This algorithm runs in polynomial time on this instance because all numbers in the representation of the instance are smaller or equal to $n^2$. Let $S$ be the output of the algorithm. Since $OPT \setminus X$ is still a feasible solution, we are guaranteed that $f(S) \geq [1 - e^{-1} - o(1)] \cdot f(OPT \setminus X)$.

Consider the set of elements $S_i$ packed by $S$ to some knapsack. The total original size of the elements in $S_i$ is $B(1 + |S_i|/n^2) \leq B(1 + 1/n)$. Hence, by removing any single element from $S_i$, we get a set of elements of size at most $B$. In other words, the set of elements in $S_i$ can be split into two disjoint sets $Y_i$ and $Z_i$, each having a total size of at most $B$. By repeating this argument for all knapsacks, we get two disjoint feasible solutions $Y$ and $Z$ whose union is $S$. From submodularity and non-negativity, we get: $f(Y) + f(Z) \geq f(S) \geq [1 - e^{-1} - o(1)] \cdot f(OPT \setminus X)$.

Our algorithm picks the best set among $X, Y$ and $Z$. The value of this solution is at least:

$$\max\{f(OPT \cap X), [1 - e^{-1} - o(1)]/2 \cdot f(OPT \setminus X)\} \cdot$$

By the submodularity and non-negativity of $f$, we know that $f(OPT \cap X) + f(OPT \setminus X) \geq f(OPT)$. Hence, $f(OPT \cap X) \geq f(OPT) - f(OPT \setminus X)$. Plugging this into the previous expression, and denoting $f(OPT \setminus X)$ by $x$, we get that the algorithm outputs a solution of value at least:

$$\max\{f(OPT) - x, [1 - e^{-1} - o(1)]/2 \cdot x\} \cdot$$

Clearly this expression is minimized when the two arguments of the max are equal, i.e., when:

$$f(OPT) - x = [1 - e^{-1} - o(1)]/2 \cdot x \Rightarrow f(OPT) = [3 - e^{-1} - o(1)]/2 \cdot x \Rightarrow x = \frac{3 \cdot f(OPT)}{2 - e^{-1} - o(1)} \cdot$$
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Plugging this $x$ into Equation 6.1 gives the following lower bound on the value of the algorithm’s output:

$$
\max\{f(OPT) - x, [1 - e^{-1} - o(1)]/2 \cdot x\} \geq f(OPT) - \frac{2 \cdot f(OPT)}{3 - e^{-1} - o(1)}
$$

$$
= \frac{1 - e^{-1} - o(1)}{3 - e^{-1} - o(1)} \geq \frac{e - 1}{3e - 1} - o(1).
$$

If the knapsacks have different sizes, the problem can still be reduced to Submodular Independent Set in Interval Graphs. This leads to somewhat weaker results, as can be seen from the following claims.

**Lemma 6.2.15.** For normalized, monotone and submodular objectives, there is an approximation preserving reduction from Submodular Multiple Knapsacks to Submodular Job Interval Selection. The time complexity of this reduction is pseudo-polynomial.

The main reason why the proof of the Lemma 6.2.12 fails for the general problem is that there is no way to convert a solution of Submodular $k$-Colorable Subgraph in Interval Graphs back to a solution Submodular Multiple Knapsacks when there are multiple knapsacks. The source of the failure is that intervals corresponding to different knapsacks appear in the solution together. To bypass that, the following proof has a disjoint range for intervals of each knapsack.

**Proof.** Given an instance of Submodular Multiple Knapsacks, we define an instance of Submodular Job Interval Selection as following. Let $B$ be the size of the largest knapsack. Every element $u$ of Submodular Multiple Knapsacks translates into a job $u$ which has the following intervals: $J_u = \{(iB + j, iB + j + s_u) \mid 1 \leq i \leq k, 0 \leq j \leq B_i - s_u\}$. The submodular function $f : 2^N \to \mathbb{R}^+$ is common to both instances.

Let $S = (S_1, S_2, \ldots, S_k)$ be a feasible solution to the original instance of Submodular Multiple Knapsacks. Fix $S_i$ and let $u_{i_1}, u_{i_2}, \ldots, u_{i_m}$ be all the elements of $S_i$. Let us construct a set $\tilde{S}_i$ as following. For every $1 \leq i \leq m$, add the interval of $u$ starting at time $\sum_{k=1}^{j-1} s_{u_{i,k}}$ to $\tilde{S}_i$. This interval exists since the total size of the elements in $S_i$ is at most $B_i$. Moreover, all the intervals in $\tilde{S}_i$ are disjoint, and are within the range $[iB, (i + 1)B]$. We can now construct a solution $\tilde{S}$ for Submodular Job Interval Selection which is simply the union $\cup_{i=1}^{k} \tilde{S}_i$. Since each one of the sets $\tilde{S}_i$ contains intervals included in a different range $[iB, (i + 1)B]$, clearly $\tilde{S}$ contains no two intersecting intervals. This completes the construction of $\tilde{S}$, and the proof that $\tilde{S}$ is a feasible solution. Clearly, $f(S) = \tilde{f}(\tilde{S})$ because the jobs corresponding to the intervals of $\tilde{S}$ are exactly the elements of $S$.

Consider now the reverse direction. Let $\tilde{S}$ be a feasible solution to the instance of Submodular Job Interval Selection. For every $1 \leq i \leq k$, we construct a set $S_i$ containing all jobs for which $\tilde{S}$ contains an interval in the range $[iB, (i + 1)B]$. By the construction of the Submodular Job Interval Selection instance, and the fact that no two intervals of $\tilde{S}$ intersect, the total size of the elements of $S_i$ must be at most $B_i$. Hence, $S = (S_1, S_2, \ldots, S_k)$ is a feasible solution for the original Submodular Multiple Knapsacks instance. Clearly, $f(S) = \tilde{f}(\tilde{S})$ because the jobs corresponding to the intervals of $\tilde{S}$ are exactly the elements of $S$.

**Corollary 6.2.16.** Submodular Multiple Knapsacks has $1/4$ approximation algorithm with pseudo-polynomial time complexity.

Again, it is possible to get an approximation that uses only polynomial time regardless of the sizes of the knapsacks, but at the cost of a somewhat inferior approximation ratio.
Lemma 6.2.17. **Submodular Multiple Knapsacks** with a normalized, monotone and submodular objective function has a polynomial time \((1/9 - o(1))\)-approximation algorithm.

**Proof.** The proof of Lemma 6.2.14 works for this lemma also, with a few modifications.

- The set of elements in \(X\) contains all elements smaller than \(B_{\text{max}}/n\), where \(B_{\text{max}}\) is the largest knapsack. Notice that all the elements of \(X\) can still be packed into a single knapsack.

- We can assume all knapsacks are of size at least \(B_{\text{max}}/n\), otherwise, no remaining element can be packed into them.

- The size of a knapsack of size \(B\) is scaled to \(\lceil B \cdot n^3/B_{\text{max}} \rceil\), and the size each element \(u\) is scaled accordingly to \(s'_u = \lfloor s_u \cdot n^3/B_{\text{max}} \rfloor\). Notice that, as before, the set of feasible solutions only increases in the process, and all numbers become polynomial in \(n\).

- We apply the algorithm of Corollary 6.2.16 instead of the algorithm given by Corollary 6.2.13. However, this time the algorithm cannot be applied in a black box fashion. The problem is that it is now possible that there is an element which could not fit into a given knapsack before the scaling, but fits into it after the scaling. To solve this problem, we require that the algorithm of Corollary 6.2.16 will not generate segments for a given combination of element and knapsack, unless the element fits into the knapsack before the scaling.

- Consider some knapsack, and the set \(S_i\) of elements \(S\) pack into this knapsack. The total original size of the elements of \(S_i\) can be at most:

\[
[B \cdot n^2/B_{\text{max}}] \cdot B_{\text{max}}/n^3 + n \cdot (B_{\text{max}}/n^3) = B + B_{\text{max}}/n^3 + B_{\text{max}}/n^2 \\
\leq B(1 + 1/n + 1/n^2).
\]

If the total original size exceeds \(B\), we need to describe how to split \(S_i\) into \(Y_i\) and \(Z_i\), and guarantee that both \(Y_i\) and \(Z_i\) are feasible. There are two cases. If there is an element of size at least \(B(1/n + 1/n^2)\) in the knapsack, then this element is placed into \(Y_i\), and the remaining elements, are placed into \(Z_i\). Clearly both sets are feasible. If no such element exists, we pick arbitrary two elements and place them in \(Y_i\). The rest of the elements go to \(Z_i\). The elements in \(Z_i\) are feasible because their total size is less than \(B\). The two elements in \(Y_i\) also form a feasible set because their total size is at most \(B(2/n + 2/n^2) \leq B\) (assuming \(n \geq 3\)).

\[\square\]

### 6.2.4 The Submodular Broadcast Scheduling Problem

The **Submodular Broadcast Scheduling** problem is defined as follows. We are given a set \(\mathcal{K}\) of \(n\) pages, and a set \(\mathcal{N}\) of requests. Each page \(P \in \mathcal{K}\) is associated with a set \(\mathcal{J}_P\) of intervals, and each request \(u \in \mathcal{N}\) is associated with a page \(P_u\) and a subset \(\mathcal{J}_u \subseteq \mathcal{J}_{P_u}\) of intervals of \(P_u\). Two intervals of two pages are always considered to be different from each other, even if they cover exactly the same range (i.e., they can appear together in one set). Additionally, we are given a normalized monotone submodular function \(f : 2^\mathcal{N} \rightarrow \mathbb{R}^+\). A feasible schedule is a set \(S\) of intervals, such that no two intervals intersect. A request \(u\) is fulfilled by schedule \(S\) if \(S\) contains an interval from \(\mathcal{J}_u\). The goal is to find a feasible schedule \(S\) maximizing the value of \(f\) over the set of requests fulfilled by \(S\).
One can assume without loss of generality that there is only one page \( \bar{P} \) in any instance of Submodular Broadcast Scheduling. The reduction goes as following. Replace all pages with a new page \( \bar{P} \). The set of intervals of \( \bar{P} \) is \( \mathcal{J}_{\bar{P}} = \cup_{P \in \mathcal{K}} \mathcal{J}_P \) (notice that \( \mathcal{J}_P \) can contain multiple intervals that cover the same range if they originate from different pages. Such intervals are considered different from each other). All requests \( u \in \mathcal{N} \) are now associated with \( \bar{P} \), but keep the same intervals set \( \mathcal{J}_u \subseteq \mathcal{J}_{\bar{P}} \subseteq \mathcal{J}_P \). Neither the definition of feasible schedules, nor the objective of the problem, are changed by the introduction of \( \bar{P} \). The following lemma is proved using this reduction.

**Lemma 6.2.18.** There exists an approximation preserving reduction from Submodular Broadcast Scheduling to Submodular Independent Set in Interval Graphs for normalized, monotone and submodular objectives.

**Proof.** Following the above reduction, we assume there is a single page \( \bar{P} \) in the instance of Submodular Broadcast Scheduling. Given an instance of Submodular Broadcast Scheduling, we construct an instance of Submodular Independent Set in Interval Graphs as following. The set of intervals in the new instance is \( \mathcal{J}_P \), and its objective function \( \bar{f} \) is defined as following:

\[
\bar{f}(S) = f(\{u \in \mathcal{N} \mid S \cap \mathcal{J}_u \neq \emptyset\}) .
\]

Notice that a set \( S \) of intervals is feasible under both instances if and only if it contains no intersecting intervals. Moreover, under both instances the objective value associated with \( S \) is the value of \( f \) over the set of requests \( u \) which have some request of \( \mathcal{J}_u \) in \( S \). Hence, we are only left to show that \( \bar{f} \) is normalized, monotone and submodular.

Let us start with the normalization: \( \bar{f}(\emptyset) = f(\emptyset) = 0 \). Next, we need to show the monotonicity of \( \bar{f} \). Let \( S_1 \subseteq S_2 \) be two sets of intervals. Let \( \mathcal{N}_1 (\mathcal{N}_2) \) be the set of requests \( u \) for which there is some interval of \( \mathcal{J}_u \) in \( S_1 \) (respectively, \( S_2 \)). Clearly, \( \mathcal{N}_1 \subseteq \mathcal{N}_2 \). Hence, \( \bar{f}(S_1) = f(\mathcal{N}_1) \leq f(\mathcal{N}_2) = \bar{f}(S_2) \). Finally, we should prove that \( \bar{f} \) is submodular. Let \( S_1, S_2, \mathcal{N}_1 \) and \( \mathcal{N}_2 \) be defined as before, let \( I \) be an interval that does not appear in \( S_2 \) and let \( S_I \) be the set of requests \( u \) for which \( \mathcal{J}_u \cap S_I \neq \emptyset \). Then:

\[
\bar{f}(S_1 + I) - \bar{f}(S_1) = f(\mathcal{N}_1 \cup S_I) - f(\mathcal{N}_1) = [f(\mathcal{N}_1 \cup S_I) - f(\mathcal{N}_1 \cup (S_I \cap \mathcal{N}_2))] + [f(\mathcal{N}_1 \cup (S_I \cap \mathcal{N}_2)) - f(\mathcal{N}_1)] \\
\geq f(\mathcal{N}_1 \cup S_I) - f(\mathcal{N}_1 \cup (S_I \cap \mathcal{N}_2)) \geq f(\mathcal{N}_2 \cup S_I) - f(\mathcal{N}_2) = \bar{f}(S_2 + I) - \bar{f}(S_2),
\]

where the first inequality follows from the monotonicity of \( f \), and the second one from its submodularity.

**Corollary 6.2.19.** Submodular Broadcast Scheduling has a 1/4 approximation algorithm.

We would like to emphasis that the approximation ratio given by Corollary 6.2.19 is the best approximation ratio known also for the linear variant of Submodular Broadcast Scheduling [8].

### 6.2.5 The Submodular Matching Scheduling Problem

The Submodular Matching Scheduling problem is defined as follows. We are given a multigraph \( G = (V, E) \) of edge degree at most \( k \) and a set \( \mathcal{J}_e \) of intervals tuples for every edge \( e \in E \), where the number of intervals in each tuple of \( \mathcal{J}_e \) is equal to the degree of
Given an intervals tuple \( J \in \mathcal{J}_e \), one interval of \( J \) is associated with each end point of \( e \). Let \( E(J) \) be the edge with which the tuple \( J \) is associated, and let \( J(u) \) denote the interval in \( J \) associated with node \( u \) (assuming \( u \in E(J) \)). A feasible matching schedule \( S \subseteq \bigcup_{e \in E} \mathcal{J}_e \) is a set of intervals tuples such that for every two intervals tuples \( J_1, J_2 \in S \), if \( E(J_1) \) and \( E(J_2) \) share a common vertex \( u \), then \( J_1(u) \) and \( J_2(u) \) do not intersect. An edge \( e \) is covered by a matching schedule if \( \mathcal{J}_e \cap S \neq \emptyset \). The objective is to find a matching schedule \( S \) maximizing a normalized monotone submodular function \( f : 2^E \rightarrow \mathbb{R}^+ \) over the set of edges that are covered by \( S \).

Informally, a matching schedule is a matching in which every edge is also assigned a tuple of intervals, one for each end point, and we allow multiple edges to hit the same node as long as their associated intervals do not intersect. This problem has several interesting special cases:

1. The multigraph is a graph, i.e., \( k = 2 \), and every intervals tuple contains two identical intervals. In this case, we can think of each edge \( e \) has having a given list \( \mathcal{J}_e \) of allowed intervals. A feasible schedule chooses a subset \( E' \) of edges, and assigns an interval from \( \mathcal{J}_e \) to every edge \( e \in E' \) in such a way that the intervals assigned to edges intersecting a common vertex are do not intersect. This problem models a situation where nodes wish to transmit a set of messages among themselves, however, a node can participate at every point in time in one transmission only. The goal is to maximize a normalized monotone submodular function over the transmitted messages.

2. The input is a graph in which every node \( v \in V \) has a budget \( B(v) \in \mathbb{N} \), and every edge \( e \in E \) has a weight \( w_e \). A feasible schedule is a subset of edges such that for every vertex \( v \), the total weight of the schedule’s edges hitting \( v \) does not exceed \( B(v) \). The goal is to maximize a normalized monotone submodular function over the schedule’s edges.

This problem has an approximation preserving pseudo polynomial time reduction to Submodular Matching Scheduling. This reduction uses the same ideas presented in the proofs of Section 6.2.3.

**Lemma 6.2.20.** One can assume without loss of generality that for every edge \( e \in E \), \( |\mathcal{J}_e| = 1 \).

**Proof.** Replace every edge \( e \) with \( |\mathcal{J}_e| \) parallel edges: \( e_1, e_2, \ldots, e_{|\mathcal{J}_e|} \), and assign a unique intervals tuple from \( \mathcal{J}_e \) to every edge \( e_i \). The new objective function \( \tilde{f} \) is defined as following: \( \tilde{f}(S) = f(\{ e \in E \mid \exists i, J_{e_i} \subseteq S \}) \). Clearly \( \tilde{f} \) is also a normalized monotone submodular function. Observe that any feasible matching schedule before the reduction is also a feasible matching schedule after the reduction, and vice versa. Moreover, it is easy to see that the reduction preserves the value of the objective function because \( \tilde{f} \) is not effected by the size of \( \mathcal{J}_e \cap S \) as long as this quantity is positive. \( \square \)

After the reduction presented by Lemma 6.2.20 is applied, an instance of Submodular Matching Scheduling can be viewed as the intersection of \( n \) Submodular Independent Set in Interval Graphs instances, one for each node. Thus, we can apply the contention resolution scheme of Submodular Independent Set in Interval Graphs to each node separately, and get a scheme for Submodular Matching Scheduling. By Lemma 1.5 of [20], this yields a \((b, e^{-bk})\)-monotone balanced contention resolution scheme for Submodular Matching Scheduling.
Corollary 6.2.21. Submodular Matching Scheduling has a $ke^{-1}(k + 1)^{-2}$ approximation algorithm.

Proof. Using the contention resolution scheme described above, Theorem 6.0.3 and $b = \ln(1 + 1/k)$, we get an algorithm for Submodular Matching Scheduling with an approximation ratio of:

$$(1 - e^{-b}) \cdot e^{-bk} = \left(1 - \frac{k}{k+1} \right) \cdot \left(\frac{k}{k+1} \right)^k = \frac{1}{k+1} \cdot \left(1 - \frac{1}{k+1} \right)^k \geq \frac{k}{e(k+1)^2} \ .$$
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The final result is the best-known modular relaxation of Calinescu et al. for modular and monotone submodular functions. The relaxation is tight under the constraint that the solution must be a non-overlapping set of modular functions.

First, we define the relaxation of the problem we can solve or approximate. Two central issues in solving the problem, modularity, because the objective function is not linear in optimization problems, and non-convexity result in finding a sub-optimal solution. Another, non-trivial issue is solved in various ways in different problems. This means finding a set that approximates the solution without losing too much value in the objective function, to simplify the problem.

The first section of the year describes the algorithm measured continuous greedy (measured continuous greedy) used for modular relaxation problems. The algorithm is improved by extending the solution from modular to non-modular problems. The relaxation algorithm can approximate the solution better than existing algorithms, with performance similar to the solution.

The second section deals with non-decreasing objective functions and non-convex problems. The algorithm is extended to handle scheduling problems, for example, with additional constraints, such as deadlines. The extension shows how to integrate the algorithm in an organic manner with the algorithm measured continuous greedy. The result is a combination of the two algorithms that produces better results than the naive combination of the two algorithms.
 Een exponentiële groei van het aantalmaal een algoritme precies is nodig voor deze problemen, en dit wordt de beste ratio dat we kunnen bereiken. (We noemen de algoritmen die dit bereiken en we noemen ze locally optimal.)

We kunnen voor sommige problemen laten zien dat de ratio die we bereiken de beste is die we kunnen bereiken.

De algoritmen beschrijven ook in plaats van gebruik maken van heuristieken voor verschillende soorten lokale zoektochten om de beste mogelijke ratio te bereiken.

We gebruiken deze methoden voor het maximale voordeel van problemen in het tweede deel van het boek.

De eerste paragraaf van de tweede deel is over lokale zoektochten onder het voorwaarde dat de oplossing een irreductibele deelmening van de doelfunction is.

Het probleem van het vondst van de grootste element wordt met de algoritme van Fisher en algever bereikt.

De algoritme van Fisher eindigt deze reeks van onderzochten omdat hij de beste ratio voor deze probleem bereikt.

Ten slotte, de tweede deel beschrijft algoritmen voor het optimeren van de ratio.
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תקציר
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