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Abstract

In this thesis we study three well known combinatorial search problems in various settings: The coin weighing problem, the problem of reconstructing graphs using additive queries and the problem of reconstructing hypergraphs using additive queries.

All of the three combinatorial search problems share a common structure. In each problem we have a set of objects called a universe or an instance space. From the instance space a unique object is selected, we call it the hidden object. To solve a combinatorial search problem an algorithm must uniquely identify the hidden object by asking minimal number of queries of a given type.

We distinguish between two types of algorithms to solve any combinatorial search problem. Adaptive algorithms are algorithms that take into account outcomes of previous queries while non-adaptive algorithms make all queries in advance, before any answer is known.

In the coin weighing problem, we have a hidden $n$-vector $v$ with $m$ non-zero real number entries. We are allowed to ask queries of the form

$$Q_v(x) = x^T v,$$

where $x \in \{0,1\}^n$. We show the existence of a non-adaptive algorithm for reconstructing the hidden vector with query complexity that matches the information theoretic lower bound. We also give a polynomial time adaptive algorithm for the same problem. This algorithm is optimal for smaller $m$’s and almost optimal for all range of $m$. Moreover, we introduce few techniques that make our algorithms resistant to noise. That is, using these techniques our algorithms reconstruct correctly the hidden vector even if some of the answers to the queries are incorrect.
In the problem of reconstructing a hidden graph from queries, we have a hidden graph $G = (V, E, w)$, where $E \subseteq V \times V$ and $w \in \mathbb{R}^E$. The set of vertices $V$ is known, and the set of edges $E$ and their weights are unknown. We are allowed to ask queries of the form

$$Q_G(S) = \sum_{e \in E \cap (S \times S)} w(e),$$

for $S \subseteq V$. That is, the query returns the sum of weights of the edges in the subgraph induced by $S$. For the problem of reconstructing a hidden weighted graph, we show the existence of a non-adaptive algorithm with query complexity that matches the information theoretic lower bound. We also give the first optimal polynomial time adaptive algorithm for reconstructing unweighted graphs. We then extend this result by giving an almost optimal polynomial time adaptive algorithm for reconstructing weighted graphs.

Finally, we study the problem of reconstructing hidden hypergraphs. We have a hidden hypergraph $H = (V', E', w')$, where $E' \subseteq 2^{V'}$ and $w' \in \mathbb{R}^{E'}$. As in the previous problem, the set of vertices is the only set known, and one must reconstruct the hidden hypergraph using queries of the form

$$Q_G(S) = \sum_{e \in E \cap 2^S} w'(e),$$

for $S \subseteq V$. That is, the query returns the sum of weights in the subgraph induced by $S$. For this problem, we show the existence of a non-adaptive algorithm for reconstructing an unweighted hypergraph with constant rank with query complexity that matches the information theoretic lower bound. Here the rank of a hypergraph is the size of its largest edge. We also prove the existence of a non-adaptive algorithm for constant rank weighted graphs with query complexity that matches the information theoretic lower bound.

To achieve the above results, we use numerous techniques from theoretical computer science such as the probabilistic method, fourier coefficients analysis of functions, the divide and conquer approach, the guess and check approach, methods from coding theory and more.
Notation and Abbreviations

$[c]$ – The set $\{1, 2, \ldots, c\}$.

$[c]_0$ – The set $[c] \cup \{0\}$.

$\mathbb{R}$ – The set of real numbers.

$\mathbb{R}^+$ – The set of positive real numbers.

$\mathbb{R}_0^+$ – The set of non-negative numbers.

$\mathbb{Z}$ – The set of integers.

$\mathbb{Z}^+$ – The set of positive integers.

$\mathbb{Z}_0^+$ – The set of non-negative integers.

$\mathbb{Z}_p$ – The field of integers modulo the prime $p$.

$wt(x)$ – The Hamming weight of $x$.

$\psi(x)$ – The sum of entries in $x$.

$\chi_a(x)$ – The function $\prod_{i:a_i=1} x_i$.

$\hat{f}(a)$ – The Fourier coefficient of $\chi_a$ in $f$.

$M[j]$ – The first $j$ rows of $M$.

$x \ast y$ – The component-wise product between the two vectors.

"*" – Entry in a matrix that is unknown.

$||q||$ – The number of ones in the vector $q$.

$\beta$ – The constant $\frac{1}{2+\log 3} = 0.2789 \ldots$

$[n, k, d]$ – Linear code of length $n$, dimension $k$ and minimal distance $d$.

$X(S)$ – The sum of entries in the set $S$.

$f|_{x_i=\sigma}$ – The function $f$ when fixing $x_i$ to $\sigma$.

$a|_{(j_1,j_2,\ldots,j_t)}$ – The $t$-vector where the $i$th entry equals $a_{j_i}$.
Chapter 1

Introduction

In this research we study several combinatorial search problems. In a combinatorial search problem we have a set of objects called a universe or an instance space. From the instance space a unique object is selected, we call it the hidden object. To solve a combinatorial search problem an algorithm must uniquely identify the hidden object by asking queries of a given type.

We distinguish between two types of algorithms to solve any combinatorial search problem. Adaptive algorithms are algorithms that take into account outcomes of previous queries while non-adaptive algorithms make all queries in advance, before any answer is known.

We explore three well known problems: The coin weighing problems, Section 1.1, the problems of reconstructing graphs using additive queries, Section 1.2, and the problems of reconstructing hypergraphs using additive queries, Section 1.3.

1.1 The Coin Weighing Problems

The coin weighing problems are also called the problems of reconstructing hidden vectors using queries. In these problems, we have a hidden vector $v$ of size $n$. We are allowed to ask queries of the form

\[ Q_v(x) = x^T v, \]

where $x \in \{0,1\}^n$. Our goal is to exactly reconstruct the hidden vector $v$ using queries.
The first coin weighing problem that was studied in the literature is the \textbf{coin}(n) weighing problem. In this problem, the hidden vector \( v \) is a \((0, 1)\)-vector. The information theoretic lower bound for the query complexity of this problem is

\[
\frac{n}{\log(n+1)}.
\]

The \textbf{coin}(n) weighing problem was first studied in [15] by Cantor, in [45] by Soderberg and Shapiro, in [26] by Erdős and Rényi, in [34, 35, 36, 37] by Lindström and in [17] by Cantor and Mills. For this problem, Erdős and Rényi proved a lower bound of \( 2n/\log n \) queries. See also [35, 40, 37, 41, 38]. Later, Lindström [34] and independently Cantor and Mills [17] showed a non-adaptive polynomial time algorithm for the problem with query complexity that matches the lower bound\(^1\). Simplifications for Lindström’s algorithm were introduced in [37, 1, 10].

The next problem is the \textbf{coin}(n, m) weighing problem. In this problem, the hidden vector \( v \) is a \((0, 1)\)-vector with at most \( m \) non-zero entries. The information theoretic lower bound for the query complexity of this problem is

\[
\Omega \left( \frac{m \log \frac{n}{m}}{\log \frac{n}{m}} \right).
\]

Note that the \textbf{coin}(n) problem is the same as the \textbf{coin}(n, n) problem. In [27] Grebinski and Kucherov gave a non-constructive non-adaptive algorithm for the problem that matches this lower bound for all \( m \). That is, they proved the existence of an algorithm with query complexity that matches the information theoretic lower bound without showing an explicit construction.

Several papers in the literature generalize the former results by showing algorithms for the \textbf{coin}^+(n, \sum v_i \leq k) problem. In this problem, the hidden vector \( v \) has entries that are non-negative \textit{integers} and the sum of the entries (\( L_1 \)-norm) is bounded by \( k \). In [42] Pippenger gave a non-constructive algorithm in case \( k = n \). This algorithm asks \( O(n/\log n) \) queries. In [29] Grebinski extended this result by showing an optimal non-constructive non-adaptive algorithm for \( n^2 \geq k \geq n \). In [44] Ruszinkó and Vanroose gave the first polynomial time adaptive algorithm for the case of \( k = n \). This algorithm asks

\(^1\)Lindström’s algorithm works for the more general case of reconstructing a hidden vector from \([d]^n\). In this case, it uses \( O(n/\log_d n) \) queries.
$O((n \log \log n)/\log n)$ queries. The algorithm runs in polynomial time, however, its query complexity is not optimal.

For many years, the only algorithms reaching the information theoretic lower bound for all the above mentioned problems were non-constructive (except for the $\text{coin}(n)$ problem). It was only until recently that Bshouty [10] gave the first optimal polynomial time adaptive algorithm for the $\text{coin}^+(n; \sum v_i \leq k)$ weighing problem. For $k \leq n$, this algorithm asks $O\left(\frac{k \log \frac{n}{k}}{\log k}\right)$ queries. Obviously, this algorithm is also an optimal algorithm for the $\text{coin}(n, m)$ weighing problem.

Finally, we have the more general $\text{coin}_R(n, m)$ and $\text{coin}_R^+(n, m)$ weighing problems. In these problems, the hidden vector $v$ is a vector in $\mathbb{R}^n$ and $(\mathbb{R}_0^+)^n$, respectively, where $\mathbb{R}$ is the set of real numbers, and the hidden vector has at most $m$ non-zeros entries. The information theoretic lower bound for the query complexity of the $\text{coin}_R(n, m)$ and the $\text{coin}_R^+(n, m)$ problems is $\Omega\left(\frac{m \log n}{\log m}\right)$.

In [21] Choi and Han Kim showed an optimal non-constructive non-adaptive algorithm for reconstructing a hidden vector with at most $m$ non-zero entries, where each non-zero entry holds a real number with magnitude bounded by $n^{-a}$ and $n^{b}$ for any constants $a$ and $b$.

In our research, we first close the gap left in [21]. We show the following,

**Theorem 1.** [12] For any prime $p$ there exists a matrix $M \in \{0, 1\}^{k \times n}$ such that

$$k = O\left(m + \frac{m \log \frac{n}{m}}{\log \min(m, p)}\right),$$

and every $m$ columns are linearly independent over $\mathbb{Z}_p$.

The existence of such matrix for a prime $p > m$ yields a non-constructive non-adaptive optimal algorithm for reconstructing any hidden non-bounded real numbers vector with at most $m$ non-zero entries. Moreover, it yields an optimal algorithm for the $\text{coin}_{\mathbb{Z}_p}(n, m)$ weighing problem where the hidden vector is in $\mathbb{Z}_p$ with at most $m$ non-zero entries.
To prove the above theorem, we show that a random \((0, 1)\)-matrix of the mentioned size over \(\mathbb{Z}_p\) satisfies the above theorem with a high probability. Our construction requires \(n \cdot k\) random bits. To reduce the number of random bits, one can use \(n\) random variables that are \(m\)-wise independent. This gives a construction with \(O((m^2 \log^2 n) / \log m)\) random bits. In our research, we show a new technique that gives for any \(m = n^c\) where \(c\) is a constant, a construction that uses \(O(m^{1+\epsilon})\) random bits for any constant \(\epsilon\). Each row in the constructed matrix is a tensor product of a (constant) \(d\) \((0,1)\)-vectors of size \(n^{1/d}\). This reduces the number of random bits for the construction of the corresponding coin weighing algorithm to \(O(m^{1+\epsilon})\) as well.

Although there is a reduction in the number of random bits used, the above mentioned algorithm is still non-constructive. Unlike the restricted \(\text{coin}^+(n, \sum v_i \leq k)\) problem, for the \(\text{coin}^+_\mathbb{R}(n, m)\) and \(\text{coin}_\mathbb{R}(n, m)\) problems all algorithms that match the information theoretic lower bound are non-constructive and therefore proving an upper bound only. They prove that there exists a set of queries such that the answer to the queries uniquely identify the hidden vector; However, it is unknown how to deterministically construct this set of queries in polynomial time, and moreover, given the answers to such set of queries, it is unknown how to reconstruct the hidden vector in polynomial time. The best polynomial time algorithm for the \(\text{coin}^+_\mathbb{R}(n, m)\) problem is the trivial recursive search which asks \(O(m \log n / m)\) queries. This bound can also be achieved for the \(\text{coin}_\mathbb{R}(n, m)\) as well. See [30] and references within.

In our research, we show the following,

**Theorem 2.** [13] There is a polynomial time adaptive algorithm for reconstructing a hidden vector \(v \in (\mathbb{R}^+_0)^n\) with at most \(m\) non-zero entries that uses

\[
O\left( \frac{m \log n}{\log m} + m \log \log m \right)
\]

queries.

This is the first polynomial time algorithm that beats the trivial \(O(m \log \frac{n}{m})\) recursive search. Our algorithm matches the information theoretic lower bound when \(m \leq n^{c/\log \log n}\), where \(c\) is any constant. Also, our query complexity is within \(\log \log m\) times the optimal complexity for all \(m\).
Below is a table that summarizes all known results.

<table>
<thead>
<tr>
<th>Type</th>
<th>Hidden vector $v$</th>
<th>Restriction</th>
<th>Lower bound</th>
<th>Tight upper bound</th>
<th>Polynomial time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non</td>
<td>${0,1}^n$</td>
<td>$m = n$</td>
<td>$\Omega\left(\frac{n}{\log n}\right)$</td>
<td>$[34, 17]$</td>
<td>[34, 17]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\Omega\left(\frac{m \log n}{\log m}\right)$</td>
<td>$[27]$</td>
<td>OPEN</td>
</tr>
<tr>
<td>Adaptive</td>
<td>$\mathbb{Z}^n$</td>
<td></td>
<td>$\Omega\left(\frac{n \log n}{\log m}\right)$</td>
<td>Ours [12]</td>
<td>OPEN</td>
</tr>
<tr>
<td></td>
<td>$\mathbb{R}^n$</td>
<td>$\forall i : v_i \in [n^{-a}, n^{b}]$</td>
<td>$\Omega\left(\frac{n \log n}{\log m}\right)$</td>
<td>[21]</td>
<td>OPEN</td>
</tr>
<tr>
<td>Adaptive</td>
<td>${0,1}^n$</td>
<td></td>
<td>$\Omega\left(\frac{m \log n}{\log m}\right)$</td>
<td>[27]</td>
<td>[10]</td>
</tr>
<tr>
<td></td>
<td>$(\mathbb{Z}_+^n)^a$</td>
<td>$\sum_i v_i = O(m)$</td>
<td>$\Omega\left(\frac{m \log n}{\log m}\right)$</td>
<td>[29]</td>
<td>[10]</td>
</tr>
<tr>
<td></td>
<td>$(\mathbb{R}_+^n)^a$</td>
<td></td>
<td>$\Omega\left(\frac{m \log n}{\log m}\right)$</td>
<td>Ours [12]</td>
<td>Ours [13]</td>
</tr>
</tbody>
</table>

Table 1.1: Known results for the coin weighing problem.

1.1.1 Multiple Access Adder Channels

In this subsection we introduce one application, for the coin weighing problem. We introduce the signature coding problem for the multiple access adder channels [7].

Consider $n$ stations or users that transmit information using a common channel. Each user $i$ wants to transmit a bit of information at each iteration. To do so, he has a component code $C_i = \{0^k, x_i\} \subset \{0,1\}^k$. The codes $C_i$ for $i \in [n]$ are of the same length $k$. Assume that codewords sent through the channel by the users are bit and block synchronized. Each user $i$ wants to send one of the words $y_i \in C_i$. The output of the channel is a vector in $\mathbb{N}^k$ that is equal to,

$$Y = \sum_{i=1}^{n} y_i.$$ 

In the permanently active model, a code $C = \{C_1, C_2, \ldots, C_n\}$ is uniquely decipherable (u.d.) if the messages of the users can be recovered from $Y$. Note that this definition is for channels without noise. In later sections, we discuss the signature coding problem with noise.
One use of u.d. signature codes is the following [7]. Consider an alarm system, where components or users that want to signal an alarm send their non-zero codeword. Other components which do not want to send an alarm signal turn off their transmitter. The goal of the receiver is to detect the alarming components.

There are many constructions for u.d. signature codes (both for the noiseless case and the noisy case) in this model in the literature, see [34, 17, 18, 31, 25, 23, 33]. A non-adaptive algorithm for the coin\((n)\) weighing problem with query complexity \(k\) yields a u.d. signature code \(C\) of length \(k\) for \(n\) users. Therefore, Lindström [34] and Cantor and Mills [17] show how to construct optimal u.d. codes for the noiseless problem.

Now, for many real life examples, we have that only few of the users are active at any given time. For this scenario we have the partially active model. In this model, a code \(C = \{C_1 = \{0^k, x_1\}, \ldots, C_n = \{0^k, x_n\}\}\), where \(x_1, \ldots, x_n \in \{0, 1\}^k\), is uniquely decipherable if for any two subsets \(S_1, S_2 \subseteq [n]\) where \(S_1 \neq S_2\), \(|S_1| \leq m\) and \(|S_2| \leq m\), we have

\[
\sum_{i \in S_1} x_i \neq \sum_{j \in S_2} x_j.
\]

That is, the message of every user can be recovered given that at most \(m\) users are active.

For the partially active signature coding problem, Biglieri and Györfi [7], showed that there exists u.d. code of length

\[
k = O \left( \frac{m \log n}{\log m} \right).
\]

Theorem 1 above, generalizes this result by showing the existence of optimal length (up to
constant factor) codes when the addition is modulo any prime \( p \). Moreover, if we assume that the channel is implemented so that the user \( i \) sends only a \((0,1)\)-message, \( b_i \in \{0,1\} \), and the adder sends

\[
\sum_i b_i x_i,
\]

then, Theorem 1 implies that for large primes \( p \) (primes that are greater than \( m^c \) for any constant \( c \)) there is a u.d. code of length

\[
O \left( \frac{m \log n}{\log m} \right),
\]

where a user can send a message \( b_i \in \mathbb{Z}_p \) rather than a \((0,1)\)-message. The length of this code matches the information theoretic lower bound.

### 1.2 Reconstructing Hidden Graphs using Queries

In this section, we introduce the problems of reconstructing a hidden graph using queries.

The weighted graph reconstructing problem, denoted by \( \text{graph}_+ \), is the following [28]: Let \( G = (V, E, w) \) be a weighted hidden graph, where \( E \subseteq V \times V \) and \( w \in (\mathbb{R}^+)^E \) (here \( \mathbb{R}^+ \) denotes the set of positive real numbers). Suppose that the set of vertices is known. The goal is to exactly reconstruct the set of edges and their weights using additive queries of the form

\[
Q_G(S) = \sum_{e \in (S \times S) \cap E} w(e)
\]

where \( S \subseteq V \). That is, \( Q_G(S) \) returns the sum of weights of the edges in the subgraph induced by \( S \).

The problems of reconstructing graphs using additive queries has been motivated by applications in bioinformatics [9, 28]. Assume that we have a set of labeled chemicals, and we are able to tell how many pairs react when mixing several of those chemicals together. We can represent the problem as a graph, where the chemicals are the vertices and two chemicals that react with each other are connected by an edge. The goal is to reconstruct this reaction graph using as few experiments as possible.

One concrete example for reconstructing a hidden graph is in genome sequencing. Obtaining the genome sequence is important for the study of organisms. To obtain the
sequence, one common approach is to obtain short reads from the genome sequence. These reads are assembled to contigs, which are contiguous fragments that cover the genome sequence with possible gaps. Given these contigs, the goal is to determine their relative place in the genome sequence. The process of ordering the contigs is done using the multiplex PCR method. This method, given a group of contigs determines the number of adjacent contigs in the original genome sequence. Assuming that the genome sequence is circular, the problem of ordering the contigs using the multiplex PCR method is equivalent to reconstructing a hidden Hamiltonian cycle using queries [9, 28].

The graph reconstructing problem has known significant progress lately [29, 28, 27, 9, 43, 21]. We start with exploring the unweighted case (in this case the answer to the query with the set of vertices $S$ simply returns the number of edges in the subgraph induced by $S$). The information theoretic lower bound for the query complexity of reconstructing an unweighted graph is

$$\Omega\left(\frac{|E| \log |V|^2}{\log |E|}\right).$$

For the unweighted problem, Grebinski and Kucherov, [27], showed an optimal non-constructive non-adaptive algorithm for reconstructing a $d$-bounded degree graph. They also showed $O(|V|^2/\log |V|)$ polynomial algorithm for reconstructing an arbitrary graph. Later, Grebinski [29] extended the result by giving a non-constructive non-adaptive optimal algorithm for reconstructing $d$-degenerate graphs, that is, graphs that their edges can be changed to directed edges where the out-degree of each vertex is bounded by $d$. Finally, Choi and Han Kim [21], extended the later result by showing a non-constructive non-adaptive optimal algorithm for arbitrary graphs.

For the unweighted problem all algorithms that match the information theoretic lower bound are non-constructive. That is, they prove the existence of a set of queries such that the answers to these queries uniquely identify the hidden graph, however, it is unknown how to find such a set in deterministic polynomial time and moreover, given the answers to such set of queries, it is unknown how to reconstruct the hidden graph in polynomial time.

In our research, we solve this open problem [21]. We provide the first constructive adaptive polynomial time algorithm the matches the information theoretic lower bound.
for the unweighted problem. We prove the following

**Theorem 3.** [39] Let $G = (V, E, w)$ be a hidden graph with positive integer weights. Then, there exists an polynomial time adaptive algorithm that reconstructs $G$ using

$$O \left( \frac{k \log \frac{n^2}{k}}{\log k} \right)$$

additive queries. Here $k$ is the sum of weights in $G$.

As for the weighted case where the weights are real numbers, the information theoretic lower bound for reconstructing a hidden weighted graph is

$$\Omega \left( \frac{|E| \log |V|}{\log |E|} \right).$$

Choi and Han Kim [21], showed a non-constructive non-adaptive optimal algorithm for reconstructing hidden graphs with many edges (|E| must be at least $\log^a |V|$ for a sufficiently large $\alpha$) and weights that are bounded by $|V|^{-a}$ and $|V|^b$, where $a$ and $b$ are any constants.

In our research, we solve the open problems left in [21] by Choi and Kim. We show the following,

**Theorem 4.** [11] There exists an optimal non-constructive non-adaptive algorithm for reconstructing any weighted hidden graph $G = (V, E, w)$ with any number of edges, where the weights on the edges are bounded between $|V|^{-a}$ and $|V|^b$ for any constants $a$ and $b$.

The next theorem seems somewhat unrelated, however, it implies that an optimal non-constructive non-adaptive algorithm exists even when removing the condition on the edges. That is, the edges can be arbitrary real numbers.

**Theorem 5.** [12] For any prime $p$ there exists a matrix $M \in \{0, 1\}^{k \times n}$ such that

$$k = O \left( m + \frac{m \log \frac{n}{m}}{\log \min(m, p)} \right),$$

every row is a tensor product of two equal size $(0, 1)$-vectors and every $m$ columns are linearly independent over $\mathbb{Z}_p$. 

13
All the algorithms mentioned above for the weighted problem are non-constructive. The only polynomial time algorithm known is the trivial $O\left(|E| \log \frac{|V|^2}{|E|}\right)$ recursive search. To this end, we show the following:

**Theorem 6.** [13] Let $G = (V, E, w)$ be any hidden graph, where the weights on the edges are arbitrary positive real numbers. There is a polynomial time algorithm that reconstruct the hidden graph in

$$O\left(|E| \log \frac{|V|}{|E|} + |E| \log |E|\right)$$

queries.

The query complexity of the above algorithm matches the information theoretic lower bound when $|E| \leq |V|^{c/\log \log |V|}$, where $c$ is any constant. Also, this is the first algorithm that beats the trivial $O\left(|E| \log \frac{|V|^2}{|E|}\right)$ recursive search algorithm.

Below is a table that summarizes all known results.

<table>
<thead>
<tr>
<th>Graph Type</th>
<th>Restriction</th>
<th>Lower bound</th>
<th>Tight upper bound</th>
<th>Polynomial time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unweighted</td>
<td>constant degree $d$</td>
<td>$\Omega(d</td>
<td>V</td>
<td>)$</td>
</tr>
<tr>
<td></td>
<td>$d$-degenerate</td>
<td>$\Omega(d</td>
<td>V</td>
<td>)$</td>
</tr>
<tr>
<td></td>
<td>No restriction</td>
<td>$\Omega \left(</td>
<td>E</td>
<td>\log \frac{</td>
</tr>
<tr>
<td>Weighted</td>
<td>Bounded weights and many edges</td>
<td>$\Omega \left(</td>
<td>E</td>
<td>\log \frac{</td>
</tr>
<tr>
<td></td>
<td>Bounded weights</td>
<td>$\Omega \left(</td>
<td>E</td>
<td>\log \frac{</td>
</tr>
<tr>
<td></td>
<td>No restriction</td>
<td>$\Omega \left(</td>
<td>E</td>
<td>\log \frac{</td>
</tr>
</tbody>
</table>

Table 1.2: Known results for the problem of reconstructing hidden graphs.

### 1.3 Reconstructing Hidden Hypergraphs using Queries

In this section we explore the problem of reconstructing a hidden weighted Hypergraph using additive queries. Let $G = (V, E, w)$ be a weighted hidden hypergraph where $E \subset 2^V$,
$|e|$ is constant for all $e \in E$, $w : E \rightarrow \mathbb{R}$, and $n$ is the number of vertices in $V$. Denote by $m$ the size of $E$. Suppose that the set of vertices $V$ is known and the set of edges $E$ is unknown. Given a set of vertices $S \subseteq V$, an additive query, $Q_G(S)$, returns the sum of weights in the sub-hypergraph induced by $S$. That is,

$$Q_G(S) = \sum_{e \in E \cap 2^S} w(e).$$

Our goal is to exactly reconstruct the set of edges using additive queries.

For an unweighted hypergraph of rank $d$ the information theoretic lower bound gives

$$\Omega \left( \frac{m \log \left( \frac{n}{d} \right)}{\log m} \right),$$

for the query complexity for any adaptive algorithm for this problem.

In this research we give a tight upper bound for all unweighted hypergraphs of constant rank. We show the following,

**Theorem 7.** [14] There is a non-adaptive algorithm with query complexity

$$k = O \left( \frac{m \log \left( \frac{n}{d} \right)}{\log m} \right),$$

for reconstructing any weighted hypergraphs over $\mathbb{R}$ of rank at most $d$, at most $m$ edges and weights that are integers bounded by $w = \text{poly}(n^d/m)$.

Obviously, the algorithm is optimal even for weighted hypergraphs with integer weights $|w| = \text{poly}(n^d/m)$ where $d$ is the rank of the hypergraph. This solves the open problems in [21, 22, 11, 12].

As for weighted hypergraphs with real number weights (non-integer and unbounded) we show the following,

**Theorem 8.** [14] There is a non-adaptive algorithm for reconstructing weighted hypergraphs over $\mathbb{R}$ with $m$ edges and constant rank that uses

$$k = O \left( \frac{m \log n}{\log m} \right)$$

queries.
This algorithm is also optimal, as the information theoretic lower bound for the query complexity of reconstructing a weighted hypergraph of constant rank is
\[ \Omega \left( \frac{m \log n}{\log m} \right). \]

\section{1.4 Noise}

The combinatorial search problems we study are motivated by real-life problems. As such, it is important to study these problems in the presence of noise. In this section, we study some of the combinatorial search problems mentioned above with the presence of noise, that is, when some of the answers to the queries are incorrect or missing.

We start with coin weighing problem by formally defining the problem. Let \( v \) be a size \( n \) hidden vector. Suppose that we are allowed to ask queries of the form
\[ Q(x) = v^T x, \]
where \( x \in \{0, 1\}^n \). Suppose that some of the answers received are incorrect (we call them errors), and some of the answers received are equal to "?", where "?" indicates that the answer to the query is unknown (we call these answers erasures). Our goal is to exactly reconstruct the hidden vector with minimal number of queries.

Given a reconstructing algorithm, we say that it tolerates \( e \) incorrect answers (errors) and unknown answers (erasures) if the algorithm can reconstruct the hidden vector \( v \) correctly when the number of incorrect and erasures answers of the queries are bounded by \( e \).

For the coin\((n)\) weighing problem with noise, we show the following.

**Theorem 9.** Let \( v \in \{0, 1\}^n \) be a hidden vector. There exists a non-adaptive reconstructing algorithm that runs in time \( O(n^{3/2}) \), tolerates \( c(n/(\epsilon \log n))^{1/2} \) errors and erasures, for any constant \( c < 1/2 \), and reconstructs \( v \) using
\[ O \left( \frac{n}{\epsilon \log n} \right) \]
queries.
The proof of the above theorem relies on the properties of the Fourier coefficients of function. Although the algorithm is fast, it cannot handle large amount of errors. In the following theorem, we show that one can compromise the running time to handle more errors and erasures. The proof of this theorem relies on tools from coding theory.

**Theorem 10.** Let \( v \in \{0, 1\}^n \) be a hidden vector. There exists a non-adaptive polynomial time reconstructing algorithm that tolerates \( \Omega(n^{1-\epsilon}) \) errors and erasers and reconstructs \( v \) using

\[
k = O\left( \frac{n}{\epsilon \log n} \right)
\]

queries.

Moreover, if the errors and erasures are consecutive, then, the algorithm works correctly even if their number is \( \Omega(n/(\epsilon \log n)) \).

An algorithm for the coin weighing problems with the presence of noise yields a u.d. signature codes for noisy channels. The existence of such codes was heavily studied in the literature [18, 25, 46, 19, 23]. In [18], Chang and Weldon first showed a technique to reconstruct u.d. codes for noisy channels. Using this technique, one can build a u.d. codes of length \( O\left( \frac{n}{\epsilon \log n} \right) \) for \( n \) users, where a message can be correctly recovered if the error vector, \( \tilde{Y} - Y \), has \( L_1 \) norm that is smaller than \( O(n^{1-\epsilon}) \). Here we use the notation from subsection 1.1.1, also \( \tilde{Y} \) is the received codeword with noise, see Figure 1.2 below (note that unlike what is presented in Figure 1.2, in the literature the received codeword does not include erasures. Therefore, when talking about previous related work, always assume that the received work \( \tilde{Y} \) does not contain erasures, that is, the “?” symbol). In other words, the users’ messages can be recovered from \( \tilde{Y} \) if

\[
\sum_i |\tilde{Y}_i - Y_i| = O(n^{1-\epsilon}).
\]

In [46], Wilson showed a similar technique. As in the previous technique, using Wilson’s technique, one can reconstruct a u.d. code of length \( O\left( \frac{n}{\epsilon \log n} \right) \) for \( n \) users, where a message can be correctly recovered if the error vector, \( \tilde{Y} - Y \), has \( L_1 \) norm that is smaller than \( O(n^{1-\epsilon}) \). Moreover, the message can be recovered correctly even if we have \( O\left( \frac{n}{\epsilon \log n} \right) \) consecutive errors of magnitude \( O(n^{1-\epsilon}) \). That is, if the error vector \( \tilde{Y} - Y \) has only
Figure 1.2: Multiple access adder channel with noise

$O\left(\frac{n^c}{\epsilon \log n}\right)$ non-zero entries, where these non-zero entries are consecutive and each entry is bounded by $O(n^{1-\epsilon})$. Additional constructions also appear in [20, 19]. Finally, in [23], show a code for $n$ users of length $n$, where the messages can be recovered if the error vector has $L_1$ norm that is smaller than $\lceil (n/2 - 1)/2 \rceil$.

To our knowledge, all codes in the literature for the multiple access decode the received message correctly if the error vector, $\tilde{Y} - Y$, has a bounded $L_1$ norm. Our theorem, Theorem 10, yields a u.d. signature codes for the permanently active model of length

$$O\left(\frac{n}{\epsilon \log n}\right),$$

where the receiver is able to decode all the users’ messages correctly with the presence of $O(n^{1-\epsilon})$ errors and erasures. That is, if the error vector has Hamming weight (rather than the $L_1$ norm) that is smaller than $O(n^{1-\epsilon})$. Moreover, if the errors are consecutive, then the message can be recovered even when we have $O\left(\frac{n}{\epsilon \log n}\right)$ errors.

Next, for the coin$_R(n, m)$ weighing problem we show the following.

**Theorem 11.** Let $p = \omega(1)$ be a prime number and $\epsilon \leq 0.22$. There exists a matrix $M \in \{0, 1\}^{k \times n}$, where

$$k = O\left(m + \frac{m \log \frac{n}{m}}{\log \min(m, p)}\right),$$

such that: For every submatrix $M^*$ formed by selecting arbitrary $k(1 - \epsilon)$ rows of $M$, every $m$ columns in $M^*$ are linearly independent over $\mathbb{Z}_p$.  
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This theorem yields the existence of a non-adaptive algorithm for the \texttt{coin}_R(n, m) weighing problem. This algorithm works correctly even if 11 percent of the answers received are erroneous. Moreover, the theorem yields a u.d. signature code for the partially active model where at most \( m \) user are active. The code is of length \( k \) and is decoded correctly even if the error vector is of Hamming weight smaller than \( 0.11k \).

Finally, we show a polynomial adaptive algorithm for the \texttt{coin}(n, m) problem. We show the following.

\textbf{Theorem 12.} Let \( v \in \{0, 1\}^n \) be a hidden vector with at most \( m \) nonzero entries. There is a polynomial time adaptive algorithm that tolerates \( O(m^{1-\epsilon}) \) errors and erasures and reconstructs \( v \) using

\[ O\left( \frac{m \log n}{\epsilon \log m} \right) \]

queries.

\subsection*{1.5 Outline of the Thesis}

In Chapter 2 we present basic results that will be used in following chapters. In Chapter 3 we present all results for the problem of reconstructing a hidden vector. In Chapter 4 we present all results for reconstructing hidden graphs using additive queries. In Chapter 5 we show all results for the problem of reconstructing hidden weighted hypergraphs of constant rank. Finally, in Chapter 6 we present all results for the problem reconstructing vectors with the presence of noise.
Chapter 2

Preliminaries and Basic tools

In this chapter we present notation, preliminary results and some basic tools that will be used throughout this thesis.

2.1 Notation

Let $\mathbb{R}$ denote the set of real numbers. We denote by $\mathbb{R}^+$ the set of positive real numbers and by $\mathbb{R}_0^+$ the set $\mathbb{R}^+ \cup \{0\}$. Let $r$ be a positive integer, we denote by $[r]$ the set $\{1, 2, \ldots, r\}$.

For a prime $p$ and integers $a$ and $b$ we write $a =_{p} b$ for $a = b \mod p$. We will also allow $p = \infty$. In this case $a$ and $b$ can be any real numbers and $a =_{\infty} b$ will mean $a = b$ as real numbers.

For a $t$-vector $w$, we denote by $w_i$ the $i$th entry of $w$. We denote by $|w|$ the $t$-vector where $|w|_i = |w_i|$ for all $i \in [t]$. For $w \in \{-1, 1\}^t$ we denote by $||w||$ the number of ones in $w$. For two vectors $w, q \in \{-1, 1\}^t$, we write $w \leq q$ if for every $i \in [t]$ we have $w_i \leq q_i$. We write $w < q$ if $w \leq q$ and $w \neq q$.

Let $S_i$ be a set of real numbers where $i \in [t]$, we denote by $\prod_{i=1}^t S_i$ the Cartesian product of the sets, that is, the set of $t$-vectors $\{(w_1, w_2, \ldots, w_t) \mid \forall i : w_i \in S_i\}$.

For $S \subseteq [r]$ we define $x^S \in \{0, 1\}^r$ where $x^S_i = 1$ if and only if $i \in S$. The inverse operation is $S^x = \{i \mid x_i = 1\}$. We say that $x_1, \ldots, x_d \in \{0, 1\}^n$ are pairwise disjoint if for every $i \neq j$, we have $x_i \cdot x_j = 0$ where $\cdot$ is component-wise product of two vectors.

Let $x$ be a vector or a matrix. We denote by $wt(x)$ the Hamming weight of $x$, that is,
the number of non-zero entries in \( x \). We denote by \( \psi(x) \) the sum of its entries.

2.2 Fourier Representation

In this section, we present the well known Fourier representation of functions.

Let \( x = (x_1, x_2, \ldots , x_\ell) \) be variables. Define the following basis

\[
B = \left\{ \chi_a(x) \Delta \prod_{i:a_i=1} x_i \mid a \in \{-1, 1\}^\ell \right\},
\]

where \( \chi_a : \{-1, 1\}^\ell \to \{-1, 1\} \). It is known that every function \( f : \{-1, 1\}^\ell \to \mathbb{R} \) has a unique representation of the form

\[
f(x) = \sum_{a \in \{-1, 1\}^\ell} \hat{f}(a) \chi_a(x),
\]

where for every \( a \in \{-1, 1\}^\ell \), \( \hat{f}(a) \) is a real number and is called the Fourier coefficient of \( \chi_a \) in \( f \).

Next, we present results in probability theory that will be used in the following chapters.

2.3 Basic Probability

We first show the following,

**Lemma 1.** Let \( a \in \mathbb{Z}_p^n \setminus \{0^n\} \) and \( M \in \mathbb{Z}_{p\times n}^{n \times n} \setminus \{0^{n\times n}\} \). Then, for a uniformly randomly chosen vectors \( x, y \in \{0, 1\}^n \), we have

\[
\Pr_{x}[a^T x =_p 0] \leq 1/2 \quad \text{and} \quad \Pr_{x,y}[x^T My =_p 0] \leq 3/4.
\]

Next we have,

**Lemma 2.** [12] Let \( a \in \mathbb{Z}_p^n \setminus \{0^n\} \) be a vector, where \( p \) is a prime number. Then, for a uniformly randomly chosen vector \( x \in \{0, 1\}^n \), we have

\[
\Pr_x[a^T x =_p 0] \leq \max \left( \frac{1}{\wt(a)^\beta}, \frac{1}{p^{1/2}} \right),
\]

where \( \beta = \frac{1}{2 + \log 3} = 0.278943 \cdots \).
Proof. Let \( S = \{a_i \mid i \in [n]\} \) and \( \alpha = \frac{\log 3}{2 + \log 3} \). We take two cases:

**Case 1:** The size of \( S \) is at most \( wt(a)\alpha \). Using the pigeon hole principle, there is an element \( g \in \mathbb{Z}_p \setminus \{0\} \) that appears in \( a \) more than \( wt(a)^{1-\alpha} \) times. Suppose w.l.o.g. that \( a_1 = a_2 = \ldots = a_t = g \), where \( t = \min(wt(a)^{1-\alpha}, p) \). For any fixed \( x_{t+1}, x_{t+2}, \ldots, x_n \in \{0,1\} \) we have

\[
a^T x = g(x_1 + x_2 + \ldots + x_t) + b_1,
\]

where \( b_1 \) is a constant. Therefore, \( a^T x = 0 \) implies

\[
x_1 + x_2 + \ldots + x_t = -b_1 g^{-1}.
\]

Since \( t \leq p \), all the solutions of \( x_1 + x_2 + \ldots + x_t = -b_1 g^{-1} \) in \( \{0,1\}^t \) have the same number of ones. Therefore, we have for \( c = \sqrt{2/\pi} = 0.797885 \cdots < 1 \),

\[
\Pr_x[a^T x = 0] \leq \frac{(t/2)^t}{2^t} \leq \frac{c}{\sqrt{t}} = \min \left( \frac{wt(a)^{1/2}}{p^{1/2}}, \frac{1}{p^{1/2}} \right) \leq \max \left( \frac{1}{wt(a)^{1/2}} \right).
\]

**Case 2:** The size of \( S \) is at least \( wt(a)\alpha \). For a set of elements \( Q = \{q_1, q_2, \ldots, q_r\} \subseteq \mathbb{Z}_p \) denote by

\[
\psi(Q) = |\{(q_1 y_1 + q_2 y_2 + \cdots + q_r y_r) \mod p \mid y_1, \ldots, y_r \in \{0,1\}\}|,
\]

and by \( A(Q) \) the set

\[
\{(q_1 z_1 + q_2 z_2 + \cdots + q_r z_r) \mod p \mid z_1, \ldots, z_r \in \{-1,0,1\}\}.
\]

Since \( |S| > wt(a)^{\alpha} \), we argue that there exists a set of entries \( Q = \{a_{i_1}, a_{i_2}, \ldots, a_{i_k}\} \) such that \( k \geq \log_3 wt(a)^{\alpha} \) and \( \psi(Q) = 2^k \). We prove this claim by showing how to find such set of entries. The process of finding the entries is iterative. At every iteration \( j \) we have a set of entries \( Q_j = \{a_{i_1}, a_{i_2}, \ldots, a_{i_j}\} \) of size \( j \) such that \( \psi(Q_j) = 2^j \). It is easy to see that if \( a_{i_{j+1}} \notin A(Q_j) \) then \( \psi(Q_j \cup \{a_{i_{j+1}}\}) = 2^{j+1} \). An element \( a_{i_{j+1}} \in S \) can be added to \( Q_j \) as long as \( |A(Q_j)| \leq 3^j < |S| \). Therefore, we are able to find a set \( Q \) such that \( |Q| \geq \log_3 |S| \) and \( \psi(Q) = 2^{|Q|} \).
Now, let $W$ denote the set $[n] \setminus \{i_1, \ldots, i_k\}$. For any fixed values for entries in $W$ we have that $a^T x = p, a_{i_1} x_{i_1} + a_{i_2} x_{i_2} + \cdots + a_{i_k} x_{i_k} + b_2$, where $b_2$ is a constant. By the properties of $Q$, there is at most one $y \in \{0, 1\}^k$ such that $a_{i_1} y_1 + a_{i_2} y_2 + \cdots + a_{i_k} y_k = -b_2$. Therefore,

$$
\Pr_x[a^T x = p \mid 0] \leq \frac{1}{2^k} \leq \frac{1}{2 \log_3 wt(a)^2} = \frac{1}{wt(a)^2 \log 2} = \frac{1}{wt(a)^3}.
$$

\[\square\]

### 2.4 Means

In this subsection we present some known inequalities that will help us analyze the complexity of some of the algorithm.

Let $r_1, r_2, \ldots, r_n$ be $n$ real numbers. The arithmetic mean of $r_1, r_2, \ldots, r_n$ is

$$
AM(r_1, r_2, \ldots, r_n) = \frac{r_1 + r_2 + \cdots + r_n}{n}.
$$

The geometric mean is

$$
GM(r_1, r_2, \ldots, r_n) = (r_1 \cdot r_2 \cdots r_n)^{\frac{1}{n}}.
$$

The harmonic mean is

$$
HM(r_1, r_2, \ldots, r_n) = n \left( \frac{1}{r_1} + \frac{1}{r_2} + \cdots + \frac{1}{r_n} \right)^{-1}.
$$

When $r_i \geq 0$ for all $i \in [n]$ then, the means satisfy

$$
HM(r_1, r_2, \ldots, r_n) \leq GM(r_1, r_2, \ldots, r_n) \leq AM(r_1, r_2, \ldots, r_n).
$$

We now rely on the above fact for proving two useful lemmas.

**Lemma 3.** Let $b_1, b_2, \ldots, b_t, s_1, s_2, \ldots, s_t$ be positive numbers. Let $B = b_1 + b_2 + \cdots + b_t$ and $S = s_1 + s_2 + \cdots + s_t$. Then, we have

$$
\prod_{i=1}^t \left( \frac{b_i}{s_i + 1} \right)^{s_i} \leq \left( \frac{B}{S + 1} \right)^S.
$$
Proof. Define $r_{ij} = b_i/s_i + 1$ for all $i \in [t]$ and $j \in [s_i]$. Then, we have

$$\left( \prod_{i=1}^{t} \left( \frac{b_i}{s_i} + 1 \right)^{s_i} \right)^{1/S} = GM(r_{11}, \ldots, r_{ts}) \leq AM(r_{11}, \ldots, r_{ts}) = \left( \frac{B}{S} + 1 \right).$$

This implies the result. □

Lemma 4. Let $k_1, k_2, \ldots, k_t$ be positive numbers. Let $K = k_1 + k_2 + \cdots + k_t$. Then we have

$$\prod_{i=1}^{t} (k_i)^{k_i} \geq \left( \frac{K}{t} \right)^K.$$

Proof. Define $r_{ij} = k_i$ for all $i \in [t]$ and $j \in [k_i]$. Then we have

$$\left( \prod_{i=1}^{t} (k_i)^{k_i} \right)^{1/K} = GM(r_{11}, \ldots, r_{tk_t}) \geq HM(r_{11}, \ldots, r_{tk_t}) = \frac{K}{t}$$

This implies the result. □

2.5 Coding Theory Basics

In this section, we introduce the well known Hamming bound and some notation from coding theory we use in this thesis.

An $[n, k, d]$ linear code $C$ over a field $\mathbb{F}$ is a linear code of length $n$, dimension $k$ and minimal distance $d$. That is, the code $C$ is a linear subspace of $\mathbb{F}^n$, its dimension is $k$ and for every two different codewords $c_1, c_2 \in C$ we have $\text{wt}(c_1 - c_2) \geq d$.

A generating matrix $G$ for an $[n, k, d]$ linear code $C$ over $\mathbb{F}$ is a $k \times n$ matrix over $\mathbb{F}$. The rows of $G$ form a basis for the linear subspace $C$. That is, we have $c \in C$ if and only if there is $q \in \mathbb{F}^k$ such that

$$c^T = q^T G.$$ 

A parity check matrix $H$ for an $[n, k, d]$ linear code $C$ over $\mathbb{F}$ is a $(n - k) \times n$ matrix over $\mathbb{F}$ such that for every $x \in \mathbb{F}^n$ we have $x \in C$ if and only if

$$Hx = 0.$$ 

25
Since for every \( x \in \mathbb{F}^n \) where \( 0 < wt(x) < d \) we have that \( x \not\in \mathcal{C} \), we get that \( Hx \neq 0 \). Therefore, every \( d-1 \) columns of \( H \) are linearly independent. In this thesis, we also call a parity check matrix \( d-1 \)-independent matrix.

We now present the well known Hamming bound. We will use it in the sequel.

**Lemma 5.** Let \( p \) be a prime number. For any \([n,k,d]\) linear code over \( \mathbb{Z}_p \) we have

\[
p^k \leq \frac{p^n}{\sum_{i=0}^{t} \binom{n}{i} (p-1)^i}
\]

where \( t = \left\lfloor \frac{d-1}{2} \right\rfloor \).
Chapter 3

Reconstructing Hidden Vectors

In this chapter we present all results for the problem of reconstructing a hidden vector using additive queries. We present lower bounds, upper bounds and an almost tight polynomial time algorithm for the problem. Although we are mainly interested in solving the problem over the field of real numbers, we extend our discussion in the following two sections by giving a lower bound and a matching tight upper bound for solving the problem over finite fields as well.

In the following two section, we are interested only in the query complexity. Given these settings, we show some reductions or connections between different problems. The following lemma shows that the coin($n, m$) weighing problem in the non-adaptive setting is equivalent to the problem of finding a (0,1)-matrix $M$ with minimal number of rows for which every $2m$ columns are linearly independent. That is, it is equivalent to finding a (0,1) parity check matrix with minimal number of rows for a linear code of minimal distance $2m + 1$.

Lemma 6. There exists a non-adaptive algorithm that reconstructs a vector $v \in \mathbb{F}^n$ with at most $m$ non-zeros (here $2m \leq n$) using $k$ queries if and only if there exists a (0,1)-matrix $M$ of size $k \times n$ such that every $2m$ columns are linearly independent.

Proof. Suppose there exists a non-adaptive algorithm for the problem. Let $(q_1, q_2, \ldots, q_k)$
be the set of queries that solves the problem. We argue that in the $(0,1)$-matrix

$$M = \begin{pmatrix} q_1 \\ q_2 \\ \vdots \\ q_k \end{pmatrix},$$

every $2m$ columns are linearly independent. To see this, suppose on the contrary that there are $2m$ columns that are linearly dependent. Assume that

$$c_1 M_{i1} + c_2 M_{i2} + \ldots + c_{2m} M_{i2m} = 0,$$

where $M_i$ is the $i$th column of $M$ and $c_1, \ldots, c_{2m}$ are constants that are not all zeros. Let $v$ be the $n$-vector where the entry $i_k$ equals $c_k$ for all $k \in [m]$. Also, let $u$ be the $n$-vector where the entry $i_k$ equals $-c_k$ for all $k \in \{m+1, \ldots, 2m\}$. We have that $M(v - u) = 0$. Therefore, $Mv = Mu$. That is, the algorithm cannot distinguish between $u$ and $v$ since it receives the same vector of answers on the two. Contradiction.

On the other hand, let $M$ be a $(0,1)$-matrix with $k$ rows where every $2m$ columns are linearly independent. We argue that the rows of the matrix are queries that solve the problem of reconstructing a hidden vector with at most $m$ non-zeros. For any vectors $u, v \in \mathbb{F}^n$ with at most $m$ non-zeros, where $u \neq v$, we have that $0 < wt(u - v) \leq 2m$, and thus $M(v - u) \neq 0$. Therefore, $Mv \neq Mu$. That is, the suggested set of queries can distinguish between any two vectors $u$ and $v$ with at most $m$ non-zero entries.

In the next two section, we use the above lemma. In some cases (finite fields case), we show a lower bound and an upper bound on the number of rows of a $(0,1)$-matrix for which every $2m$ columns are linearly independent instead of showing a lower bound or an upper bound on the number of queries needed for solving the corresponding vector reconstructing problem.

Next, we have the following lemma that connects between the problem of reconstructing a vector in $(\mathbb{R}_0^+)^n$ and reconstructing a vector in $\mathbb{R}^n$.

**Lemma 7.** A non-adaptive algorithm that solves the coin$^+$($n,2m$) weighing problem also solves the coin$^+$(n,m) weighing problem.
Proof. Let \( (q_1, q_2, \ldots, q_k) \) be the set of queries that solves the coin\(^+\)(\(n, 2m\)) problem. Let \( M \in \{0, 1\}^{k \times n} \) be the matrix for which the \( i \)th row equals \( q_i \). We show that for any two different vectors \( x, y \in \mathbb{R}^n \) such that \( wt(x), wt(y) \leq m \) we have

\[
Mx \neq My.
\]

Assume on the contrary that this is not true. That is, \( Mx = My \). Let \( x^+ \in (\mathbb{R}^+_0)^n \) be the \( n \)-vector where \( (x^+)_i = x_i \) if \( x_i > 0 \) and zero otherwise. Let \( x^- \in (\mathbb{R}^+_0)^n \) be the vector where \( (x^-)_i = -x_i \) if \( x_i < 0 \) and zero otherwise. Similarly, let \( y^+ \in (\mathbb{R}^+_0)^n \) be the \( n \)-vector where \( (y^+)_i = y_i \) if \( y_i > 0 \) and zero otherwise. Let \( y^- \in (\mathbb{R}^+_0)^n \) be the vector where \( (y^-)_i = -y_i \) if \( y_i < 0 \) and zero otherwise. We have

\[
M(x^+ - x^-) = M(y^+ - y^-).
\]

Therefore,

\[
M(x^+ + y^-) = M(y^+ + x^-).
\]

Since \( x \neq y \) we have \( (x^+ + y^-) \neq (y^+ + x^-) \). Also, \( (x^+ + y^-), (y^+ + x^-) \in (\mathbb{R}^+_0)^n \) and \( wt(x^+ + y^-), wt(y^+ + x^-) \leq 2m \). This is a contradiction, since \( M \) solves the coin\(^+\)(\(n, 2m\)) problem. \( \square \)

### 3.1 Lower Bounds

We start with the lower bound for the query complexity of reconstructing a hidden vector \( v \in \{0, 1\}^n \) with at most \( m \) non-zero entries.

**Lemma 8.** Any algorithm (adaptive or non-adaptive) must ask at least

\[
\Omega \left( \frac{m \log \frac{n}{m}}{\log m} \right),
\]

queries in order to reconstruct a hidden vector \( v \in \{0, 1\}^n \) with at most \( m \) non-zeros.

**Proof.** For every query, we have \( m + 1 \) possible answers (which are: \( 0, 1, \ldots, m \)). We also have \( \sum_{i=0}^{m} \binom{n}{i} \) possible hidden vectors. Therefore, using a simple information theoretic argument, we must ask at least

\[
\frac{\log \sum_{i=0}^{m} \binom{n}{i}}{\log m + 1} = \Omega \left( \frac{m \log \frac{n}{m}}{\log m} \right),
\]
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queries.

Next, we present the lower bound of reconstructing a hidden vector $v \in \mathbb{R}^n$ with at most $m$ non-zero entries.

**Lemma 9.** Any algorithm (adaptive or non-adaptive) must ask at least

$$O\left(\frac{m \log n}{\log m}\right),$$

queries in order to reconstruct a hidden vector $v \in \mathbb{R}^n$ with at most $m$ non-zeros.

**Proof.** First, we argue that the algorithm must ask at least $m$ queries. This is because the algorithm must be able to reconstruct hidden vectors with $m$ non-zero independent entries. Also, from Lemma 8, the algorithm must ask at least $\frac{\log \sum_{i=0}^{m} \binom{n}{i}}{\log m + 1}$ queries. Therefore, the algorithm must ask at least

$$\max\left(\frac{\log \sum_{i=0}^{m} \binom{n}{i}}{\log m + 1}, m\right) = \Omega\left(\frac{m \log n}{\log m} + m\right) = \Omega\left(\frac{m \log n}{\log m}\right),$$

queries.

Finally, we show the lower bound for the query complexity of the same problem over finite fields.

**Theorem 13.** Let $p$ be any prime number. A $(0,1)$-matrix $M \in \{0,1\}^{k \times n}$ such that every $m$ columns in $M$ are linearly independent over $\mathbb{Z}_p$ must have at least

$$k = \Omega\left(m + \frac{m \log \frac{n}{m}}{\log \min(m, p)}\right)$$

rows.

**Proof.** For $p < m$ and by the Hamming bound (Lemma 5) we have

$$p^k \geq \sum_{i=0}^{m/2} \binom{n}{i} (p-1)^i.$$ 

Therefore,

$$k \geq \frac{\log \sum_{i=0}^{m/2} \binom{n}{i} (p-1)^i}{\log p} \geq \frac{\log (p-1)}{2 \log p} m + \frac{\log \binom{n}{m/2}}{\log p} = \Omega\left(m + \frac{m \log \frac{n}{m}}{\log p}\right).$$
For \( p > m \), notice that for every \( v, u \in \{0, 1, \ldots, m\}^n \) of weight equal to \( m/2 \) we have \( Mv \neq_p Mu \). Otherwise, \( M(v - u) =_p 0^k \) and the columns that corresponds to the (at most \( m \)) entries that are not zero in \( v - u \) are linearly dependent. Since for every \( v \in \{0, 1, \ldots, m\}^n \) of weight at most \( m/2 \) we have \( Mv \in \{0, 1, \ldots, m^2/2\}^k \) we must have
\[
\left(\frac{m^2}{2} + 1\right)^k \geq \left(\frac{n}{m/2}\right)(m - 1)^{m/2}.
\]
Therefore,
\[
k = \Omega\left(m + \frac{m \log \frac{n}{m}}{\log m}\right).
\]

\[\square\]

### 3.2 Tight Upper Bounds

In this section, we prove Theorem 1, that is, we present optimal non-constructive algorithm for the general problem of reconstructing a hidden non-bounded real numbers vector with at most \( m \) non-zero entries.

We start with the following lemmas. These lemmas follow from Lemma 2. Similar properties were proved for the field of real numbers in [32, 6, 8].

**Lemma 10.** Let \( M \in \{0, 1\}^{k \times m} \) be a matrix of rank \( r = r(M) < m \). For a uniformly randomly chosen row vector \( y \in \{0, 1\}^m \) the rank of the matrix
\[
M' = \begin{pmatrix} M \\ y \end{pmatrix}
\]
over \( \mathbb{Z}_p \) is \( r \) with probability at most \( 1/2 \).

**Proof.** Denote by \( M_i \) the \( i \)th column of \( M \). Let \( M_{i_1}, M_{i_2}, \ldots, M_{i_r} \) be any \( r \) linearly independent columns of \( M \). Let \( M_j \) be any other column of the matrix, that is, \( j \neq i_s \) for all \( s \in [r] \). Then, there are unique constants \( \alpha_1, \alpha_2, \ldots, \alpha_r \) such that
\[
M_j =_p \alpha_1 M_{i_1} + \alpha_2 M_{i_2} + \ldots + \alpha_r M_{i_r}.
\]
Therefore,
\[
\alpha_1 M_{i_1} + \alpha_2 M_{i_2} + \ldots + \alpha_r M_{i_r} - M_j =_p 0.
\]
Let \( a \) be the \( m \)-vector, where \( a_j = -1 \), \( a_s = \alpha \) for all \( s \in [r] \) and all other entries are zeros. Then,
\[
\Pr[r(M') = r] \leq \Pr[a^T y =_p 0].
\]
Now by Lemma 1 the result follows.

**Lemma 11.** Let \( M \in \{0,1\}^{k \times m} \) be a matrix of rank \( r(M) = r < m \). Suppose that every \( s \) columns of \( M \) are linearly independent. Then, for a uniformly randomly chosen row vector \( y \in \{0,1\}^m \) the rank of the matrix
\[
M' = \begin{pmatrix} M \\ y \end{pmatrix}
\]
over \( \mathbb{Z}_p \) is \( r \) with probability at most \( \max \left( \frac{1}{s^r}, \frac{1}{p^{1/2}} \right) \).

**Proof.** Using the same notation as in the proof of Lemma 10. Observe that \( wt(a) \geq s \). Otherwise, there are \( s \) linearly dependent columns in \( M \). Therefore, by Lemma 2,
\[
\Pr[r(M') = r] \leq \Pr[a^T y =_p 0] \leq \max \left( \frac{1}{s^r}, \frac{1}{p^{1/2}} \right).
\]

Now, after proving the above lemmas, we prove our main theorem,

**Theorem 1.** For any prime \( p \) there exists a matrix \( M \in \{0,1\}^{k \times n} \) such that
\[
k = O \left( m + \frac{m \log \frac{n}{m}}{\log \min(m,p)} \right),
\]
and every \( m \) columns are linearly independent over \( \mathbb{Z}_p \).

**Proof.** Let \( t = m/\log^2 m \). We first prove the existence of a matrix \( M^* \in \{0,1\}^{k_1 \times n} \), such that
\[
k_1 = t + \log t + 2 \log \left( \frac{n}{t} \right),
\]
where every \( t \) columns are linearly independent. We use probabilistic method. We randomly uniformly choose \( k_1 \) \((0,1)\)-vectors of size \( n \) to be the rows of the matrix. Denote
by \( M_i \) the \( i \)th column of the matrix \( M^* \). Now, let \( M_{i_1}, M_{i_2}, \ldots, M_{i_t} \) be any \( t \) columns. Consider the matrix

\[
M' = [M_{i_1} | M_{i_2} | \cdots | M_{i_t}]
\]

and let \( M'^{(j)} \) be the \( j \)th row of \( M' \) and \( M'^{(j)} \) be the first \( j \) rows of \( M' \). Consider the random variable \( X_j \in \{0, 1\} \) where \( X_j = 1 \) if and only if \( r(M'^{(j-1)}) = t \) or the \( j \)th row \( M'^{(j)} \) increases the rank of \( M'^{(j-1)} \), i.e., \( r(M'^{(j)}) = r(M'^{(j-1)}) + 1 \). By Lemma 10,

\[
Pr[X_j = 0 | X_1, X_2, \ldots, X_{j-1}] \leq 1/2.
\]

Therefore, the probability that the rank of the matrix \( M' \) is smaller than \( t \) is bounded by

\[
Pr[X_1 + \cdots + X_{k_1} \leq t - 1] = \sum_{\xi_1 + \cdots + \xi_{k_1} \leq t-1, \xi_j \in \{0,1\}} \Pr[X_1 = \xi_1, \ldots, X_{k_1} = \xi_{k_1}]
\]

where

\[
\leq \frac{\sum_{i=0}^{t-1} \binom{k_1}{i}}{2^{k_1}} \leq t2^{t-1} \frac{\binom{k_1}{t}}{2^{k_1}}
\]

\[
< \frac{\binom{n}{t}}{2^{\binom{k_1}{t}}} = \frac{1}{2^t}. 
\]

Using union bound, the probability that there exists a set of \( t \) columns that are linearly dependent is less than 1/2. This implies the existence of \( M^* \).

Now, we have a matrix \( M^* \) that every \( m/\log^2 m \) columns are linearly independent. We add \( k_2 \) uniformly randomly chosen rows to the matrix, where

\[
k_2 = m \log q + \log \left(\frac{n}{m}\right)
\]

and \( q = \min(t^3, p^{1/2}) \). Again, given any \( m \) columns \( M_{j_1}, M_{j_2}, \ldots, M_{j_m} \). By Lemma 11, the probability that the matrix

\[
M'' = [M_{j_1} | M_{j_2} | \cdots | M_{j_m}]
\]

has rank smaller than \( m \) is bounded by

\[
\sum_{i=0}^{m-1} \frac{\binom{k_2}{i}}{q^{k_2-m+1}} < \frac{2^{k_2}}{2q^{k_2-m}}
\]

\[
= \frac{2^{k_2}(1-\log q + m \log q - 1)}{2^{\binom{n}{m}}}. 
\]
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Therefore, the probability that there exists \( m \) columns of \( M \) that are linearly dependent is bounded by \( 1/2 \). This, together with the fact that

\[
   k_1 + k_2 = O\left( m + \frac{m \log \frac{n}{m}}{\log \min(m, p)} \right),
\]

implies the result.

The following corollary solve the vector reconstructing problem over the field \( \mathbb{R} \).

**Corollary 1.** There exists a matrix \( M \in \{0, 1\}^{k \times n} \) where

\[
   k = O\left( m + \frac{m \log \frac{n}{m}}{\log m} \right) = O\left( \frac{m \log n}{\log m} \right),
\]

and for every two distinct vectors \( x, y \in \mathbb{R}^n \) such that \( \text{wt}(x) \leq m \) and \( \text{wt}(y) \leq m \) we have \( Mx \neq My \).

**Proof.** Choose a prime \( 2m < p \). By Theorem 1 there exists a \( k \times n \) matrix \( M \) such that every \( 2m \) columns are linearly independent over \( \mathbb{Z}_p \), and therefore, over \( \mathbb{R} \). For any two vector \( x, y \in \mathbb{R}^n \) such that \( \text{wt}(x) \leq m \), \( \text{wt}(y) \leq m \) and \( x \neq y \) we have that \( 0 < \text{wt}(x - y) \leq 2m \). Therefore, \( M(x - y) \neq 0^k \), and \( Mx \neq My \).

In Appendix A, we show a construction that reduces the number of random bits to \( O(m^{1+\epsilon}) \) in case \( m = n^c \) for some constant \( c \).

### 3.3 Polynomial Time Algorithm

In this section we present an almost tight polynomial time algorithm for the problem of reconstructing a hidden vector \( v \in \mathbb{R}^n \) with at most \( m \) non-zero entries.

The algorithm we present is iterative. It uses the divide and conquer approach. The algorithm holds disjoint sets of entries of the hidden vector \( v \). Each such set holds at least one non-zero entry. At the beginning of each iteration, the algorithm knows the sum of the entries in each set. It divides each set into two equal size set (up to \( \pm 1 \)) and its goal is to find the sum of the entries for each new set. The algorithm uses search matrices to obtain this goal (defined below). When using the search matrices, the algorithm makes some assumptions on the input of the subproblem. These assumptions are not always true, and
therefore, before advancing to the next iteration, the algorithm has an additional stage that checks its outcome and corrects it if needed.

### 3.3.1 Search Matrix

In this subsection we show,

**Theorem 14.** Let \( y \in (\mathbb{R}^+)^t \) be any vector such that \( y_1 \geq y_2 \geq \ldots \geq y_t \). There exists a polynomial time non-adaptive algorithm for reconstructing a hidden vector \( v \in \prod_{i=1}^t \{0, y_i\} \) that uses

\[
O \left( \frac{t}{\log t} \right)
\]

queries of the form: \( Q(w) = w^T v \) where \( w \in \{0, 1\}^t \).

Before proving this theorem, note that this problem is equivalent to finding in polynomial time a \((0,1)\)-matrix \( M_t \) of size \( O(t/\log t) \times t \) such that, \( M_t v \neq M_t u \) for all \( u, v \in \prod_{i=1}^t \{0, y_i\} \) where \( u \neq v \) and given \( M_t v \) one can reconstruct \( v \) in polynomial time. Such matrix \( M_t \) is called a search matrix.

We now show how to construct a search matrix for the problem. The matrix we present was first introduced in [10]. Let \( a \in \{-1, 1\}^\ell \). Let \( j_1, j_2, \ldots, j_{||a||} \) be the indices of the entries in \( a \) that are equal to one (recall that \( ||a|| \) denotes the number of ones in \( a \)).

For \( k \in \{||a||\} \), define the following function

\[
g_{a,k}(x) = \left( 2 \prod_{i=1}^k \frac{x_{j_i} + 1}{2} - 1 \right) x_{j_{k+1}} x_{j_{k+2}} \cdots x_{j_{||a||}}.
\]

Now, let \( f_{a,k}(x) = (g_{a,k}(x) + 1)/2 \). Define the following family of functions

\[
F_\ell = \{ f_{a,k} | a \in \{-1, 1\}^\ell \text{ and } k \in \{||a||\} \}.
\]

Finally, define a partial order over \( F_\ell \) in the following way: \( f_{a,k_1} \leq f_{b,k_2} \) if and only if \( a < b \) or \((a = b \text{ and } k_1 \geq k_2)\).

The following are properties of \( F_\ell \) and its functions [10].

- **P1.** \( f_{a,k} \in \{0, 1\}^{\{-1,1\}^\ell} \).
- **P2.** \( |F_\ell| = \sum_i \binom{\ell}{i} = \ell 2^{\ell-1} \).
• **P3.** The Fourier coefficient of \( \chi_a \) in \( f_{a,k} \) is \( 2^{-k} \).

• **P4.** For any \( a, b \in \{-1, 1\}^\ell \), such that \( a \neq b \) and \( b \neq a \) the Fourier coefficient of \( \chi_a \) in \( f_{b,k} \) is equal to 0.

The following lemma can be derived immediately from **P3** and **P4**.

**Lemma 12.** Let \( a \in \{-1, 1\}^\ell \) be vector. Let \( I \subseteq \|a\| \) be any set. Let \( A = \{(a, i)|i \in I\} \).

Let \( B = \{(b_1, i_1), \ldots, (b_{|B|}, i_{|B|})\} \subseteq \{-1, 1\}^\ell \times [\ell] \) such that for all \( j \) we have \( i_j \in \|b_j\| \).

If for all \( j \) we have \( b_j \geq a \), then the Fourier coefficient of \( \chi_a \) in

\[
f(x) = \sum_{(v,u) \in A \cup B} c_{u,v} f_{v,u}(x),
\]

where \( c_{u,v} \) are real numbers, is equal to \( \sum_{(v,u) \in A} \frac{c_{u,v}}{2^{k}} \).

We now use \( F_\ell \) to construct our search matrix. Define the matrix \( M_t \in \{0, 1\}^{2^\ell \times 2^{\ell-1}} \) in the following way (we assume w.l.o.g. that \( t = \ell 2^{\ell-1} \) for some integer \( \ell \). This is not always true. In such case, we take the minimal \( \ell \) such that \( 2^{\ell-1} > t \) create the matrix and take the first \( t \) columns): First, we label the rows of \( M_t \) with the elements of \( \{-1, 1\}^\ell \). Next, we label the columns with elements of \( F_\ell \) in a descending order, that is, for every two indices \( i \) and \( j \) and their corresponding functions \( f_{a,k} \) and \( f_{b,s} \) (respectively), we have that if \( i < j \) then \( f_{b,s} \nless f_{a,k} \). Let \( M_t[x; f_{a,k}] = f_{a,k}(x) \) be the search matrix that algorithm uses. That is, let \( z_1 = 1^\ell, z_2 = 1^{\ell-1} \cdot -1, \ldots, z_{2^\ell} = -1^\ell \), where \( \cdot \) denotes concatenation, then

\[
M_t = \begin{pmatrix}
& f_{z_1,1}(z_1) & \ldots & f_{z_1,\ell}(z_1) & f_{z_2,1}(z_1) & \ldots & f_{z_2,\ell-1}(z_1) & \ldots & f_{z_{2^\ell-1},1}(z_1) \\
& f_{z_1,1}(z_2) & \ldots & f_{z_1,\ell}(z_2) & f_{z_2,1}(z_2) & \ldots & f_{z_2,\ell-1}(z_2) & \ldots & f_{z_{2^\ell-1},1}(z_2) \\
& \vdots & & \vdots & \vdots & & \vdots & & \vdots \\
& f_{z_1,1}(z_{2^\ell}) & \ldots & f_{z_1,\ell}(z_{2^\ell}) & f_{z_2,1}(z_{2^\ell}) & \ldots & f_{z_2,\ell-1}(z_{2^\ell}) & \ldots & f_{z_{2^\ell-1},1}(z_{2^\ell})
\end{pmatrix}.
\]

We will now give an algorithm showing that given \( r = M_tv \) where \( v \in \prod_i \{0, y_i\} \) one can exactly reconstruct \( v \). Let \( \sigma_t : [\ell 2^{\ell-1}] \rightarrow \{(a, k)|a \in \{-1, 1\}^\ell \text{ and } k \in \|a\|\} \) defined as follows: \( \sigma_t(j) = (a, k) \), where \( f_{a,k} \) is the function corresponding to the \( j \)th column of the search matrix \( M_t \).
Algorithm (Proof of Theorem 14). The algorithm Reconstruct\_Vector, presented in Figure 3.1, is iterative. We run it for start = 1, and r = Mt\(v\). The goal of the algorithm is to output a vector \(h = v\). In each iteration the algorithm determines one entry of the hidden vector \(v\). At iteration \(i\), the entries 1, 2, \ldots, \(i - 1\) are known to the algorithm (stored in \(h_1, h_2, \ldots, h_{i-1}\), and the goal is to determine the \(i\)th entry. The vector \(r\) will be regarded as a function \(r : \{-1, 1\}^t \rightarrow \mathbb{R}\). Therefore,

\[
r(x) = \sum_{j=1}^{t} v_j f_{\sigma_t(j)}(x).
\]

\[
\text{Algorithm Reconstruct\_Vector}(start, t, r, h, y)
\]

1. For \(i = start\) to \(t\) do
2. \(f(x) \leftarrow r(x) - \sum_{j=1}^{i-1} h_j f_{\sigma_t(j)}(x)\).
3. Let \((a, k) \leftarrow \sigma_t(i)\).
4. if \(\hat{f}(a) < \frac{y_i}{2k}\) then
5. \(h_i = 0\).
6. Else
7. \(h_i = y_i\).
8. End if.
9. End for.
10. Return \(h\).

Comments: 1. The algorithm doesn’t ask queries. All queries are asked and given to the algorithm as input in \(r = Mt\(v\).

The algorithm starts reconstructing from entry \(v_{start}\), assuming that \(h_1 = v_1, \ldots, h_{start-1} = v_{start-1}\).

Figure 3.1: Algorithm for reconstructing a vector in \(\prod_i \{0, y_i\}\).
The algorithm first calculates the function
\[ f(x) = r(x) - \sum_{j=1}^{i-1} h_j f_{\sigma_t(j)}(x). \]

Let \((a, k)\) be equal to \(\sigma_t(i)\). The algorithm calculates the Fourier coefficient of \(\chi_a\) in \(f\) in polynomial time. If \(\hat{f}(a) < \frac{y_i}{2k}\) then, \(v_i\) equals 0. Otherwise, we have that \(\hat{f}(a) \geq \frac{y_i}{2k}\) and then, \(v_i\) equals \(y_i\).

We now prove the correctness of the algorithm by induction.

**Lemma 13.** (Algorithm’s Correctness) Assuming correctness of the reconstruction of the first \(i - 1\) indices, that is, given that \(h_1 = v_1, \ldots, h_{i-1} = v_{i-1}\), then, we have that \(h_i = v_i\).

**Proof.** Since \(h_j = v_j\) for all \(j \in [i - 1]\), then we have
\[
f(x) = r(x) - \sum_{j=1}^{i-1} h_j f_{\sigma_t(j)}(x) = r(x) - \sum_{j=1}^{i-1} v_j f_{\sigma_t(j)}(x) = \sum_{j=i}^{i} v_j f_{\sigma_t(j)}(x).
\]

Let \(s\) be the index such that \(\sigma_t(s) = (a, ||a||)\). Since for every \(j > s\) and \((b, k') = \sigma_t(j)\), we have that \(b \not\geq a\), by Lemma 12, the coefficient of \(\chi_a\) in \(f\) is
\[
\hat{f}(a) = \frac{v_i}{2^k} + \frac{v_{i+1}}{2^{k+1}} + \cdots + \frac{v_s}{2^{||a||}}.
\]

Now, note that if \(v_i = y_i\) then,
\[
\hat{f}(a) = \frac{v_i}{2^k} + \frac{v_{i+1}}{2^{k+1}} + \cdots + \frac{v_s}{2^{||a||}} \geq \frac{y_i}{2^k}
\]
and therefore \(h_i = y_i\). Otherwise, \(v_i = 0\), and then
\[
\hat{f}(a) = \frac{v_i}{2^k} + \frac{v_{i+1}}{2^{k+1}} + \cdots + \frac{v_s}{2^{||a||}} \\
= \frac{v_{i+1}}{2^{k+1}} + \frac{v_{i+2}}{2^{k+2}} + \cdots + \frac{v_s}{2^{||a||}} \\
\leq \frac{y_{i+1}}{2^{k+1}} + \frac{y_{i+2}}{2^{k+2}} + \cdots + \frac{y_s}{2^{||a||}} \\
\leq \frac{y_i}{2^{k+1}} + \frac{y_i}{2^{k+2}} + \cdots + \frac{y_i}{2^{||a||}} \\
< \frac{y_i}{2^k},
\]
and therefore, \(h_i = 0\). \(\Box\)
Corollary 2. Let $y \in (\mathbb{R}^+)^t$ be any positive real numbers. Then, there exists a polynomial time non-adaptive algorithm for reconstructing a hidden vector $v \in \prod_{i=1}^{t} \{0, y_i\}$ that asks

$$O\left(\frac{t}{\log t}\right)$$

queries.

Proof. Let $P \in \{0,1\}^{t \times t}$ be a permutation matrix that sorts the vector $y$. Then, the matrix $M_tP$ is a search matrix for the problem. Given $M_tPv$, we can reconstruct $Pv$ and therefore reconstruct $v$. \qed

In the above proofs, we use a family of matrices introduced by Bshouty in [10]. This family is a part of larger family of matrices introduced by Bshouty. We present it below for convenience.

Lemma 14. [10] Let $v \in [d_1]_0 \times [d_2]_0 \times \cdots \times [d_n]_0$ be a hidden vector. There is a matrix $M \in \{0,1\}^{k \times n}$ where

$$k(\log k - 4) \leq 2n \log \frac{\sum_i d_i}{n}.$$ 

such that given $Mv$ there is a polynomial time algorithm that reconstructs the hidden vector $v$.

3.3.2 The Main Algorithm

In this section we prove our main result.

Theorem 2. There is a polynomial time algorithm for reconstructing a hidden vector $v \in (\mathbb{R}_0^+)^n$ with at most $m$ non-zero entries that uses

$$O\left(\frac{m \log n}{\log m} + m \log \log m\right)$$

queries.

Proof. The algorithm we present is iterative. It searches for non-zero entries using the divide and conquer approach. At iteration $\tau$, the algorithm holds at most $m$ disjoint sets
$S_1, S_2, \ldots, S_q \subseteq [n]$ of indices. Each set $S_i$ contains at least one index $j$ for which $v_j \neq 0$. For a set $S \subseteq [n]$ we denote by $X(S)$ the sum

$$X(S) = \sum_{j \in S} v_j.$$ 

At the beginning of the iteration $\tau$ the algorithm knows $X(S_i)$ for all $i \in [q]$. As before, we may assume that for every $i \in [q - 1]$ we have that $X(S_i) \geq X(S_{i+1})$. The algorithm divides each set $S_i$ into two arbitrary equal size (up to $\pm 1$) sets $S_{i,1}$ and $S_{i,2}$. Obviously, $X(S_i) = X(S_{i,1}) + X(S_{i,2})$. Now, the algorithm’s goal is to find $X(S_{i,j})$ for all $i \in [q]$ and $j \in [2]$. Instead of asking $q$ queries to achieve this, the algorithm uses the search matrix presented in the previous section in order to reconstruct the hidden vector,

$$u = (X(S_{1,1}), X(S_{1,2}), X(S_{2,1}), X(S_{2,2}), \ldots, X(S_{q,1}), X(S_{q,2})),$$

assuming that $u \in \prod_{i=1}^{2q} \{0, X(S_{i/2})\}$. The algorithm simulates queries for $u$ using the fact that

$$Q_u(x) = Q_v(y), \quad \text{where } y_k = \begin{cases} 1 & \exists i \in [q], \exists j \in [2] : k \in S_{i,j} \\
0 & \text{otherwise.} \end{cases}$$

Here $x$ is any $(0, 1)$ vector. Denote by $h$ the output of *Reconstruct\_Vector* for reconstructing $u$. The assumption that $u \in \prod_{i=1}^{2q} \{0, X(S_{i/2})\}$ is not always true. It may happen that for some index $j \in [q]$ we have $X(S_{j,1}) \neq 0$ and $X(S_{j,2}) \neq 0$, that is, $X(S_{j,1})$ and $X(S_{j,2})$ are not in $\{0, X(S_{j})\}$. Such violation can occur at most $m$ times throughout the running of the algorithm. In case where $X(S_{j,1}) \neq 0$ and $X(S_{j,2}) \neq 0$, we say that a *split* have occurred in the set $S_j$.

The next lemmas show how to find a split. Their proofs are similar to the proof of Lemma 13.

**Lemma 15.** At iteration $i$ of the running of *Reconstruct\_Vector* for reconstructing

$$u = (X(S_{1,1}), X(S_{1,2}), X(S_{2,1}), X(S_{2,2}), \ldots, X(S_{q,1}), X(S_{q,2})).$$

If

$$h_1 = u_1, h_2 = u_2, \ldots, h_{i-1} = u_{i-1},$$

and $u_i \in \{0, X(S_{i/2})\}$, then, the algorithm reconstructs $u_i$ correctly. That is, $h_i = u_i$. 40
Proof. Since \( h_j = u_j \) for all \( j \in [i - 1] \), then we have

\[
f(x) = r(x) - \sum_{j=1}^{i-1} h_j f_{\sigma_2(j)}(x) = r(x) - \sum_{j=1}^{i-1} u_j f_{\sigma_2(j)}(x) = \sum_{j=i}^{2q} u_j f_{\sigma_2(j)}(x).
\]

See definition of \( f(x), r(x), \sigma \) in algorithm \textbf{Vector\_Reconstruct}. Let \( \sigma_2(i) \) be \((a, k)\). Let \( s \) be the index such that \( \sigma_2(s) = (a, ||a||) \). Since for every \( j > s \) and \((b, k') = \sigma_2(j)\), we have that \( b \not\geq a \), by Lemma 12, the coefficient of \( \chi_a \) in \( f \) is

\[
\hat{f}(a) = \frac{u_i}{2^k} + \frac{u_{i+1}}{2^{k+1}} + \cdots + \frac{u_s}{2^{||a||}}.
\]

Now, note that if \( u_i = X(S_{[i/2]}) \) then,

\[
\hat{f}(a) = \frac{u_i}{2^k} + \frac{u_{i+1}}{2^{k+1}} + \cdots + \frac{u_s}{2^{||a||}} \geq X(S_{[i/2]})
\]

and therefore \( h_i = X(S_{[i/2]}) \). Otherwise, \( u_i = 0 \), and then

\[
\hat{f}(a) = \frac{u_i}{2^k} + \frac{u_{i+1}}{2^{k+1}} + \cdots + \frac{u_s}{2^{||a||}} \leq X(S_{[i+1/2]}) + X(S_{[i+2/2]}) + \cdots + X(S_{[s/2]})
\]

\[
\leq \frac{X(S_{[i/2]})}{2^{k-1}} + \frac{X(S_{[i/2]})}{2^{k+2}} + \cdots + \frac{X(S_{[s/2]})}{2^{||a||}} < \frac{X(S_{[i/2]})}{2^k},
\]

and therefore, \( h_i = 0 \).

\[
\blacklozenge
\]

**Lemma 16.** Let \( h \) be the output of \textbf{Reconstruct\_Vector} for reconstructing

\[
u = (X(S_{1,1}), X(S_{1,2}), X(S_{2,1}), X(S_{2,2}), \ldots, X(S_{q,1}), X(S_{q,2})).
\]

Let \( S_j \) be the set with the minimal index in which a split has occurred. Then, for every \( i \leq 2(j - 1) \) we have that \( h_i = u_i \). Moreover, either \( h_{2j-1} = 0 \) or \( h_{2j} = 0 \).

**Proof.** The first part of the lemma follows immediately from the proof of Lemma 15 above. As for the second part, we need to show that either \( h_{2j-1} = 0 \) or \( h_{2j} = 0 \). Since \( h_\ell = u_\ell \) for all \( \ell \in [2j - 2] \), then at iteration \( 2j - 1 \) we have,

\[
f(x) = \sum_{i=2j-1}^{2q} u_i f_{\sigma_2(i)}(x).
\]
See definition of \( f(x), r(x), \sigma \) in algorithm **Vector_Reconstruct**. Let \( \sigma_{2q}(2j - 1) \) be \((a_1, k_1)\) and \( \sigma_{2q}(2j) \) be \((a_2, k_2)\). Let \( s \) be the index such that \( \sigma_{2q}(s) = (a_1, \|a_1\|) \). Note that since a split occurred in \( S_j \) we have that \( u_{2j-1} < X(S_j) \) and \( u_{2j} < X(S_j) \). We divide into two cases:

- **Case 1:** \( a_1 \neq a_2 \).
  In this case, the coefficient of \( \chi_{a_1} \) in \( f \) is
  \[
  \hat{f}(a_1) = \frac{u_{2j-1}}{2^{k_1}}.
  \]
  Since \( u_{2j-1} < X(S_j) \), we get that \( h_{2j-1} = 0 \).

- **Case 2:** \( a_1 = a_2 \).
  First note that \( k_2 = k_1 + 1 \) in this case. Also, the coefficient of \( \chi_{a_1} \) in \( f \) is
  \[
  \hat{f}(a_1) = \frac{u_{2j-1}}{2^{k_1}} + \frac{u_{2j}}{2^{k_2}} + \cdots + \frac{u_s}{2^{\|a_1\|}}.
  \]
  Suppose on the contrary that neither \( h_{2j-1} = 0 \) nor \( h_{2j} = 0 \). This means
  \[
  \hat{f}(a_1) = \frac{u_{2j-1}}{2^{k_1}} + \frac{u_{2j}}{2^{k_2}} + \cdots + \frac{u_s}{2^{\|a_1\|}} > \frac{X(S_j)}{2^{k_1}} + \frac{X(S_j)}{2^{k_2}} = 3X(S_j) = 2^{k_2}.
  \]
  Note that \( u_{2j-1} + u_{2j} = X(S_j) \). That is, \( \hat{f}(a_1) \) is strictly less than \( \frac{3X(S_j)}{2^{k_2}} \). Contradiction.

We now show how subroutine **Fix_Output** presented below uses the lemmas above to find the splits and how it changes \( h \) as if no split had occurred. Assume, for the sake of simplicity, that \( 2q = \ell 2^{\ell - 1} \) for some integer \( \ell \) (in the previous section we showed how to create a search matrix for the case in which the number of columns is not of the form \( \ell 2^{\ell - 1} \)). For \( a \in \{-1, 1\}^\ell \), let \( B_a \) denote the set of all indices \( j \) such that \( \sigma_{2q}(j) = (a, k) \) for some \( k \). Also let \( H_0 \) denote the set of all indices \( j \) for which \( h_j = 0 \). Given a set \( S \subseteq [n] \) we denote by \( 1_S \) the (0,1)-vector of size \( n \) where the \( i \)th entry equals one if and only if \( i \in S \). For an integer \( j \), denote \( \overline{j} = j - 1 \) if \( j \) is even and \( \overline{j} = j + 1 \), otherwise. Let
Subroutine \textbf{Fix\textunderscore Output}

1. Set $z \leftarrow z_1$, $i \leftarrow 1$.

2. While $(Q_u(1_{H_0 \cap B_z}) = 0$ and $i \neq 2^\ell + 1)$ do $i \leftarrow i + 1$, $z \leftarrow z_i$.

3. If $i = 2^\ell + 1$, then halt.

4. Using a binary search, find the minimal index $j \in H_0 \cap B_z$ for which $u_j \neq 0$.

5. Ask a query to find $u_j$ (that is, $Q_u(1_{\{j\}})$).
   Update $h_j = X(S_{\lceil j/2 \rceil}) - u_j$ and $h_j = u_j$.

6. Use the algorithm \textbf{Reconstruct\textunderscore Vector} with the new values $h_1, \ldots, h_{\max(j,\bar{j})}$ and reconstruct $h$ starting from entry $\max(j,\bar{j}) + 1$.

7. Update $H_0$ using the new $h$ and goto 2.

Figure 3.2: Subroutine - Fix\textunderscore Output
\[ z_1 = 1^\ell, \ z_2 = 1^{\ell-1} \cdot -1, \ldots, \ z_{2^\ell} = -1^\ell \] (these are the vectors we used to label the rows of the search matrix, see Subsection 3.3.1). The subroutine performs the following steps:

The idea of the subroutine is the following: For each \( B_z \) where \( z \in \{z_1, \ldots, z_{2^\ell-1}\} \), the subroutine searches for errors caused by a split (note that \( B_{z_1}, B_{z_2}, \ldots, B_{z_{2^\ell-1}} \) are disjoint and that \( B_{z_1} \cup B_{z_2} \cup \cdots \cup B_{z_{2^\ell-1}} = [2^\ell] \)). Lemma 16 implies that if \( Q_u(1_{H_0 \cap B_z}) = 0 \) then the algorithm has reconstructed the entries that correspond to the indices \( B_z \) correctly (note that the order of searching for errors is important, we must first search for errors in \( B_{z_1} \) then in \( B_{z_2} \), etc.). On the other hand, if \( Q_u(1_{H_0 \cap B_z}) \neq 0 \), then there is an index \( j \in B_z \cap H_0 \) such that \( u_j \neq 0 \). Let \( j \in B_z \cap H_0 \) be the minimal index for which \( u_j \neq 0 \), Lemma 15 and Lemma 16 imply that a split have occurred in \( S_{\lceil j/2 \rceil} \). Line 5 corrects the two entries in \( h \) that were effected by this split. In line 6, \texttt{Reconstruct Vector} retraces its steps and cancel errors in following entries that were possibly caused by the erroneous values of \( h_j \) and \( h_{\lceil j/2 \rceil} \). Now, after reconstructing with the correct \( h_j \) and \( h_{\lceil j/2 \rceil} \) (again by Lemma 15 and Lemma 16) the next error is guaranteed to occur in the entries that correspond to the next split.

After running \texttt{Fix Output} and finding \( X(S_{i,j}) \) for all \( i \in [q] \) and \( j \in [2] \), the algorithm throws out all sets \( S_{i,j} \) such that \( X(S_{i,j}) = 0 \) and advances to iteration \( \tau + 1 \).

As for the complexity analysis, the algorithm runs \( \log n \) iterations. At each iteration \( \tau \), let \( \beta_\tau \) denote the number of splits in this iterations. Let \( q_\tau \) denote the number of sets at the beginning of the iteration. At each iteration, the algorithm uses search matrices. The complexity of this phase is \( O(2q_\tau / \log 2q_\tau) \). Next, the algorithm corrects \( h \). In line 2 of \texttt{Fix Output}, the algorithm asks at most \( O(2q_\tau / \log 2q_\tau) + \beta_\tau \) queries. Line 4 asks at most \( O(\beta_\tau \log \log 2q_\tau) \) queries and line 5 asks \( \beta_\tau \) queries. It is easy to see that the algorithm do not need to ask queries in line 6. Therefore, using the fact that \( q_\tau \leq m \) for every \( \tau \in [\log n] \), the total query complexity is

\[ \sum_{\tau=1}^{\log n} O \left( \frac{m}{\log m} \right) + O(\beta_\tau \log \log m). \]

Since \( \sum_{\tau=1}^{\log n} \beta_\tau = m \), we get the result.
Chapter 4

Reconstructing Hidden Graphs

In this chapter we present all results for the problem of reconstructing a hidden graph using additive queries. We present lower bounds, upper bounds and polynomial time algorithms for the problem.

We start by presenting an algebraic view of the problem.

4.1 Algebraic View of the Problem

Let $G = (V, E, w)$ be a undirected weighted graph where $V = \{v_1, v_2, \ldots, v_n\}$, $E \subseteq V \times V$ and $w : E \rightarrow \mathbb{R}^+$. Let $A_G = (a_{ij}) \in \mathbb{R}^{n \times n}$ be its adjacency matrix, that is, $a_{ij}$ equals $w((i, j))$ if $(i, j) \in E$ and equals zero otherwise. Given a set of vertices $V' \subseteq V$ define the vector $a$ where $a_i$ equals "1" if $v_i \in V'$ and "0" otherwise. Then, we have

$$Q(V') = \frac{a^T A_G a}{2}.$$ 

Since $A_G$ is symmetric, Grebinski and Kucherov, [29, 27], show that one can turn our oracle to the assignment $f_A(x, y) = x^T A y$ in 5 queries. Let $z = x \ast y = (x_i y_i) \in \{0, 1\}^n$ and $x_1 = x - z$, $y_1 = y - z$. Since $A_G$ is symmetric, we have

$$x^T A_G y = \frac{x^T A_G x}{2} + \frac{y^T A_G y}{2} + \frac{(x_1 + y_1)^T A_G (x_1 + y_1)}{2} - x_1^T A_G x_1 - y_1^T A_G y_1.$$ 

Thus, the problem of reconstructing a graph $G$ using additive queries is equivalent to reconstructing its adjacency matrix $A_G$ using queries of the form

$$f(x, y) = x^T A_G y,$$
where $x, y \in \{0, 1\}^n$.

### 4.2 Lower Bounds

In this section we present the lower bounds for the problem with various settings.

We start with reconstructing unweighted graphs.

**Lemma 17.** Any algorithm (adaptive or non-adaptive) must ask at least

$$
\Omega \left( \frac{m \log \frac{n^2}{m}}{\log m} \right)
$$

queries in order to reconstruct an unweighted graph with $n$ vertices and at most $m$ edges.

**Proof.** For every query, we have $m + 1$ possible answers (which are: 0, 1, \ldots, $m$). We also have $\sum_{i=0}^{m} \binom{n}{i}$ possible hidden graphs. Therefore, using a simple information theoretic argument, we must ask at least

$$
\log \frac{\sum_{i=0}^{m} \binom{n}{i}}{\log(m + 1)} = \Omega \left( \frac{m \log \frac{n^2}{m}}{\log m} \right),
$$

queries. \hfill \square

Next, we have weighted graphs.

**Lemma 18.** Any algorithm (adaptive or non-adaptive) must ask at least

$$
\Omega \left( \frac{m \log n}{\log m} \right)
$$

queries in order to reconstruct a weighted graph (with real number weights) with $n$ vertices and at most $m$ edges.

**Proof.** First, we argue that the algorithm must ask at least $m$ queries. This is because the algorithm must be able to reconstruct the weights of $m$ independent edges. Also, From Lemma 17, the algorithm must ask at least $\frac{\log \sum_{i=0}^{m} \binom{n}{i}}{\log(m + 1)}$ queries. Therefore, the algorithm must ask at least

$$
\max \left( \frac{\log \sum_{i=0}^{m} \binom{n}{i}}{\log(m + 1)}, m \right) = \Omega \left( \frac{m \log \frac{n^2}{m}}{\log m} + m \right) = \Omega \left( \frac{m \log n}{\log m} \right),
$$

queries. \hfill \square
4.3 Upper Bounds

In this section we prove Theorem 5. That is, we prove the existence of an $m$-independent column (over $\mathbb{Z}_p$) $t \times n$ $(0,1)$-matrix that its rows are tensor product of two $(0,1)$-vectors in $\{0,1\}^{\sqrt{n}}$ and

$$t = O\left(m + \frac{m \log \frac{n}{m}}{\log \min(m, p)}\right).$$

We also show how this result implies the existence of an optimal non-constructive algorithm for the problem of reconstructing weighted graphs using additive queries.

We start with the following theorem.

**Theorem 15.** Let $p < n^\gamma$ be a prime number for some constant $\gamma > 1$. There exists a set $S = \{(x_1, y_1), (x_2, y_2), \ldots, (x_k, y_k)\}$, where $x_i, y_i \in \{0,1\}^n$ and

$$k = O\left(m + \frac{m \log \frac{n^2}{m}}{\log \min(m, p)}\right),$$

such that for any matrix $A \in \mathbb{Z}_p^{n \times n} \setminus \{0^{n \times n}\}$ with $wt(A) \leq m$, there exists an $i$ such that $x_i^T Ay_i \neq 0$.

**Proof.** First notice that when $m$ is constant then

$$O\left(m + \frac{m \log \frac{n^2}{m}}{\log \min(m, p)}\right) = O\left(m \log \frac{n^2}{m}\right),$$

and the result follows immediately from Lemma 1. Therefore, we may assume that $m = \omega(1)$. Note also that we may assume that $m < n^2/2$. Otherwise, we can just take all the $n^2$ pairs $(e_i, e_j)$, where $\{e_i\}_{i \in [n]}$ is the standard basis.

We divide the set of matrices,

$$\mathcal{A} = \{A \mid A \in \mathbb{Z}_p^{n \times n} \setminus \{0^{n \times n}\} \text{ and } wt(A) \leq m\},$$

into three (non-disjoint) sets:

- $\mathcal{A}_1$: The set of all non-zero matrices $A \in \mathbb{Z}_p^{n \times n}$ such that $wt(A) \leq m/\log m$.
- $\mathcal{A}_2$: The set of all non-zero matrices $A \in \mathbb{Z}_p^{n \times n}$ such that $m \geq wt(A) > m/\log m$ and there are at least $\sqrt{\frac{m}{\log m}}$ non-zero rows.
• $A_3$: The set of all non-zero matrices $A \in \mathbb{Z}_p^{n \times n}$ such that $m \geq wt(A) > m / \log m$ and there are at least $\sqrt{\frac{m}{\log m}}$ non-zero columns.

Note that for any matrix $A$ of weight $wt(A) > d = m / \log m$, either $A$ has more than $\sqrt{d}$ non-zero rows or it has more than $\sqrt{d}$ non-zero columns. Therefore,

$$A = A_1 \cup A_2 \cup A_3.$$  

Using the probabilistic method, we give three sets $S_1, S_2$ and $S_3$ of vector pairs, such that for every $j = 1, 2, 3$ and $A \in A_j$ there exists a pair of vectors $(x, y) \in S_j$ such that $x^T Ay \neq p$ and

$$|S_1| + |S_2| + |S_3| = O \left( m + \frac{m \log \frac{n^2}{m}}{\log \min(m, p)} \right).$$

**Case 1**: $A \in A_1$. This case follows immediately from Lemma 1. Randomly choose $O(m \log n / \log m)$ vector pairs $(x_i, y_i)$. The probability that there exists a matrix $A \in A_1$ such that for all $i$ we have $x_i^T Ay_i = 0$ is

$$\Pr \left[ \exists A \in A_1, \forall i : x_i^T Ay_i = 0 \right] \leq |A_1| \left( \frac{3}{4} \right)^{O(m \log n / \log m)}.$$

Using the fact that $|A_1| < n^{O(m / \log m)}$, we get that this probability is less than 1. This implies the result.

**Case 2**: $A \in A_2$. We start by proving the following two lemmas.

**Lemma 19.** Let $U \subset \mathbb{Z}_p^m$ be the set of all non-zero vectors with weight smaller than $m^{3/4}$. For any constant $C > (1 + \gamma)16 / \log e$ and

$$k_2 = C \left( m + \frac{m \log \frac{n^2}{m}}{\log \min(m, p)} \right) > C \left( m + \frac{m \log \frac{n^2}{m}}{\log m} \right) = C \left( \frac{m \log n^2}{\log m} \right), \quad (4.1)$$

there exists a multiset of $(0,1)$-vectors $Y = \{y_1, y_2, \ldots, y_{k_2}\}$ such that for every $u \in U$ the size of the multiset $Y_u = \{i \mid u^T y_i \neq p, 0\}$ is at least $k_2/4$. 48
Proof. By Lemma 1 for a randomly chosen vector $y \in \{0, 1\}^n$ and any $u \in U$ we have $\Pr[u^T y = p] \leq 1/2$. Therefore, if we randomly uniformly choose the vectors of $Y$, then the expected size of $Y_u$ is greater than $k_2/2$ for any $u \in U$. Using Chernoff bound we have that $\Pr[|Y_u| < k_2/4] \leq e^{-k_2^2/4}$. Therefore, the probability that there exists $u \in U$ such that $|Y_u| < k_2/4$ is

$$
\Pr[\exists u \in U : |Y_u| < k_2/4] \leq \frac{|U|}{e^{C\log\frac{n^2}{\log m}}} \\
\leq \frac{\sum_{i=0}^{m^{3/4}} \binom{n}{i}(p-1)^i}{n^{\frac{C\log\frac{n^2}{\log m}}{\log m}}} \\
\leq \frac{n^{m^{3/4}}}{n^{\frac{C\log\frac{n^2}{\log m}}{\log m}}} \\
\leq n^{1+\gamma}(m^{3/4}-2\frac{m}{\log m}) \\
< 1.
$$

This implies the result. \qed

Note that the constant $C$ will be determined later in the proof. Now for the next lemma, define for non-negative integer $r$, $\iota(r) = \min(r, p)$ if $r > 0$ and $\iota(0) = 1$.

Lemma 20. Let $m_1, m_2, \ldots, m_{k_2}$ be integers in $[m] \cup \{0\}$ such that $m_1 + m_2 + \cdots + m_{k_2} = \ell \geq k_2$. Then $\prod_{i=0}^{k_2} \iota(m_i) \geq \min(m, p)^{\lfloor (\ell-k_2)/(m-1) \rfloor}$.

Proof. We first proof that when $1 < m_1 \leq m_2 < m$ then

$$
\iota(m_1 - 1)\iota(m_2 + 1) \leq \iota(m_1)\iota(m_2). \quad (4.2)
$$

We have four cases: When $p \leq m_1 - 1$ then (4.2) gives $p^2 \leq p^2$. When $p = m_1$ then (4.2) gives $(p - 1)p \leq p^2$. When $m_1 < p \leq m_2$ then (4.2) gives $(m_1 - 1)p \leq m_1p$. When $p \geq m_2 + 1$ then (4.2) gives $(m_1 - 1)(m_2 + 1) < m_1m_2$. In all cases the inequality is true.

Also when $m_1 = 0$ and $1 < m_2 < m$ then $\iota(m_1 + 1)\iota(m_2 - 1) = \min(m_2, p) = \iota(m_1)\iota(m_2)$. Therefore the minimal value of $\iota(m_1)\iota(m_2)\cdots\iota(m_{k_2})$ is obtained when for every $0 < i < j \leq k_2$ we either have $m_i \in \{1, m\}$ or $m_j \in \{1, m\}$. This is equivalent to: all $m_i \in \{1, m\}$ except at most one. This implies that at least $[(\ell - k_2)/(m-1)]$ of the $m_i$s are equal to $m$. \qed
Now let $U$ be the set of vectors defined in Lemma 19. Let $A \in A_2$. Since $\text{wt}(A) \leq m$ there are at most $m^{1/4}$ rows in $A$ with weight greater than $m^{3/4}$. Therefore, there are at least $q = \sqrt{m/\log m} - m^{1/4}$ rows in $A$ that are in $U$ (recall that $m = \omega(1)$, thus, $q = \omega(1)$). Let $A_U$ be a matrix with $q \times n$ rows that are any $q$ rows in $A$ that are in $U$. Let $Y = \{y_1, y_2, \ldots, y_{k_2}\}$ be the set we proved its existence in Lemma 19 (see (4.1)). Note that $\sum_i \text{wt}(A_U y_i) \geq \frac{qk_2}{4}$. Since $\text{wt}(A_U y_i) \leq q$ for all $i \in [k_2]$, by Lemma 20 we have

$$
\prod_i \text{wt}(A_U y_i) \geq (\text{min}(q, p))^{\frac{qk_2}{4} - k_2} \\
\geq (\text{min}(q, p))^c_1k_2 \\
\geq (\text{min}(m, p))^c_2k_2,
$$

where $c_1$ and $c_2$ are constants. If we randomly choose $x_1, x_2, \ldots, x_{k_2}$ then by Lemma 2, we have

$$
\text{Pr}[\forall i \in [k_2] : x_i^T A y_i = 0] \leq \prod_i \frac{1}{\text{min}((\text{wt}(A y_i))^{\beta}, p^{1/2})} \\
\leq \prod_i \frac{1}{\text{wt}(A y_i)^{\beta}} \\
\leq \prod_i \frac{1}{\text{wt}(A_U y_i)^{\beta}} \\
= \left( \prod_i \frac{1}{\text{wt}(A_U y_i)} \right)^{\beta} \\
\leq \frac{1}{(\text{min}(m, p))^{3c_2k_2}} \\
= (\text{min}(m, p))^{-c_3k_2},
$$

where $c_3$ is a constant. Therefore, the probability that there exists a matrix $A \in A_2$ such
that for all $x_i, y_i$ we have $x_i^TAy_i = p, 0$ is

$$\Pr[\exists A \in \mathcal{A}_2, \forall i \in [k_2] : x_i^T Ay_i = p, 0]$$

$$\leq \frac{|\mathcal{A}_2|}{(\min(m, p))^{c_3k_2}}$$

$$\leq \frac{(n^2)^{p^m}}{(\min(m, p))^{c_3k_2}}$$

$$\leq \frac{(n^2)^{m(\min(m, p))^{c_3k_2}}}{(n^2)^{c_3Cm}}.$$ 

For $p < m$, since $m < n^2/2$, the above is less than 1 for $c_3C > 3$. For $p \geq m$ we get

$$\frac{(n^2)^{m(\min(m, p))^{c_3k_2}}}{(n^2)^{c_3Cm}} = \frac{(n^2)^{m(\min(m, p))^{c_3k_2}}}{n^{2c_3Cm}}$$

$$\leq \frac{n^{(2+2\gamma)m}}{n^{c_3Cm}} < 1,$$

for $C > (2 + 2\gamma)/c_3$. Thus, the result follows.

**Case 3:** $A \in \mathcal{A}_3$. Similar to Case 2. This implies the result. \(\Box\)

Now after proving the above theorem, Theorem 5 follows immediately.

**Theorem 5.** There exists a matrix $M \in \{0, 1\}^{k \times n}$ where

$$k = O \left( m + \frac{m \log \frac{n}{m}}{\log \min (m, p)} \right),$$

every row of $M$ is a tensor product of two vectors $x, y \in \{0, 1\}^{\sqrt{n}}$ and every $m$ columns of $M$ are linearly independent over $\mathbb{Z}_p$.

In particular the same matrix is $(0, 1)$-matrix with $m$-independent columns over any field of characteristic $p$ and over the real field $\mathbb{R}$.

**Proof.** Assume $n$ is a perfect square. Let $S = \{(x_1, y_1), (x_2, y_2), \ldots, (x_k, y_k)\}$ be the set we found in Theorem 15 with vectors in $\{0, 1\}^{\sqrt{n}}$. Define the matrix $M$ where the $i$th row is $x_i \otimes y_i$. We argue that every $m$ columns of $M$ are linearly independent over $\mathbb{Z}_p$, and therefore they are also linearly independent over $\mathbb{R}$. Suppose on the contrary that
there is a set of columns $M_{i_1}, M_{i_2}, \ldots, M_{i_m}$ that are linearly dependent. Then, there are constants $\alpha_1, \ldots, \alpha_m$ that are not all equal to 0 such that
\[
\alpha_1 M_{i_1} + \alpha_2 M_{i_2} + \cdots + \alpha_m M_{i_m} = 0^k.
\]
Define the following matrix $A \in \mathbb{Z}_p^{\sqrt{n} \times \sqrt{n}}$: For every column’s index $i_j$ let the entry $(u, v)$ of the matrix be equal to $\alpha_j$ where $u = \lfloor (i_j - 1)/\sqrt{n} \rfloor + 1$ and $v = (i_j - 1 \mod \sqrt{n}) + 1$. All other entries are zero. It is easy to see that
\[
x_i^T A y_i
\]
equals the $i$th entry of the vector $\alpha_1 M_{i_1} + \alpha_2 M_{i_2} + \cdots + \alpha_m M_{i_m}$. Therefore we get that
\[
x_i^T A y_i = 0,
\]
for all $i \in [k]$. Since $A \neq 0^{\sqrt{n} \times \sqrt{n}}$ and $wt(A) \leq m$ we get a contradiction. \qed

**Corollary 3.** There exists a set $S = \{(x_1, y_1), (x_2, y_2), \ldots, (x_k, y_k)\}$, where $x_i, y_i \in \{0, 1\}^n$ and
\[
k = O \left( \frac{m \log n}{\log m} \right),
\]
such that for any matrix $A \in \mathbb{R}^{n \times n}$, where $wt(A) \leq m$ and $A \neq 0^{n \times n}$, there exists an $i$ such that $x_i^T A y_i \neq 0$.

**Proof.** Choose a prime $m < p < 2m$. We argue that the set $S$ found in Theorem 15 is the desired set. Let $A$ be a matrix, let $A^{(i)}$ denote the $i$th row. Define the $n^2$-vector
\[
A^v = [A^{(1)} | A^{(2)} | \cdots | A^{(n)}].
\]
Then, for any $x, y \in \{0, 1\}^n$ we have
\[
x^T A y = (x \otimes y)^T A^v.
\]
Define the matrix $M$ where the $i$th row is $x_i \otimes y_i$. In the previous corollary we showed that every $m$ columns of $M$ are linearly independent over $\mathbb{R}$. Now, suppose that there exists a matrix $A$ such that $wt(A) \leq m$ and for all $i \in [k]$ we have
\[
x_i^T A y_i = 0.
\]
Since $x^T Ay = (x \otimes y)^T A^v$ and $x_i^T Ay_i = 0$ for all $i \in [k]$ we get that

$$MA^v = 0^k.$$ 

This is a contradiction since $wt(A^v) = wt(A) \leq m$ and every $m$ columns of $M$ are linearly independent.

We now prove

**Corollary 4.** There exists a non-adaptive algorithm that uses

$$k = O \left(\frac{m \log n}{\log m}\right)$$

additive queries and reconstruct any weighted hidden graph with at most $m$ edges.

**Proof.** From Corollary 3 it follows that there exists a set

$$S = \{(x_1, y_1), (x_2, y_2), \ldots, (x_k, y_k)\},$$

where $x_i, y_i \in \{0, 1\}^n$ and

$$k = O \left(\frac{m \log n}{\log m}\right)$$

where for any matrix $A \in \mathbb{R}^{n \times n}$ such that $wt(A) \leq 4m$ and $A \neq 0^{n \times n}$, there exists an $i$ such that $x_i^T Ay_i \neq 0$. Now we use $(x_i, y_i)$ to find $z_i = x_i^T A_G y_i$. We claim that the answers $(z_i)_i$ uniquely determines $A_G$. Otherwise, there are two weighted graphs $G \neq G'$ with at most $m$ edges such that for all $i$, $x_i^T A_G y_i = x_i^T A_{G'} y_i$. This implies that for every $i$, $x_i^T (A_G - A_{G'}) y_i = 0$. Since $1 \leq wt(A_G - A_{G'}) \leq 4m$, we get a contradiction. 

4.4 Polynomial Time Algorithms

In this section we present two polynomial time algorithms for reconstructing a hidden graph using additive queries. More precisely, we prove Theorem 3 and Theorem 6. The two algorithms we present share common structure. They search for non-zero entries in the adjacency matrix using the divide and conquer approach and repeatedly use vector reconstructing algorithms to minimize the query complexity.

We start with reconstructing a hidden graph with integer weights.
4.4.1 Integer Weights

In this subsection, we present the first algorithm. That is, we prove Theorem 3.

We start by presenting a non-adaptive algorithm for reconstructing a matrix given an upper bound on the value of every entry of the matrix.

**Theorem 16.** Let $A = (a_{ij}) \in \mathbb{N}_0^{n \times n}$ be a hidden matrix. Let $B = (b_{ij}) \in \mathbb{N}_0^{n \times n}$ be any matrix such that, $a_{ij} \leq b_{ij}$ for every $i, j \in [n]$. Let $m = \psi(B)$, that is, $m$ equals the sum of entries in $B$. Then, there exists a polynomial time non-adaptive algorithm that given $B$ it can reconstruct $A$ using

$$O \left( \min \left\{ \frac{m \log \frac{m}{\text{wt}(B)}}{\log \text{wt}(B)}, \text{wt}(B) \right\} \right)$$

queries of the form $f_A(x, y) = x^T A y$, where $x, y \in \{0, 1\}^n$.

Before proving Theorem 16 we give some definitions and prove useful lemmas. The algorithm we will present is iterative. At each iteration, it chooses a large set of unknown entries and determine their values. The matrix $A$ is partly reconstructed at each iteration, that is, some of its entries are known to the algorithm, others are unknown.

At a given iteration, let $M = (m_{ij}) \in (\mathbb{N}_0 \cup \{\ast\})^{n \times n}$ be a matrix that holds the known entries of $A$. That is, $m_{ij} = a_{ij}$ for all entries $a_{ij}$ that are known, and $m_{ij} = \ast$ for all entries $a_{ij}$ that are still unknown. For such matrix $M$, we say that $M$ is a partial copy of $A$. Define $\Gamma(m_{ij})$ to be “1” if $m_{ij} = \ast$ and “0” otherwise. Notice that for any entry $m_{ij}$ such that $b_{ij} = 0$ we have that $a_{ij} = m_{ij} = 0$ and therefore $\Gamma(m_{ij}) = 0$. We extend the definition of $\Gamma$ in the following way: if $x$ is a row, a column or a matrix then $\Gamma(x)$ equals the number of entries in $x$ that are equal to “\ast”.

Now, Let $(i_1, j_1)$ and $(i_2, j_2)$ where $i_1, i_2, j_1, j_2 \in [n]$ be two indices. We say that these indices are “independent” in $M$ if $i_1 \neq i_2, j_1 \neq j_2, \Gamma(m_{i_1j_1}) = 1, \Gamma(m_{i_2j_2}) = 1, \Gamma(m_{i_1j_2}) = 0$ and $\Gamma(m_{i_2j_1}) = 0$. A set of indices $S$ is called “independent set of indices” in $M$ if for every pair of indices $u, v \in S, u$ and $v$ are independent in $M$.

We now give useful lemmas showing how to reconstruct various sets of unknown entries.
Lemma 21. There exists an algorithm that reconstruct the $i$th row of $A$, $A^{(i)}$, (and therefore the $i$th column, since $A$ is symmetric) using $k$ queries where

$$k(\log k - 4) \leq 2\text{wt}(B^{(i)}) \log \left( \frac{\psi(B^{(i)})}{\text{wt}(B^{(i)})} + 1 \right).$$

Proof. We can query the $i$th row $A^{(i)}$ by asking $e_i^T A y$. Thus, using Lemma 14 the result follows. \qed

Next we have,

Lemma 22. Let $M$ be a partial copy of $A$. Let $S = \{(i_1, j_1), (i_2, j_2), \ldots, (i_{|S|}, j_{|S|})\}$ be an independent set of indices in $M$ and let $b = \sum_{(i,j) \in S} b_{ij}$. Then, entries $a_{i_1 j_1}, a_{i_2 j_2}, \ldots, a_{i_{|S|} j_{|S|}}$ can be reconstructed using $k$ queries where

$$k(\log k - 4) \leq 2|S| \log \left( \frac{b}{|S|} + 1 \right).$$

Proof. Let $C = (c_{ij}) \in \mathbb{N}_0^{n \times n}$ be a matrix. Let

$$c_{ij} = (1 - \Gamma(m_{ij}))a_{ij}.$$

In other words, $c_{ij}$ equals $a_{ij}$ if $a_{ij}$ is known and equals zero otherwise. The matrix $C$ can be reconstructed without asking queries. Now, let us look at the matrix

$$D = A - C.$$

The matrix $D$ has the following properties:

1. For every $r \in [|S|]$ we have $d_{i_r j_r} = a_{i_r j_r}$.

2. For every $(i, j)$ such that $i = i_r$, $j = j_r$ where $r, t \in [|S|]$ and $r \neq t$, we have $d_{ij} = 0$.

3. For any two vectors $x, y \in \{0, 1\}^n$ we have $x^T D y = x^T A y - x^T C y$.

Next, let $N = (a_{i_1 j_1}, a_{i_2 j_2}, \ldots, a_{i_{|S|} j_{|S|}})$ be a vector. We now show how to query the vector $N$, that is, simulate $g(z) = z^T N$ where $z \in \{0, 1\}^{|S|}$ using queries of the form $f(x, y) = x^T A y$ where $x, y \in \{0, 1\}^n$. 
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Let \( z \in \{0, 1\}^{||S||} \) be a vector. Define \( X(z) \in \{0, 1\}^n \) to be “1” in every entry \( i_r \) such that \( z_r = 1 \) and zero otherwise (here \( r \in [||S||] \)). Also, let \( Y(z) \in \{0, 1\}^n \) be “1” in each entry \( j_r \) such that \( z_r = 1 \) and zero otherwise. From property (1) and (2) we have that 

\[
z^T N = X(z)^T D Y(z).
\]

Therefore, by property (3) we get 

\[
z^T N = X(z)^T A Y(z) - X(z)^T C Y(z).
\]

Since \( C \) can be reconstructed without asking queries, we can simulate \( g(z) \) using \( f(x, y) \).

By Lemma 14 the result follows. \( \square \)

Finally, we have

**Lemma 23.** Let \( \alpha < 1/3 \) be any constant and let \( M \) be a partial copy of \( A \). If \( \Gamma(M) \geq \text{wt}(B)^{3\alpha} \) and for all \( i \in [n] \), \( \Gamma(M^{(i)}) < \text{wt}(B)^{\alpha} \) and \( \Gamma(M_i) < \text{wt}(B)^{\alpha} \), then, there exists an independent set of indices in \( M \) of size at least \( \text{wt}(B)^{\alpha}/2 \).

**Proof.** Choose any index \((i, j)\) such that \( m_{ij} = *\). Now, for every index \((i, \ell_1)\) such that \( \Gamma(m_{i\ell_1}) = 1 \) remove the column \( \ell_1 \) from the matrix. Also, for every index \((\ell_2, j)\) such that \( \Gamma(m_{\ell_2 j}) = 1 \) remove the row \( \ell_2 \) from the matrix. Since every row or column has at most \( \text{wt}(B)^{\alpha} \) unknown entries, then we have removed at most \( 2\text{wt}(B)^{2\alpha} - 2\text{wt}(B)^{\alpha} + 1 \) unknown entries. Note that the index \((i, j)\) is independent with the remaining \( \Gamma(M) - 2\text{wt}(B)^{2\alpha} + 2\text{wt}(B)^{\alpha} - 1 \) indices that contains unknown entries.

The above can be repeated 

\[
\frac{\Gamma(M)}{2\text{wt}(B)^{2\alpha} - 2\text{wt}(B)^{\alpha} + 1} \geq \frac{\text{wt}(B)^{3\alpha}}{2\text{wt}(B)^{2\alpha}}
\]

times. Thus, by repeating the above we are able to find a set of \( (\text{wt}(B)^{\alpha})/2 \) independent indices in \( M \). \( \square \)

Now, after proving the above lemmas we present our algorithm.

**The algorithm.** The algorithm, presented in Figure 4.1, first checks whether

\[
\text{wt}(B) \leq \frac{\text{wt}(B) \log \frac{\psi(B)}{\text{wt}(B)}}{\log \text{wt}(B)}.
\]

(4.3)
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In case (4.3) is true, the algorithm asks a query to determine the value of every entry $a_{ij}$ such that $b_{ij} > 0$ (the value $a_{ij}$ equals $e_i^T A e_j$). Otherwise, the algorithm works in iterations. At each iteration, the goal is to find a sufficiently large set (that is, of size $\Omega(wt(B)^\alpha)$, for some constant $0 < \alpha < 1/3$) of unknown entries, and to determine their values using the known vector reconstructing algorithm. The algorithm first reconstruct all rows with at least $wt(B)^\alpha$ unknown entries (see Lemma 25). Then, at each iteration, it finds a large set of independent indices and determine the value of the entries in those indices (Lemma 22 and Lemma 23). The algorithm continues iterating until at most $wt(B)^{3\alpha}$ unknown entries are left in $A$. Then, it asks a query for each unknown entry.

This algorithm is non-adaptive. This is because the choice of a later query does not depend on an earlier query’s answer. In each iteration $i$ the algorithm chooses a set of entries $S_i$ to reconstruct. The choice of this set depends on which entries are known and which are unknown; However, we do not rely on the values of the known entries. That is, the sets $S_1, S_2, \ldots, S_t$ can be determined before any query is asked. Thus, the set of queries the algorithm asks can be determined before receiving any answers. After receiving all answers, the construction of the entries must be sequential. That is, we need to know all the values of entries in $S_1, \ldots, S_{i-1}$ to reconstruct $S_i$.

**Complexity Analysis.** We now prove Theorem 16.

**Proof.** At every iteration the algorithm finds a set of entries of size $\Omega(wt(B)^\alpha)$ and determines their values. Let $S_i$ be the set of entries the algorithm reconstructed at iteration $i$. Note that $S_i \cap S_j = \emptyset$ for all $i, j \in [t]$ where $i \neq j$ and $t$ equals the number of iterations. Let $b_i = \sum_{(u,v) \in S_i} b_{uv}$ and $s_i = |S_i|$. By Lemma 14 the number of queries used for reconstructing the $i$th set, denoted by $k_i$, satisfies

$$k_i(\log k_i - 4) \leq 2s_i \log \left( \frac{b_i}{s_i} + 1 \right).$$

Thus,

$$\sum_i k_i(\log k_i - 4) \leq \sum_i 2s_i \log \left( \frac{b_i}{s_i} + 1 \right).$$
Algorithm **Matrix Reconstruct** \( B \in \mathbb{N}^{n \times n}_0 \)

1. Define \( M = (m_{ij}) \in (\mathbb{N}_0 \cup \{\ast\})^{n \times n} \).
2. For every \( i, j \in [n] \) do
3. \( m_{ij} \leftarrow 0 \).
4. if \( b_{ij} > 0 \) then \( m_{ij} \leftarrow \ast \).
5. End For.

6. if \( wt(B) \leq \frac{wt(B) \log \psi(B)}{\log wt(B)} \) then
8. End if.

9. While( \( \Gamma(M) > wt(B)^{3\alpha} \) )
10. if exists \( i \) such that \( \Gamma(M^{(i)}) > wt(B)^{\alpha} \) then
11. reconstruct \( M^{(i)} \).
12. update \( M_i \) (since \( A \) is symmetric).
14. End if.
15. Find an independent set of indices \( S \) in \( M \) such that \( |S| > wt(B)^{\alpha}/2 \).
16. Determine the values of the entries in \( S \).
17. End While.

18. For every \( (i, j) \) such that \( \Gamma(m_{ij}) = 1 \) do
19. Ask \( f(e_i, e_j) \).
20. End For.

Algorithm: **Matrix Reconstruct**

Description: A reconstruction algorithm for a matrix \( A \).

Complexity: \( O \left( \min \left\{ \frac{wt(B) \log \psi(B)}{\log wt(B)}, wt(B) \right\} \right) \)

Figure 4.1: Algorithm for reconstructing a matrix given upper bounds on the entries
Let $S = s_1 + s_2 + \cdots + s_t$. We have
\[
\sum_i 2s_i \log \left( \frac{b_i}{s_i} + 1 \right) = 2 \log \prod_i \left( \frac{b_i}{s_i} + 1 \right)^{s_i} \\
\leq 2 \log \left( \frac{m}{S} + 1 \right)^S \\
= 2S \log \left( \frac{m}{S} + 1 \right) \\
\leq 2wt(B) \log \left( \frac{m}{wt(B)} + 1 \right). 
\] (4.4)

In (4.4) we use Lemma 3. The inequality (4.5) follows from the fact that the function $f(x) = x \log \left( \frac{m}{x} + 1 \right)$ is monotone non-decreasing for $x \in [1, m]$ and the fact that $S \leq wt(B) \leq m$.

On the other hand, denote by $K = k_1 + k_2 + \cdots + k_t$. We have
\[
\sum_i k_i (\log k_i - 4) = \sum_i k_i (\log k_i) - 4K \\
= \log \prod_i (k_i)^{k_i} - 4K \\
\geq K \log \frac{K}{t} - 4K. 
\] (4.6)

In (4.6) we use Lemma 4. Therefore, the total number of queries $K$ for reconstructing the sets satisfies
\[
K \log \frac{K}{t} - 4K \leq 2wt(B) \log \left( \frac{m}{wt(B)} + 1 \right).
\]

Since for all $i$ we have $s_i = \Omega(wt(B)\alpha)$, we conclude that the number of sets is
\[
t = O(wt(B)^{1-\alpha}).
\]

Thus,
\[
K = O \left( \frac{w(B) \log \left( \frac{m}{wt(B)} + 1 \right)}{\log wt(B)} \right).
\]

For more details see [10]. To conclude the total number of queries asked is at most
\[
O \left( \frac{w(B) \log \left( \frac{m}{wt(B)} + 1 \right)}{\log wt(B)} \right) + wt(B)^{3\alpha}.
\]

Since $\alpha < 1/3$ the result follows. $\square$
After proving Theorem 16 we are now ready to prove our main theorem, Theorem 3. In the previous algorithm we showed how to reconstruct a matrix given an upper bound on every entry of the matrix. Now, we show how to reconstruct the matrix without having those upper bounds.

**Theorem 3.** Let \( A = (a_{ij}) \in \mathbb{N}_0^{n \times n} \) be a hidden matrix such that the sum of the entries of \( A \) is equal to \( m \). Then, there exists a polynomial time algorithm that can reconstruct \( A \) using 

\[
O\left( \frac{m \log \frac{n^2}{m}}{\log m} \right)
\]

queries of the form \( f_A(x, y) = x^T A y \), where \( x, y \in \{0, 1\}^n \). This algorithm asks its queries in \( \log n \) non-adaptive rounds.

**Proof.** First, assume without loss of generality that \( \log n \) is an integer. Define the following matrices \( A^{\{0\}}, A^{\{1\}}, \ldots, A^{\{\log n\}} \) where \( A^{\{i\}} \in \mathbb{N}_0^{2^i \times 2^i} \). Denote by \( a^{\{i\}}_{rj} \) the \((r, j)\)th entry of \( A^{\{i\}} \). Let

\[
a^{\{i\}}_{rj} = \psi(A[h^{\{i\}}_1(r), h^{\{i\}}_2(r) | h^{\{i\}}_1(j), h^{\{i\}}_2(j)])
\]

where \( h^{\{i\}}_1(z) = (z - 1)n/2^i + 1 \) and \( h^{\{i\}}_2(z) = zn/2^i \) for \( z \in \mathbb{Z} \). In other words, if we divide \( A \) into \( 2^{2i} \) blocks \( A_{rj} \) of size \( \frac{n}{2^i} \times \frac{n}{2^i} \), that is,

\[
A = \begin{pmatrix}
A_{1,1} & A_{1,2} & \cdots & A_{1,2^i} \\
A_{2,1} & A_{2,2} & \cdots & A_{2,2^i} \\
\vdots & \vdots & \ddots & \vdots \\
A_{2^{i-1},1} & A_{2^i,2} & \cdots & A_{2^i,2^i}
\end{pmatrix}
\]

then, \( a^{\{i\}}_{rj} = \psi(A_{rj}) \) (recall that \( \psi(x) \) equals the sum of entries in \( x \)). Note that, \( A^{\{0\}} \) has one entry that is equal to \( m \). Also note that \( A^{\{\log n\}} = A \).

**Lemma 24.** We can simulate queries for the matrices \( A^{\{i\}} \) using queries for the matrix \( A \).

**Proof.** Simply note that \( x^T A^{\{i\}} y = (x')^T Ay' \) where

\[
x' = (x_0)^{\frac{n}{2^i}} \cdot (x_1)^{\frac{n}{2^i}} \cdots (x_{2^i})^{\frac{n}{2^i}} \quad \text{and} \quad y' = (y_0)^{\frac{n}{2^i}} \cdot (y_1)^{\frac{n}{2^i}} \cdots (y_{2^i})^{\frac{n}{2^i}},
\]

and \( \cdot \) denote concatenation. \( \square \)
We now present our main algorithm. Our algorithm is iterative. At iteration $i$ the algorithm knows $A^{(i-1)}$ and the goal is to reconstruct the matrix $A^{(i)}$.

Note that
\[ a_{rj}^{(i-1)} = \sum_{d=2r-1}^{2r} \sum_{\ell=2j-1}^{2j} a_{d\ell}^{(i)} . \]

Thus, every entry $a_{rj}^{(i)}$ is bounded by
\[ a_{rj}^{(i-1)} \left\lceil \frac{r}{2} \right\rceil \left\lceil \frac{j}{2} \right\rceil . \]

Define $B^{(i)} = (b_{rj}^{(i)}) \in \mathbb{N}_0^{2r \times 2j}$ where
\[ b_{rj}^{(i)} = a_{rj}^{(i-1)} \left\lceil \frac{r}{2} \right\rceil \left\lceil \frac{j}{2} \right\rceil . \]

Then, we have that $a_{rj}^{(i)} \leq b_{rj}^{(i)}$ and $\psi(B^{(i)}) = 4 \psi(A^{(i-1)}) = 4m$. Thus, using Lemma 24 and Theorem 16, we are able to reconstruct $A^{(i)}$.

Now, since $A^{(i \log n)}$ is equal to $A$, then after $\log n$ iteration the algorithm has successfully reconstructed the hidden matrix.

**Complexity Analysis** We now present a the proof of Theorem 3. Define
\[ b_i = wt(B^{(i)}) \]

Also define
\[ K(i) = \min \left\{ \frac{b_i \left( \log \frac{4m}{b_i} + 1 \right)}{\log b_i}, b_i \right\} . \]

By Theorem 16, our total complexity is
\[ O \left( \sum_{i=1}^{\log n} K(i) \right) . \]

We will divide this sum to three parts $i \leq \frac{1}{4} \log m$, $\frac{1}{4} \log m < i \leq \frac{1}{2} \log m$ and $\frac{1}{2} \log m < i \leq \log n$ and estimate each part separately.

The first part
\[ \frac{1}{4} \log m \sum_{i=1}^{\frac{1}{4} \log m} K(i) \leq \frac{1}{4} \log m \sum_{i=1}^{\frac{1}{4} \log m} wt(B^{(i)}) \leq \frac{1}{4} \log m \sum_{i=1}^{\frac{1}{4} \log m} 4^i = O \left( \sqrt{m} \right) . \]

For the second part, we note that if $b_i \leq \sqrt{m}$ then $K(i) \leq b_i \leq \sqrt{m}$. Otherwise, $b_i > \sqrt{m}$ and then $K(i) \leq \frac{b_i \log \left( \frac{4m}{b_i} + 1 \right)}{\log b_i} \leq \frac{b_i \log \left( \frac{4m}{b_i} + 1 \right)}{\log \sqrt{m}}$. Therefore,
\[ K(i) < \frac{b_i \log \left( \frac{4m}{b_i} + 1 \right)}{\log \sqrt{m}} + \sqrt{m} . \]
Now we have
\[
\sum_{i=\frac{1}{2}\log m+1}^{\frac{1}{2}\log m} K(i) \leq \sum_{i=\frac{1}{2}\log m+1}^{\frac{1}{2}\log m} \left( b_i \log \left( \frac{4m}{b_i} + 1 \right) \right) \leq \frac{1}{4}\sqrt{m} \log m + \sum_{i=\frac{1}{2}\log m+1}^{\frac{1}{2}\log m} \frac{b_i \log (4m/b_i + 1)}{\log \sqrt{m}} \leq \frac{1}{4}\sqrt{m} \log m + \sum_{i=\frac{1}{2}\log m+1}^{\frac{1}{2}\log m} \frac{4^i \log (4m + 1)}{\log \sqrt{m}} \leq \frac{1}{4}\sqrt{m} \log m + \sum_{i=\frac{1}{2}\log m+1}^{\frac{1}{2}\log m} \frac{4^i \log (8m - \log 4^i)}{\log \sqrt{m}} = \frac{1}{4}\sqrt{m} \log m + \sum_{i=\frac{1}{2}\log m+1}^{\frac{1}{2}\log m} \frac{4^i \log (8m - \log 4^i)}{\log \sqrt{m}} = \frac{1}{4}\sqrt{m} \log m + \sum_{i=\frac{1}{2}\log m+1}^{\frac{1}{2}\log m} \frac{4^i \log (8m - \log 4^i)}{\log \sqrt{m}} = O \left( \frac{m}{\log m} \right).
\]

Inequality (4.7) follows from the fact that the function \( f(x) = x \log \left( \frac{4m}{x} + 1 \right) \) is a monotone non-decreasing function for \( x \in [1, 4m] \) and the fact that \( b_i \leq 4^i \leq m \).

Finally, the last part, that is, \( 1/2 \log m < i \leq \log n \), we have two cases: if \( b_i < \sqrt{m} \) then, \( K(i) \leq b_i \leq \sqrt{m} \), otherwise, we have \( b_i \geq \sqrt{m} \), and then
\[
K(i) \leq \frac{b_i \log \left( \frac{4m}{b_i} + 1 \right)}{\log b_i} \leq \frac{b_i \log \frac{8m}{b_i}}{\log \sqrt{m}} \leq \frac{b_i \frac{8m}{b_i}}{\log \sqrt{m}} = \frac{16m}{\log m}.
\]

In both cases we have
\[
K(i) = O \left( \frac{m}{\log m} \right).
\]

Thus,
\[
\sum_{i=\frac{1}{2}\log m+1}^{\log n} K(i) = O \left( \frac{m \log \frac{n}{\sqrt{m}}}{\log m} \right) = O \left( \frac{m \log \frac{n^2}{m}}{\log m} \right).
\]

By adding all three part together, the result immediately follows. \( \Box \)
4.4.2 Real Numbers Weights

In this subsection, we present the second algorithm. We show the following,

Theorem 17. There is a polynomial time algorithm for reconstructing a hidden matrix $A \in (\mathbb{R}_0^+)^{n \times n}$ with at most $m$ non-zero entries that uses

$$O \left( \frac{m \log n}{\log m} + m \log \log m \right)$$

queries of the form $f_A(x, y) = x^T Ay$.

Proof. Assume for simplicity that $\log n$ is an integer. Again, the algorithm is iterative. It searches for non-zero entries using the divide and conquer approach. At iteration $\tau$, the matrix $A$ is partitioned into non-overlapping equal size submatrices $S_{i,j}$, where $i, j \in [2^\tau]$. That is,

$$A = \begin{pmatrix}
S_{1,1} & S_{1,2} & \cdots & S_{1,2^\tau} \\
S_{2,1} & S_{2,2} & \cdots & S_{2,2^\tau} \\
\vdots & \vdots & \ddots & \vdots \\
S_{2^\tau,1} & S_{2^\tau,2} & \cdots & S_{2^\tau,2^\tau}
\end{pmatrix}.$$ 

The algorithm knows the sum of entries in each submatrix $S_{i,j}$, denoted by $\psi(S_{i,j})$. The algorithm partition each submatrix $S_{i,j}$ into four equal sizes submatrices, $S_{i,j,1}, \ldots, S_{i,j,4}$.

The algorithm’s goal is to find the sum of entries for all new submatrices $S_{i,j,k}$, for all $i, j \in [2^\tau]$ and $k \in [4]$. That is, the algorithm reconstruct the hidden matrix

$$U = \begin{pmatrix}
\psi(S_{1,1,1}) & \psi(S_{1,1,2}) & \psi(S_{1,2,1}) & \psi(S_{1,2,2}) & \cdots & \psi(S_{1,2^\tau,1}) & \psi(S_{1,2^\tau,2}) \\
\psi(S_{1,1,3}) & \psi(S_{1,1,4}) & \psi(S_{1,2,3}) & \psi(S_{1,2,4}) & \cdots & \psi(S_{1,2^\tau,3}) & \psi(S_{1,2^\tau,4}) \\
\psi(S_{2,1,1}) & \psi(S_{2,1,2}) & \psi(S_{2,2,1}) & \psi(S_{2,2,2}) & \cdots & \psi(S_{2,2^\tau,1}) & \psi(S_{2,2^\tau,2}) \\
\psi(S_{2,1,3}) & \psi(S_{2,1,4}) & \psi(S_{2,2,3}) & \psi(S_{2,2,4}) & \cdots & \psi(S_{2,2^\tau,3}) & \psi(S_{2,2^\tau,4}) \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\psi(S_{2^\tau,1,1}) & \psi(S_{2^\tau,1,2}) & \psi(S_{2^\tau,2,1}) & \psi(S_{2^\tau,2,2}) & \cdots & \psi(S_{2^\tau,2^\tau,1}) & \psi(S_{2^\tau,2^\tau,2}) \\
\psi(S_{2^\tau,1,3}) & \psi(S_{2^\tau,1,4}) & \psi(S_{2^\tau,2,3}) & \psi(S_{2^\tau,2,4}) & \cdots & \psi(S_{2^\tau,2^\tau,3}) & \psi(S_{2^\tau,2^\tau,4})
\end{pmatrix}.$$ 

Again, Lemma 24, shows how one can simulate an oracle for the matrix $U$. Now, instead of reconstructing each entry using an upper bound as in the integer case, the algorithm
applies algorithm **Reconstruct Vector** with the assumption that \(\psi(S_{i,j,k}) \in \{0, \psi(S_{i,j})\}\) for all \(i, j \in [2^\tau]\) and \(k \in [4]\); and then run **Fix Output** repeatedly to reconstruct the hidden entries \(\psi(S_{i,j,k})\).

Formally speaking, define a split in \(S_{i,j}\) as the case in which we have that \(\psi(S_{i,j,k}) \neq 0\) for more than one \(k \in [4]\). We call entries in \(U\) that correspond to \(S_{i,j,k}\) in which \(\psi(S_{i,j,k}) \notin \{0, \psi(S_{i,j})\}\) violating entries. Also define independent set of entries and \(\Gamma\) as defined in the previous subsection. The following three lemmas formally show how to find and reconstruct the set of entries in the hidden matrix \(U\).

**Lemma 25.** Any row \(U_s\) of the matrix \(U\) can be constructed using

\[
O\left(\frac{\Gamma(U_s)}{\log \Gamma(U_s)} + \beta \log \log \Gamma(U_s)\right)
\]

queries of the form \(f(x, y) = x^T U y\), where \(\beta\) is the number violating entries in \(U_s\).

**Proof.** Note that, for any \(x, y \in 2^{\tau+1}\), we have \(x^T U_s = e_s U x\). That is, one can simulate queries to \(U_s\) of the form \(Q(x) = x^T U_s\). Now, using algorithm **Reconstruct Vector** with the assumption that \(\psi(S_{i,j,k}) \in \{0, \psi(S_{i,j})\}\) for all \(i, j \in [2^\tau]\) and \(k \in [4]\); and then running **Fix Output** gives the result. \(\square\)

**Lemma 26.** Any row \(U^{(s)}\) of the matrix \(U\) can be constructed using

\[
O\left(\frac{\Gamma(U^{(s)})}{\log \Gamma(U^{(s)})} + \beta \log \log \Gamma(U^{(s)})\right)
\]

queries of the form \(f(x, y) = x^T U y\), where \(\beta\) is the number of violating entries in \(U^{(s)}\).

**Proof.** Note that, for any \(x, y \in 2^{\tau+1}\), we have \(x^T U^{(s)} = x^T U e_s\). Therefore, as in Lemma 25, the result follows. \(\square\)

**Lemma 27.** Let \(S = \{u_{i_1,j_1}, u_{i_2,j_2}, \ldots, u_{i_{|S|},j_{|S|}}\}\) be a set of independent entries. Then, these entries can be reconstructed using

\[
O\left(\frac{|S|}{\log |S|} + \beta \log \log |S|\right)
\]

queries of the form \(f(x, y) = x^T U y\), where \(\beta\) is the number violating entries in \(S\).
Proof. Let $v$ be the following hidden vector $\left(u_{i_1,j_1}, u_{i_2,j_2}, \ldots, u_{i_{|S|},j_{|S|}}\right)$. We now show how to simulate an oracle to $v$ of the form $Q(x) = x^Tv$. Let $C$ be a matrix where $c_{i_s,j_t} = u_{i_s,j_t}$ for all $s, t \in [|S|]$ such that $s \neq t$, and all other entries are equal to zero. Since $S$ is an independent set, all entries of $C$ are known to the algorithm (that is, $C$ is reconstructed without asking queries). Now, for any $x \in \{0,1\}^{|S|}$, let $X(x)$ be the $n$-vectors, where the $i$th entry equals

$$X(x)_i = \begin{cases} 1 & i = i_s \text{ for } s \in [|S|] \text{ and } x_s = 1 \\ 0 & \text{otherwise} \end{cases}$$

That is, $X(x)$ equals “1” in every entry $i_s$ such that $s \in [|S|]$ and $x_s = 1$; and equals zero otherwise. Similarly, define $Y(x)$ to be “1” in every entry $j_s$ for which $s \in [|S|]$ and $x_s = 1$ and zero otherwise. Now, note that

$$x^Tv = X(x)^TUy(x) - X(x)^TCY(x).$$

Therefore, one can simulate queries to $v$. Now, as before, using algorithm **Reconstruct_Vector** for reconstructing $v$ with the assumption that $X(S_{i,j,k}) \in \{0, X(S_{i,j})\}$ for all $i, j \in [2^\tau]$ and $k \in [4]$; and then running **Fix_Output** gives the result.

The subroutine presented below is similar to the algorithm **Reconstruct_Matrix**. It uses all the above lemmas to reconstruct the hidden matrix $U$. It preforms the following steps,

1. while $(\Gamma(U) > m^{0.9})$
2. if there is a row/column, $U_s/U^{(s)}$, with more than $m^{0.3}$ unknown entries, then reconstruct it and goto 1.
3. find independent set of size at least $m^{0.3}/2$ and reconstruct it.
4. end of while.
5. Ask a query $f(\epsilon_s, \epsilon_t)$ to determine every remaining unknown entry $u_{s,t}$.

After running subroutine and finding all entries in $U$, the algorithm advances to iteration $\tau + 1$. 65
As for the complexity analysis, the algorithm runs log \( n \) iterations. At each iteration \( \tau \), let \( \beta_\tau \) denote the number of splits in this iteration. The subroutine above asks at most
\[
O \left( \frac{m}{\log m^{0.3}} + m^{0.9} + \beta_\tau \log \log m \right) = O \left( \frac{m}{\log m} + \beta_\tau \log \log m \right).
\]
Therefore, the total query complexity is
\[
\sum_{\tau=1}^{\log n} O \left( \frac{m}{\log m} \right) + O(\beta_\tau \log \log m).
\]
Since \( \sum_{\tau=1}^{\log n} \beta_\tau = m \), we get the result. \qed
Chapter 5

Reconstructing Hidden Hypergraphs

In this section, we present all the results for reconstructing constant rank weighted hypergraphs using queries. We start by introducing $d$-dimensional matrices (Tensors) as we use them to represent the hypergraphs.

5.1 $d$-Dimensional Matrices

A $d$-dimensional matrix $A$ of size $n_1 \times \cdots \times n_d$ over a field $\mathbb{F}$ is a map $A : \prod_{i=1}^{d} [n_i] \to \mathbb{F}$. We denote by $\mathbb{F}^{n_1 \times \cdots \times n_d}$ the set of all $d$-dimensional matrices $A$ of size $n_1 \times \cdots \times n_d$. We write $A_{i_1, \ldots, i_d}$ for $A(i_1, \ldots, i_d)$.

The zero map is denoted by $0^{n_1 \times \cdots \times n_d}$. The matrix $B = (A_{i_1, i_2, \ldots, i_d})_{i_1 \in I_1, i_2 \in I_2, \ldots, i_d \in I_d}$ where $I_j \subseteq [n_j]$, is the $|I_1| \times \cdots \times |I_d|$ matrix where $B_{j_1, \ldots, j_d} = A_{i_1, \ldots, i_d}$ and $\ell_i$ is the $j_i$th smallest number in $I_i$. When $I_j = [n_j]$ we just write $j$ and when $I_j = \{\ell\}$ we just write $j = \ell$. For example, $(A_{i_1, i_2, \ldots, i_d})_{i_1, i_2 = \ell, i_3 \in I_2, \ldots, i_d \in I_d} = (A_{i_1, i_2, \ldots, i_d})_{i_1 \in [n_1], i_2 \in \{\ell\}, i_3 \in I_2, \ldots, i_d \in I_d}$.

When $n_1 = n_2 = \cdots = n_d = n$ then we denote $\mathbb{F}^{n_1 \times \cdots \times n_d}$ by $\mathbb{F}^{\times n}$ and $0^{n_1 \times \cdots \times n_d}$ by $0^{n \times n}$.

We say that the entry $A_{i_1, i_2, \ldots, i_d}$ is of dimension $r$ if $|\{i_1, \ldots, i_d\}| = r$. For $d$-dimensional matrix $A$ we denote by $wt(A)$ the number of points in $\prod_{i=1}^{d} [n_i]$ that are mapped to non-zero elements in $\mathbb{F}$. We denote by $wt_r(A)$ the number of points in $\prod_{i=1}^{d} [n_i]$ of dimension $r$ that are mapped to non-zero elements in $\mathbb{F}$. Therefore, $wt(A) = wt_1(A) + wt_2(A) + \cdots + wt_d(A)$. We denote by $\mathcal{A}_{d,m}$ the set of $d$-dimensional matrices $A \in \mathbb{F}^{\times n}$ where $wt_d(A) \leq m$. 
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and $A^*_{d,m}$ the set of $d$-dimensional matrices $A \in \mathbb{F}^{x \times n}$ where $1 \leq wt_d(A) \leq m$.

For $d$-dimensional matrix $A$ of size $n_1 \times \cdots \times n_d$ and $x_i \in \mathbb{F}^{n_i}$ we define

$$A(x_1, \ldots, x_d) = \sum_{i_1=1}^{n_1} \cdots \sum_{i_d=1}^{n_d} A_{i_1,i_2,\ldots,i_d} x_{i_1} \cdots x_{i_d}.$$ 

The vector $v = A(x_1, x_2, \ldots, x_d)$ is $n_1$-dimensional vector that its $i$th entry is

$$\sum_{i_2=1}^{n_2} \cdots \sum_{i_d=1}^{n_d} A_{i,i_2,\ldots,i_d} x_{i_2} \cdots x_{i_d}.$$ 

For a set of $d$-dimensional matrices $\mathcal{B}$, a set $S \subseteq (\{0, 1\}^n)^d$ is called a zero test set for $\mathcal{B}$ if for every $A \in \mathcal{B}$, $A \neq 0$, there is $x \in S$ such that $A(x) \neq 0$.

A $d$-dimensional matrix is called symmetric if for every $i = (i_1, \ldots, i_d) \in [n]^d$ and any permutation $\phi$ on $[d]$, we have $A_i = A_{\phi i}$, where $\phi i = (i_{\phi(1)}, \ldots, i_{\phi(d)})$. Notice that for a symmetric $d$-dimensional matrix $A \in \mathbb{F}^{x \times n}$, $x_i \in \{0, 1\}^n$ and any permutation $\phi$ on $[d]$, we have $A(x_1, \ldots, x_d) = A(x_{\phi(1)}, \ldots, x_{\phi(d)})$.

We will be interested mainly in the fields $\mathbb{F} = \mathbb{R}$, the field of real numbers, and $\mathbb{F} = \mathbb{Z}_p$, the field of integers modulo $p$, and in matrices of constant $d = O(1)$ dimension. Also $p > d!$. Although it seems that we are restricting the parameters, the final result has no restriction on the parameters except for $d = O(1)$. We will also abuse the notations $\mathbb{Z}_p$ and $=p$ and allow $p = \infty$ (so in this thesis $\infty$ is also prime number). In that case $\mathbb{Z}_\infty = \mathbb{R}$ and $=\infty$ is equality in the filed of real numbers.

### 5.2 Hypergraphs

A hypergraph $G$ is a pair $G = (V, E)$ where $V = [n]$ is a set of elements, called nodes or vertices, and $E$ is a set of non-empty subsets of $2^V$ called hyperedges or edges. The rank $r(G)$ of a hypergraph $G$ is the maximum cardinality of any of the edges in the hypergraph.

A hypergraph is called $d$-uniform if all of its edges are of size $d$.

A weighted hypergraph $G = (V, E, w)$ over $\mathbb{Z}_p$ is a hypergraph $(V, E)$ with a weight function $w : E \rightarrow \mathbb{Z}_p$. For two weighted hypergraph $G_1 = (V, E_1, w_1)$ and $G_2 = (V, E_2, w_2)$ we define the weighted hypergraph $G_1 - G_2 = (V, E, w)$ where $E = \{ e \in E_1 \cup E_2 \mid w_1(e) \neq w_2(e) \}$.
and for every $e \in E$, $w(e) = w_1(e) - w_2(e)$. Obviously, $G_1 = G_2$ if and only if $G_1 - G_2$ is an independent set, i.e., $E = \emptyset$.

We denote by $\mathcal{G}_d$ the set of all weighted hypergraphs over $\mathbb{Z}_p$ of rank at most $d$, $\mathcal{G}_{d,m}$ the set of all weighted hypergraphs over $\mathbb{Z}_p$ of rank at most $d$ and at most $m$ edges and $\mathcal{G}_{d,m}^*$ the set of all weighted hypergraphs over $\mathbb{Z}_p$ of rank $d$ and at most $m$ edges.

Let $w^* : 2^V \to \mathbb{Z}_p$ be $w$ extended to all possible edges where for $e \in E$, $w^*(e) = w(e)$ and for $e \notin E$, $w^*(e) = 0$.

An adjacency $d$-dimensional matrix of a weighted hypergraph $G$ is a $d$-dimensional matrix $A^G_d$ where $d \geq r(G)$ such that for every set $e = \{i_1, i_2, \ldots, i_\ell\}$ of size at most $d$ we have $A^G_{d(j_1, \ldots, j_\ell)} = p^{-1} w^*(e)/N(d, \ell)$ for all $j_1, \ldots, j_\ell$ such that $\{j_1, j_2, \ldots, j_\ell\} = \{i_1, \ldots, i_\ell\}$ where

$$N(d, \ell) = \sum_{i=0}^{\ell} (-1)^i \binom{\ell}{i} (\ell - i)^d.$$ 

That is, $N(d, \ell)$ is the number of possible sequences $(j_1, \ldots, j_\ell)$ such that $\{j_1, \ldots, j_\ell\} = \{i_1, \ldots, i_\ell\}$. Note that $N(d, \ell) \leq \ell! < p$ and therefore $N(d, \ell) \neq_p 0$ and $A^G_d$ is well defined.

It is easy to see that the adjacency matrix of a weighted hypergraph is a symmetric matrix and $r(G) = r$ if and only if the adjacency matrix of $G$ has an non-zero entry of dimension $r$ and all entries of dimension greater than $r$ are zero.

### 5.3 Additive Model

Recall that in the Additive Model the goal is to exactly learn a hidden hypergraph with minimal number of additive queries. Given a set of vertices $S \subseteq V$, an additive query, $Q_G(S)$, returns the sum of weights in the subgraph induces by $S$. That is, $Q_G(S) = p \sum_{e \in E_{\gamma \cap S}} w(e)$. Our goal is to exactly reconstruct the set of edges and find their weights using additive queries. See the many applications of this problem in [9, 21, 22].

We say that the set $S = \{S_1, S_2, \ldots, S_k\} \subseteq 2^V$ is a detecting set for $\mathcal{G}_{d,m}$ if for any hypergraph $G \in \mathcal{G}_{d,m}$ there is $S_i$ such that $Q_G(S_i) \neq 0$. We say that the set $S = \{S_1, S_2, \ldots, S_k\} \subseteq 2^V$ is a search set for $\mathcal{G}_{d,m}$ if for any two distinct hypergraphs $G_1, G_2 \in \mathcal{G}_{d,m}$ there is $S_i$ such that $Q_{G_1}(S_i) \neq Q_{G_2}(S_i)$. That is, given $(Q_G(S_i))_i$, one can uniquely determines $G$. We now prove the following,
Lemma 28. If \( S = \{S_1, S_2, \ldots, S_k\} \subseteq 2^V \) is a detecting set for \( G_{d,2m} \) then it is a search set for \( G_{d,m} \).

Proof. Let \( G_1, G_2 \in G_{d,m} \) be two distinct weighted hypergraphs. Let \( G = G_1 - G_2 \). Since \( G \in G_{d,2m} \) there must be \( S_i \in S \) such that \( Q_G(S_i) \neq 0 \). Since \( Q_G(S_i) = Q_{G_1}(S_i) - Q_{G_2}(S_i) \) we have \( Q_{G_1}(S_i) \neq Q_{G_2}(S_i) \). □

5.4 Algebraic View of the Model

It is easy to show that for any hypergraph \( G \) of rank \( r \) the adjacency \( d \)-dimensional matrix of \( G \), \( A^G_d \), for \( d \geq r \), is symmetric, contains a nonzero entry of dimension \( r \) and

\[
Q_G(S) = p A^G_d(x^S, x^S, \ldots, x^S) = B^G_d(x^S).
\]

Recall that for \( S \subseteq [\|V\|], x^S \in \{0,1\}^{\|V\|} \) is a vector where \( x^S_i = 1 \) if and only if \( i \in S \).

For a symmetric \( d \)-dimensional matrix \( A \) let \( B(x) = p A(x, x, \ldots, x) \) where \( x \in \{0,1\}^n \). When \( x_1, \ldots, x_d \in \{0,1\}^n \) are pairwise disjoint the following lemma shows that \( A(x_1, \ldots, x_d) \) can be found by \( 2^d \) values of \( B \).

Lemma 29. If \( x_1, \ldots, x_d \in \{0,1\}^n \) are pairwise disjoint then

\[
A(x_1, \ldots, x_d) = p \frac{1}{d!} \sum_{I \in 2^{[d]}} (-1)^{d-|I|} B \left( \sum_{i \in I} x_i \right).
\]

Proof. Since

\[
A(x_1 + x'_1, x_2, \ldots, x_d) = p A(x_1, x_2, \ldots, x_d) + A(x'_1, x_2, \ldots, x_d)
\]

and

\[
A(x_1, x_2, \ldots, x_d) = p A(x_{\phi(1)}, x_{\phi(2)}, \ldots, x_{\phi(d)})
\]

for any permutation \( \phi \) on \([d]\), the result is analogous to the fact that

\[
y_1 y_2 \cdots y_d = p \frac{1}{d!} \sum_{I \in 2^{[d]}} (-1)^{d-|I|} \left( \sum_{i \in I} y_i \right)^d, \tag{5.1}
\]
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for formal variables $y_1, \ldots, y_d$. Now notice that

$$(\sum_{i \in I} y_i)^d = \sum_{q_1 + \cdots + q_d = d} \chi \{ \{ i \} \neq 0 \} \subseteq I \left( q_1 \ q_2 \ \cdots \ q_d \right) y_i^{q_i} \cdots y_d^{q_d},$$

where $\chi[L] = 1$ if the statement $L$ is true and 0 otherwise. Therefore, the coefficient of $y_1^{q_1} \cdots y_d^{q_d}$ in the right hand side of (5.1) is

$$\sum_{l \in 2^d} (-1)^{d-|l|} \chi \{ \{ i \} \neq 0 \} \subseteq I \left( q_1 \ q_2 \ \cdots \ q_d \right)$$

$$= p \left( q_1 \ q_2 \ \cdots \ q_d \right) \sum_{l \in 2^d} (-1)^{d-|l|} \chi \{ \{ i \} \neq 0 \} \subseteq I.$$

Now if $\ell = |\{ i \} \neq 0| < d$ then

$$\sum_{l \in 2^d} (-1)^{d-|l|} \chi \{ \{ i \} \neq 0 \} \subseteq I = p \sum_{\ell} (-1)^{d-\ell} \binom{d-\ell}{\ell} = p \sum_{\ell=0}^{d-\ell} (-1)^{d-\ell-i} \binom{d-\ell}{i} = 0.$$

If $\ell = |\{ i \} \neq 0| = d$ then $q_1 = q_2 = \cdots = q_d = 1$ and

$$\sum_{l \in 2^d} (-1)^{d-|l|} \chi \{ \{ i \} \neq 0 \} \subseteq I = p.1.$$

This implies the result. \[\Box\]

Let $G$ be a hypergraph of rank $d$ and $G^{(i)}$, $i \leq d$, be the sub-hypergraph of $G$ that contains all the edges in $G$ of size $i$ then

Lemma 30. If $x_1, \ldots, x_d \in \{0,1\}^n$ are pairwise disjoint then, we have that $A_d^{G}(x_1, \ldots, x_d) = A_d^{G^{(d)}}(x_1, \ldots, x_d)$. In particular, if $r(G) < d$ then $A_d^{G}(x_1, \ldots, x_d) = 0$.

Proof. Since $x_1, \ldots, x_d \in \{0,1\}^n$ are pairwise disjoint we have

$$A_d^{G}(x_1, \ldots, x_d) = \sum_{i_1=1}^{n_1} \cdots \sum_{i_d=1}^{n_d} \frac{w^{*}(\{i_1, i_2, \ldots, i_d\})}{N(d, |\{i_1, i_2, \ldots, i_d\}|)} x_{i_1} x_{i_2} \cdots x_{i_d}$$

$$= \sum_{|\{i_1, \ldots, i_d\}|=d} \frac{w^{*}(\{i_1, i_2, \ldots, i_d\})}{N(d, d)} x_{i_1} x_{i_2} \cdots x_{i_d}$$

$$= A_d^{G^{(d)}}(x_1, \ldots, x_d).$$

Now when $r(G) < d$ then $G^{(d)}$ is an independent set (has no edges) and $A_d^{G^{(d)}} = 0$. Then $A_d^{G}(x) = A_d^{G^{(d)}}(x) = 0$. \[\Box\]
We now prove Lemma 31. Let \( \Phi_d = \{z_1^{(d)}, \ldots, z_{kd}^{(d)}\} \subseteq (\{0, 1\}^n)^d \) where for every \( i \) the vectors \( z_{i,1}^{(d)}, \ldots, z_{i,d}^{(d)} \) are pairwise disjoint. If \( \Phi_d \) is a zero test set for \( A_\star^{*d,(d)m} \), then

\[
S_{\Phi_d} \Delta = \left\{ S^y_J \mid y_J = \sum_{j \in J} z_{i,j}^{(d)}, \ J \subseteq [d] \right\}
\]

is a detecting set for \( G_\star^{*d,m} \).

Proof. Let \( \Phi_d \) be a zero test set for \( A_\star^{*d,(d)m} \). Let \( G \in G_\star^{*d,m} \). Then \( A_G^d \neq 0 \) and \( A_G^d \in A_\star^{*d,(d)m} \). Therefore, for every \( G \in G_\star^{*d,m} \) there is \( z_i^{(d)} \) such that \( A_G^d(z_i^{(d)}) \neq 0 \). By Lemma 29,

\[
A_G^d(z_i^{(d)}) = p \frac{1}{d!} \sum_{J \subseteq 2^d} (-1)^{d-|J|} B_G^d \left( \sum_{j \in J} z_{i,j}^{(d)} \right) \neq 0,
\]

and therefore for some \( J_0 \subseteq [d] \),

\[
B_G^d \left( \sum_{j \in J_0} z_{i,j}^{(d)} \right) \neq 0,
\]

which implies that \( Q_G(S^y_{J_0}) \neq 0 \) for \( y_{J_0} = \sum_{j \in J_0} z_{i,j}^{(d)} \).

We now show Lemma 32. A detecting set for \( G_{d,m} \) over \( \mathbb{Z}_p \) is a detecting set for \( G_{d,m} \) over \( \mathbb{R} \).

Proof. Consider a detecting set \( S = \{S_1, S_2, \ldots, S_k\} \subseteq 2^V \) for \( G_{d,m} \) over \( \mathbb{Z}_p \). Consider a \( k \times q \) matrix \( M \) where

\[
q = \sum_{i=0}^d \binom{n}{i}
\]

that its columns are labelled with sets in \( 2^{[n]} \) of size at most \( d \) and for every \( S \subseteq [n] \) of size at most \( d \) we have \( M[i,S] = 1 \) if \( S \subseteq S_i \) and 0 otherwise. Consider for every graph \( G \in G_{d,m} \) a \( q \)-vector \( v_G \) that its entries are labelled with subsets of \( [n] \) of size at most \( d \) and \( v_G[S] = w^*(S) \). The labels in \( v_G \) are in the same order as the labels of the columns of \( M \). Then it is easy to see that

\[
M v_G = (Q_G(S_1), \ldots, Q_G(S_k))^T.
\]
Since \( M_{vG} \neq 0 \) for every \( v_G \in \mathbb{Z}_p^q \) of weight at least one and at most \( m \), every \( m \) columns in \( M \) are linearly independent over \( \mathbb{Z}_p \). Since the entries of \( M \) are zeros and ones every \( m \) columns in \( M \) are linearly independent over \( \mathbb{R} \). Therefore,

\[
Mv_G = (Q_G(S_1), \ldots, Q_G(S_k))^T \neq 0,
\]
for every \( v_G \in \mathbb{R}^q \) of weight at least 1 and at most \( m \). 

\[\square\]

5.5 Distributions

In this section we give a distribution that will be used in this chapter.

The uniform disjoint distribution \( \Omega_{d,n}(x) \) over \( (\{0,1\}^n)^d \) is defined as

\[
\Omega_{d,n}(x) = \begin{cases} 
\frac{1}{(d+1)^n} & \text{\( x_1, \ldots, x_d \) is pairwise disjoint.} \\
0 & \text{otherwise.}
\end{cases}
\]

In order to choose a random vector \( x \) according to the uniform disjoint distribution, one can randomly independently uniformly choose \( n \) elements \( w_1, w_2, \ldots, w_n \) where \( w_i \in [d+1] \) and define the following vector \( x = (x_1, x_2, \ldots, x_d) \in (\{0,1\}^n)^d \):

\[
x_{ji} = \begin{cases} 
1 & j = w_i \text{ and } w_i \in [d] \\
0 & \text{otherwise.}
\end{cases}
\]

We call any index \( k \in [n] \) such that \( x_{jk} = 0 \) for all \( j \in [d] \) a free index. Let \( \Gamma_{d,n} \subset (\{0,1\}^n)^d \) be the set of all pairwise disjoint \( d \)-tuple.

5.6 Preliminary Results

In this section we prove,

**Lemma 33.** Let \( A \in \mathbb{F}^{d \times n} \setminus \{0^{d \times n}\} \) be an adjacency \( d \)-dimensional matrix of a hypergraph \( G \) of rank \( d \). Let \( x = (x_1, x_2, \ldots, x_d) \in (\{0,1\}^n)^d \) be a randomly chosen \( d \)-tuple, that is chosen according to the distribution \( \Omega_{d,n} \). Then

\[
\Pr_{x \in \Omega_{d,n}} [A(x) = 0] \leq 1 - \frac{1}{(d+1)^d}.
\]
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Proof. Let \( e = \{i_1, \ldots, i_d\} \) be an edge of size \(|e| = d\) and let \( x'_j = (x_{j,i_1}, \ldots, x_{j,i_d}) \). Consider \( \phi(x'_1, \ldots, x'_d) \) that is equal to \( A(x) \) with some fixed \( x_{j,i} = \xi_{j,i} \in \{0, 1\} \) for \( i \notin e \). Since \( A(x) \) contains the monomial \( M = x_{1,i_1} x_{2,i_2} \cdots x_{d,i_d} \) and no other monomial in \( A(x) \) contains it, \( \phi \) contains monomial \( M \) and therefore \( \phi(x'_1, \ldots, x'_d) \neq 0 \). If we substitute \( x_{j_1,i_1}, x_{j_2,i_2} = 0 \) in \( \phi \) for all \( j_1 \neq j_2 \) we still get a nonzero function \( \phi'(x_{1,i_1}, x_{2,i_2}, \ldots, x_{d,i_d}) \) that contains \( M \). Therefore, there is \( \xi = (\xi_{1i_1}, \xi_{2i_2}, \ldots, \xi_{di_d}) \in \{0, 1\}^d \) such that \( \phi'(\xi) \neq 0 \). The probability that \( (x_{1,i_1}, x_{2,i_2}, \ldots, x_{d,i_d}) = \xi \) and \( x_{j_1,i_1}, x_{j_2,i_2} = 0 \) for all \( j_1 \neq j_2 \) is \((1/d + 1)^d\). This implies the result.

5.7 Reconstructing Hypergraphs

In this section we prove our main theorems, Theorem 7 and Theorem 8. We restate them more formally.

Theorem 7. There is a search set for \( G'_{d,m} \) over \( \mathbb{R} \) of size \( k = O\left(\frac{m \log n}{\log m}\right) \), where \( G'_{d,m} \) denotes the set of all weighted hypergraphs over \( \mathbb{R} \) of rank at most \( d \), at most \( m \) edges and weights that are integers bounded by \( w = \text{poly}(n^d/m) \).

Theorem 8. There is a search set for \( G_{d,m} \) over \( \mathbb{R} \) of size \( k = O\left(\frac{m \log n}{\log m}\right) \).

Proof. We give the proof of Theorem 8. The proof of Theorem 7 is similar.

Let \( m < p < 2m \) be a prime number. Suppose there is a zero test set from \( \Gamma_{d,n} \) for \( A^*_{d,m} \) over \( \mathbb{Z}_p \) of size \( T(n, m, d) \). By Lemma 31, there is a detecting set for \( G^*_{d,m} \) over \( \mathbb{Z}_p \) of size \( 2^d T(n, (d!)m, d) \). Therefore, by Lemma 30, there is a detecting set for \( G_{d,m} \) over \( \mathbb{Z}_p \) of size \( T'(n, m, d) = \sum_{\ell=1}^d 2^\ell T(n, (\ell!)m, \ell) \). By Lemma 32, there is a detecting set for \( G_{d,m} \) over \( \mathbb{R} \) of size \( T'(n, m, d) \). Finally, by Lemma 28, there is a search set for \( G_{d,m} \) over \( \mathbb{R} \) of size \( T'(n, 2m, d) \). Now for constant \( d \), if

\[
T(n, m, d) = O\left(\frac{m \log n}{\log m}\right), \quad (5.2)
\]

then \( T'(n, 2m, d) = O(T(n, m, d)) \). Therefore it is enough to prove the following.
Lemma 34. Let \( p \) be a prime number such that \( m < p < 2m \). There exists a set \( S = \{x_1, x_2, \ldots, x_k\} \subseteq (\{0, 1\}^n)^d \) where \( x_i = (x_{i,1}, \ldots, x_{i,d}) \in \Gamma_{d,n} \) for \( i \in [k] \) and
\[
k = O\left(\frac{m \log n}{\log m}\right),
\]
such that: for every \( d \)-dimensional matrix \( A \in \mathbb{Z}_p^{x_{dn}} \setminus \{0^{x_{dn}}\} \) with \( 1 \leq wt_d(A) \leq m \) there exists an \( i \) such that \( A(x_i) \neq p^0 \).

Proof. Since \( wt_d(A) > 1 \) the matrix \( A \) has at least one nonzero entry of dimension \( d \). We will assume that all the entries of dimension less than \( d \) are zero, that is, \( wt(A) = wt_d(A) \).

This is because, by Lemma 30, the entries of dimension less than \( d \) have no effect when the vectors \( x_i \in \Gamma_{d,n} \).

We divide the set of such matrices \( \mathcal{A} = \{A \mid A \in \mathbb{Z}_p^{x_{dn}} \setminus \{0^{x_{dn}}\} \text{ and } wt(A) \leq m\} \) into \( d+1 \) (non-disjoint) sets:

- \( \mathcal{A}_0 \): The set of all non-zero matrices \( A \in \mathbb{Z}_p^{x_{dn}} \) such that \( wt(A) \leq m/\log m \).
- \( \mathcal{A}_j \) for \( j = 1, \ldots, d \): The set of all non-zero matrices \( A \in \mathbb{Z}_p^{x_{dn}} \) such that \( m \geq wt(A) > m/\log m \) and there are at least
\[
\left(\frac{m}{\log m}\right)^{1/d}
\]
non-zero elements in \( I_j = \{i_j \mid \exists (i_1, i_2, \ldots, i_{j-1}, i_{j+1}, \ldots, i_d) : A_{i_1, i_2, \ldots, i_d} \neq 0\} \).

Note that \( I = \{(i_1, i_2, \ldots, i_d) \mid A_{i_1, i_2, \ldots, i_d} \neq 0\} \subseteq I_1 \times I_2 \times \cdots \times I_d \) and therefore either \( I = wt(A) \leq m/\log m \) or there is \( j \) such that \( |I_j| > (m/\log m)^{1/d} \). Therefore, \( \mathcal{A} = \mathcal{A}_0 \cup \mathcal{A}_1 \cup \cdots \cup \mathcal{A}_d \).

Using the probabilistic method, we give \( d+1 \) sets of pairwise disjoint tuples of vectors \( S_0, S_1, \ldots, S_d \) such that for every \( j \in \{0\} \cup [d] \) and \( A \in \mathcal{A}_j \) there exists a \( d \)-tuple \( x \) in \( S_j \) such that \( A(x) \neq 0 \) and
\[
|S_0| + |S_1| + \cdots + |S_d| = O\left(\frac{m \log n}{\log m}\right).
\]

Case 1: \( A \in \mathcal{A}_0 \): For a random \( d \)-tuple \( x \), chosen according to the distribution \( \Omega_{d,n} \) we have that
\[
\Pr_x[A(x) = p^0] \leq 1 - \frac{1}{(d+1)^d}.
\]
If we randomly choose
\[ k_1 = \frac{cm \log n}{\log m} \]
d-tuples, \( x_1, \ldots, x_{k_1} \), according to the distribution \( \Omega_{d,n} \), then the probability that \( A(x_i) = 0 \) for all \( i \in [k_1] \) is
\[
\Pr[\forall i \in [k_1] : A(x_i) = p, 0] \leq \left( 1 - \frac{1}{(d+1)^d} \right)^{k_1}.
\]
Therefore, by union bound, the probability that there exists a matrix \( A \in \mathcal{A}_0 \) such that \( A(x_i) = 0 \) for all \( i \in [k_1] \) is
\[
\Pr[\exists A \in \mathcal{A}_0, \forall i \in [k_1] : A(x_i) = p, 0] \leq \left( n^{-d/m} m^{m/m} \left( 1 - \frac{1}{(d+1)^d} \right)^{cm \log n/\log m} \right. < n^{-d/m} m^{m/m} n^{c/m \log m} < 1,
\]
for some constant \( c \). This implies the result.

**Case 2:** \( A \in \mathcal{A}_j \) where \( j = 1, \ldots, d \): We will assume w.l.o.g that \( j = 1 \). We first prove the following lemma

**Lemma 35.** Let \( U \subseteq \mathbb{Z}_p^{d-1} \) be the set of all \( d-1 \)-dimensional matrices with weight smaller than \( m^{d/(d+1)} \). For \( A \in U \) let \( \Upsilon(A) \subseteq [n] \) be following set
\[
\Upsilon(A) = \{ j \mid \exists A_{i_1,i_2,\ldots,i_{d-1}} \neq 0 \text{ and } j \notin \{i_1, i_2, \ldots, i_{d-1}\} \}.
\]
Define \( Q = \{ (A,j) \mid A \in U \text{ and } j \in \Upsilon(A) \} \). Then, there is a constant \( c_0 \) such that for every \( C > c_0 \) and
\[
k_2 = C^{m \log n/\log m}
\]
there exists a multi-set of \( d-1 \)-tuples of \((0,1)\)-vectors \( Z = \{ z_1, z_2, \ldots, z_{k_2} \} \subseteq (\{0,1\}^n)^{d-1} \) such that for every \( (A,j) \in Q \) the size of the set
\[
Z_{(A,j)} = \{ i \mid A(z_i) \neq 0 \text{ and } j \text{ is a free index} \}
\]
is at least \( \frac{k_2}{2^{d^n}} \).
Proof. Let \( z_i = (z_{i,1}, z_{i,2}, \ldots, z_{i,d-1}) \in \{0, 1\}^{d-1} \) be random \( d - 1 \)-tuple of \( (0, 1) \)-vector chosen according to the distribution \( \Omega_{d-1,n} \). For \((A, j) \in Q\), and by Lemma 33, we have

\[
\Pr_{z_i \in \Omega_{d-1,n}} [A(z_i) \neq 0 \text{ and } j \text{ is a free}] = \Pr[j \text{ is free}] \Pr[A(z_i) \neq 0| j \text{ is free}] \geq \frac{1}{d} \cdot \frac{1}{d^{d-1}} = \frac{1}{d^d}.
\]

Therefore, the expected size of \( Z_{(A,j)} \) is greater than \( \frac{k_2}{d} \). By Chernoff bound, if we randomly choose all \( z_i, i \in [k_2] \) according to the distribution \( \Omega_{d-1,n} \), then, we have

\[
\Pr \left[ |Z_{(A,j)}| \leq \frac{k_2}{2d^d} \right] \leq e^{-k_2 \frac{d^d}{8d^d}}.
\]

Thus, the probability that there exists \((A, j) \in Q\) such that \( |Z_{(A,j)}| \leq \frac{k_2}{2d^d} \) is

\[
\Pr \left[ \exists (A, j) \in Q : |Z_{(A,j)}| \leq \frac{k_2}{2d^d} \right] \leq \frac{|Q|}{e^{-k_2 \frac{d^d}{8d^d}}} \leq \frac{n(m^{d/(d+1)})^{p \cdot n^{d/(d+1)}}}{Cm \log n} \leq \frac{n^{O(m^{d/(d+1)})}}{C'n \log m} < 1,
\]

for large enough \( C \). This implies the result. \( \square \)

Now, Let \( U \) and \( Q \) be the sets we defined in Lemma 35. Let \( A \in A_1 \). Since \( wt(A) \leq m \) there are at most \( m^{1/(d+1)}d - 1 \)-dimensional matrices \((A_{i_1,i_2,\ldots,i_d})_{i_1=i_2=\ldots=i_d} \) with weight greater than \( m^{d/(d+1)} \). Therefore, there is at least

\[
q = \left( \frac{m}{\log m} \right)^{1/d} - m^{1/(d+1)}
\]

indices \( j \) such that \((A_{i_1,i_2,\ldots,i_d})_{i_1=i_2=\ldots=i_d} \in U \). Let \( U' \) contain any \( q \) indices such that \((A_{i_1,i_2,\ldots,i_d})_{i_1=i_2=\ldots=i_d} \in U \). Let \( A_U \) be the matrix

\[
(A_{i_1,i_2,\ldots,i_d})_{i_1 \in U', i_2=\ldots=i_d}.
\]

Let \( z_1, z_2, \ldots, z_{k_2} \in \{0, 1\}^{d-1} \) be the set we proved its existence in Lemma 35. We now choose \( x_i \in \{0, 1\}^n, i \in [k_2] \) in the following way: Take \( z_i \). For every free index \( j \), choose \( x_{ij} \) to be “1” with probability 1/2 and “0” with probability 1/2 (independently for every \( j \)). All other entries in \( x_i \) are zero, that is, all entries that correspond to non-free index \( j \) in \( z_i \) are zero. Let \( u \in \{0, 1\}^n \) be a vector where \( u_j = 1 \) if \( j \in U' \) and zero
otherwise. Also, for a \(d-1\)-tuple \(z_i\) let \(v_i \in \{0, 1\}^n\) be the vector where \(v_{ij} = 1\) if \(j\) is a free index in \(z_i\) and \(v_{ij} = 0\) otherwise. By Lemma 2 we have that

\[
\Pr_x[A(x, z_i) = p, 0] \leq \prod_i \frac{1}{\iota(wt(v_i * A(\cdot, z_i)))^\beta} \leq \prod_i \frac{1}{\iota(wt(v_i * (u * A(\cdot, z_i))))^\beta}. \tag{5.3}
\]

Here \(\iota\) is the function defined in Lemma 20.

Note that, \(A\) is a hypergraph, thus, for every \(j\) such that \((A_{i_1, i_2, \ldots, i_d})_{i_1 = j, i_2, \ldots, i_d} \in U\), we have that \(((A_{i_1, i_2, \ldots, i_d})_{i_1 = j, i_2, \ldots, i_d}, j) \in Q\). Therefore,

\[
\sum_i wt(v_i * (u * A(\cdot, z_i))) \geq \frac{q k_2}{2d^d}.
\]

Using Lemma 20 we have

\[
\prod_i \iota(wt(v_i * (u * A(\cdot, z_i)))) \geq q^{\frac{q k_2 - k_2}{q - 1}} = m^{c_1 k_2}.
\]

Therefore, using (5.3), \(\Pr_x[A(x, z_i) = p, 0] \leq \frac{1}{m^{c_1 k_2}}\). Thus, the probability that there exists a matrix \(A \in \mathcal{A}_1\) such that for all \(i \in [k_2]\) we have \(A(x, z_i) = 0\) is

\[
\Pr_x[A(x, z_i) = p, 0] \leq \frac{\left|\mathcal{A}_1\right|}{m^{c_1 k_2}} \leq \left(\frac{n^{d}}{m^{d}}\right)^{p^m} \leq \frac{n^{d m} n^m}{m^{c_1 k_2}} < 1,
\]

for large enough constant. This implies Lemma 34.

This completes the proof of Theorem 8.
Chapter 6

Noise

In this chapter, we give results for the coin weighing problem with the presence of noise. In the following sections we assume that \( m = \omega(1) \).

6.1 Non-constructive Algorithm

We start this chapter by proving Theorem 11.

\textbf{Theorem 11.} Let \( p = \omega(1) \) be a prime number and \( \epsilon \leq 0.22 \). There exists a matrix \( M \in \{0, 1\}^{k \times n} \), where
\[
k = O \left( m + \frac{m \log \frac{n}{m}}{\log \min(m, p)} \right),
\]
such that: For every submatrix \( M^* \) formed by selecting arbitrary \( k(1 - \epsilon) \) rows of \( M \), every \( m \) columns in \( M^* \) are linearly independent over \( \mathbb{Z}_p \).

\textbf{Proof.} Take a randomly chosen matrix \( M \in \{0, 1\}^{k \times n} \), where
\[
k = c_1 \left( m + \frac{m \log \frac{n}{m}}{\log \min(m, p)} \right),
\]
and \( c_1 \) is a constant that will be determined later. Look at any matrix \( M^* \) formed by selecting arbitrary \( k^* = (1 - \epsilon)k \) rows of \( M \). We now show that every \( m \) columns in \( M^* \) are linearly independent with probability that is strictly greater than
\[
1 - \frac{1}{\binom{k}{k^*}}.
\]
Once we prove the above statement, by union bound the result immediately follows.

Take any \( t = m/\log^2 m \) columns, \( M^*_1, M^*_2, \ldots, M^*_t \), of \( M^* \). Denote by \( M' \) the matrix
\[
M' = [M^*_1 | M^*_2 | \ldots | M^*_t].
\]
Denote by \( M^{(j)} \) be the first \( j \) rows of \( M' \). Consider the random variable \( X_j \in \{0, 1\} \) where \( X_j = 1 \) if and only if \( r(M^{(j-1)}) = t \) or the \( j \)th row \( M^{(j)} \) increases the rank of \( M^{(j-1)} \), i.e., \( r(M^{(j)}) = r(M^{(j-1)}) + 1 \). Let \( k_1 = c_2 k^* \), where \( c_2 \) is a positive constant that is close to “1”, say 0.9999. By Lemma 10,
\[
\Pr[X_j = 0 | X_1, X_2, \ldots, X_{j-1}] \leq 1/2.
\]
The probability that \( M^{(k_1)} \) is of rank smaller than \( t \) is
\[
\Pr[r(M^{(k_1)}) < t] = \Pr[X_1 + \cdots + X_{k_1} \leq t - 1] = \sum_{\xi_1, \ldots, \xi_{k_1} \leq t - 1} \Pr[X_1 = \xi_1, \ldots, X_{k_1} = \xi_{k_1}] \leq \frac{\sum_{i=0}^{t-1} \binom{k_1}{i}}{2^{k_1-t+1}} \leq t^{2t-1} \binom{k_1}{t} \frac{1}{2k_1} \tag{6.1}
\]
\[
< \frac{t^{2t-1} \binom{k_1}{t}}{2k_1} < \frac{n^{t} 2^{m \log n}}{2k_1} = \frac{1}{2^{(1-o(1))k_1}} \tag{6.2}
\]
Equation (6.1) follows since \( t = o(k_1) \). Let \( A \) denote the event where there exists \( m/\log^2 m \) columns in \( M^{(k_1)} \) that are linearly dependent. Using (6.2) and the union bound, we have
\[
\Pr[A] \leq \frac{\binom{n}{t}}{2^{(1-o(1))k_1}} = \frac{1}{2^{(1-o(1))k_1}}.
\]
Note that for \( \epsilon < 0.22 \) and \( c_2 \) close enough to “1”, we have that
\[
\Pr[A] \leq \frac{\binom{n}{t}}{2^{(1-o(1))k_1}} = \frac{1}{2^{(1-o(1))(1-\epsilon)k}} < \frac{1}{2 \cdot 2^{H(\epsilon)k}} < \frac{1}{2^{k^*_c}}. \tag{6.3}
\]
Where \( H(\epsilon) \) is the binary entropy of \( \epsilon \), that is, \( H(\epsilon) = -\epsilon \log \epsilon - (1 - \epsilon) \log(1 - \epsilon) \).

We now analyze the probability that there exists \( m \) columns in \( M^* \) that are linearly dependent. We denote this event by \( B \).
\[
\Pr[B] = \Pr[B | A] \Pr[A] + \Pr[B | \neg A] (1 - \Pr[A]) \leq \Pr[A] + \Pr[B | \neg A]. \tag{6.4}
\]
Given that every \( m/\log^2 m \) columns in \( M^{[*]} \) are linearly independent, that is, given \( \neg A \), look at any matrix \( M'' \) formed by selecting arbitrary \( m \) columns of \( M^* \). That is, 

\[
M'' = [M''_{j_1}|M''_{j_2}| \ldots |M''_{j_m}].
\]

Denote by \( M''_{j} \) be the first \( j \) rows of \( M''. \) For \( j \in [k^*] \setminus [k_1] \), consider the random variable \( Y_{j} \in \{0,1\} \) that is equal to one if and only if \( r(M''_{j-1}) = m \) or the row \( j \)th row, \( M''_{j} \), increases the rank of \( M''_{j-1} \), that is, \( r(M''_{j}) = r(M''_{j-1}) + 1 \). Let \( q = \min(t^2, p^{1/2}) \), where \( \beta = 0.2789 \) as defined in Lemma 2. Using Lemma 11, the probability that \( M'' \) is of rank smaller than \( m \) given \( \neg A \) is,

\[
\Pr[\neg A] \leq \frac{1}{q^{(1-c_2)(1-o(1))k-m+1}}.
\]

Again, in (6.5) we use Lemma 11. In (6.6) we use that \( m = \omega(1) \) and \( p = \omega(1) \). Therefore, the probability that there exists \( m \) columns in \( M^* \) that are linearly independent given that every \( m/\log^2 m \) columns are linearly independent in \( M^{[*]} \) is

\[
\Pr[B|\neg A] \leq \frac{\binom{n}{m}}{q^{(1-c_2)(1-o(1))k-m+1}}.
\]

Since \( k = c_1 \left( m + \frac{m \log \frac{n}{m} \log \log \min(m,p)}{m \log \min(m,p)} \right) \) and \( \binom{n}{m} \leq 2^{m \log \frac{n}{m}} \), then, for large enough constant \( c_1 \), we have that

\[
\Pr[B|\neg A] \leq \frac{1}{q^{(m+\frac{m \log \frac{n}{m} \log \log \min(m,p)}{m \log \min(m,p) \log \frac{n}{m}}}} < \frac{1}{2^k} < \frac{1}{2^{k^*}}.
\]

Finally, from (6.3), (6.4) and (6.7), we get that the probability that there exists \( m \) columns that are linearly independent in \( M^* \) is

\[
\Pr[B] \leq \Pr[A] + \Pr[B|\neg A] < \frac{1}{2^{k^*}} + \frac{1}{2^{k^*}} = \frac{1}{2^{k^*}}.
\]

Now, using union bound, the main result follows immediately. \( \square \)
Corollary 5. Let \( \epsilon < 0.22 \) be a constant, there exists a non-adaptive algorithm for reconstructing a hidden vector \( v \in \mathbb{R}^n \), \( \text{wt}(v) \leq m \), using

\[
k = O\left(\frac{m \log n}{\log m}\right)
\]

queries. The algorithm reconstruct the hidden vector correctly when the number of errors \( e_1 \) and the number of erasures \( e_2 \) is bounded by \( \frac{\epsilon}{2} k \), that is, \( e_1 + e_2 < \frac{\epsilon}{2} k \).

6.2 Polynomial Time Algorithm

In this section, we show polynomial time algorithms for reconstructing hidden \((0,1)\)-vectors in the presence of noise. We start with a non-adaptive algorithm for reconstructing a hidden \( v \in \{0,1\}^n \).

6.2.1 Fast Algorithm for Reconstructing \((0,1)\)-vectors with Noise

In this subsection, we show a fast algorithm for reconstructing a \((0,1)\) vector using queries. We show the following,

Theorem 9. Let \( v \in \{0,1\}^n \) be a hidden vector. There exists a non-adaptive reconstructing algorithm that runs in time \( O(n^{3/2}) \), tolerates \( c(n/(\epsilon \log n))^{1-\epsilon} \) errors and erasures, for any constant \( c < 1/2 \), and reconstructs \( v \) using

\[
O\left(\frac{n}{\epsilon \log n}\right)
\]

queries.

To prove the above theorem, we start by showing some properties of functions in \( \mathbb{R}^{(-1,1)^n} \).

Lemma 36. Let \( f \in \mathbb{R}^{(-1,1)^n} \). If \( f \) has \( s \) non-zero values, then, there is \( q \in \{-1,1\}^n \) where \( ||q|| \leq \lceil \log s \rceil \) and the fourier coefficient \( \hat{f}(q) \) is non-zero. Recall that \( ||q|| \) denotes the number of ones in \( q \).

Proof. Let

\[
\lambda_1 = f(a_1), \; \lambda_2 = f(a_2), \; \ldots, \; \lambda_s = f(a_s),
\]
be the non-zero values of \( f \). Suppose of the contrary that for all \( q \in \{-1, 1\}^n \), where \( ||q|| \leq \lceil \log s \rceil \), we have \( \hat{f}(q) = 0 \). That is,

\[
\hat{f}(q) = E[f \cdot \chi_q] = \lambda_1 \chi_q(a_1) + \lambda_2 \chi_q(a_2) + \ldots + \lambda_s \chi_q(a_s) = 0. \tag{6.9}
\]

Since we have \( s \) vectors, \( a_1, a_2, \ldots, a_s \), then, there is a vector \( a_\ell \) where \( \ell \in [s] \) that has \( t = \lceil \log s \rceil \) entries \( j_1, j_2, \ldots, j_t \) that uniquely identify it. That is,

\[
(a_{\ell j_1}, a_{\ell j_2}, \ldots, a_{\ell j_t}) \neq (a_{w j_1}, a_{w j_2}, \ldots, a_{w j_t}),
\]

for every \( w \in [s] \) such that \( w \neq \ell \).

Now, let \( h \) be a function in \( \mathbb{R}^{\{-1,1\}^t} \), where

\[
h(b) = \begin{cases} 
1 & b = (a_{\ell j_1}, a_{\ell j_2}, \ldots, a_{\ell j_t}) \\
0 & \text{otherwise}
\end{cases}
\]

For a vector \( a \in \{-1, 1\}^n \), denote by \( a|_{(j_1, j_2, \ldots, j_t)} \), the \( t \) vector where the \( i \)th entry equals \( a_{j_i} \). Denote by \( a^{(j_1, j_2, \ldots, j_t)} \) the size \( n \) vector where the \( i \)th entry equals \( a_i \) if \( i \in \{j_1, j_2, \ldots, j_t\} \) and \(-1\) otherwise. From (6.9), we have that for every \( b \in \{-1, 1\}^n \),

\[
\sum_{i=1}^{s} \lambda_i \chi_b^{(j_1, j_2, \ldots, j_t)}(a_i)
\]

Let \( b_1, b_2, \ldots, b_{2^t} \) be all the vectors in \( \{b^{(j_1, j_2, \ldots, j_t)}|b \in \{-1, 1\}^n\} \). We have that

\[
0 = \sum_{j=1}^{2^t} \hat{h}(b_j|_{(j_1, j_2, \ldots, j_t)}) \sum_{i=1}^{s} \lambda_i \chi_b(a_i)
= \sum_{i=1}^{s} \lambda_i \sum_{j=1}^{2^t} \hat{h}(b_j|_{(j_1, j_2, \ldots, j_t)}) \chi_b(a_i)
= \sum_{i=1}^{s} \lambda_i \hat{h}(a_i|_{(j_1, j_2, \ldots, j_t)})
= \lambda_\ell.
\]

Contradiction, since \( \lambda_\ell \) is a non-zero value.

\[\square\]

**Corollary 6.** Let \( f \in \mathbb{R}^{\{-1,1\}^n} \) be a hidden function. Suppose \( f \) has at most \( s \) non-zero values. The function \( f \) can be uniquely identified given \( \hat{f}(q) \) for all \( q \in \{-1, 1\}^n \) where \( ||q|| \leq \lceil \log s \rceil + 1 \).
Proof. Suppose of the contrary that we have \( f_1, f_2 \in \mathbb{R}^{\{-1,1\}^n} \) where \( f_1 \) and \( f_2 \) have at most \( s \) non-zero values each and \( \hat{f}_1(q) = \hat{f}_2(q) \) for all \( q \in \{-1,1\}^n \) where \( ||q|| \leq \lceil \log s \rceil + 1 \). Define \( f = f_1 - f_2 \). Clearly, \( f \) has at most \( 2s \) non-zero values. Moreover, we have \( \hat{f}(q) = 0 \) for all \( q \in \{-1,1\}^n \) where \( ||q|| \leq \lceil \log s \rceil + 1 = \lceil \log 2s \rceil \). By Lemma 36, this is a contradiction. \( \square \)

Lemma 37. Let \( f \in \mathbb{R}^{\{-1,1\}^n} \) be a hidden function. Suppose \( f \) has at most \( s \) non-zero values. There is an \( O \left( s^2 n \sum_{i=0}^{2\log s + 1} \binom{n}{i} \right) \) time algorithm that reconstruct \( f \) from the fourier coefficients \( \hat{f}(q) \) for all \( q \in \{-1,1\}^n \) where \( ||q|| \leq \lceil \log s \rceil + 1 \).

Proof. before giving the algorithm, we start by giving some notation. Given a function \( f(x_1, x_2, \ldots, x_n) \in \mathbb{R}^{\{-1,1\}^n} \), denote by \( f|_{x_{i_1} = \sigma_1, x_{i_2} = \sigma_2, \ldots, x_{i_t} = \sigma_t} \) the function \( f \) when fixing \( x_{i_j} \) to \( \sigma_j \) for all \( j \in [t] \).

We start with the subroutine \textbf{Find\_Non\_Zero}, presented in Figure 6.1. This subroutine finds at least one vector \( a \in \{-1,1\}^n \) for which \( f(a) \neq 0 \).

The subroutine is recursive. Each recursive call gets a non-zero function \( f' \) of the following form

\[
f' = f|_{x_{i_1} = \sigma_1, x_{i_2} = \sigma_2, \ldots, x_{i_t} = \sigma_t},
\]

where \( \sigma_1, \sigma_2, \ldots, \sigma_t \in \{-1,1\} \) and \( i_1, \ldots, i_t \in [n] \). Here \( t \) is called the depth of the recursive call. We also call \( i_1, i_2, \ldots, i_t \) fixed indices, all the other indices are called free indices.

The subroutine works only if the depth of the recursive call is at most \( \lceil \log s \rceil \) (Line 1). The subroutine examines the following functions

\[
f'_{j,1} = f'|_{x_j = -1} \text{ and } f'_{j,2} = f'|_{x_j = 1},
\]

for every \( j \) that is a free index (Lines 4, 5). At any depth \( t \leq \log s \) the subroutine is able to calculate the fourier coefficient \( f'_{j,1}(q) \) and \( f'_{j,2}(q) \) for every \( q \in \{-1,1\}^n \) such that

\[
||q|| \leq 2\lceil \log s \rceil + 1 - (t + 1).
\]

Thus, since \( t \leq \lceil \log s \rceil \), the subroutine is able to calculate the fourier coefficient \( f'_{j,1}(q) \) and \( f'_{j,2}(q) \) for every \( q \in \{-1,1\}^n \) where

\[
||q|| \leq \lceil \log s \rceil.
\]
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Subroutine \textbf{Find\_Non\_Zero}( f' = f|_{x_1 = \sigma_1, x_2 = \sigma_2, \ldots, x_t = \sigma_t}, \text{ depth})

1. If \text{ depth} > \lceil \log s \rceil \hspace{1em} \text{return.}
2. \hspace{1em} a \leftarrow 0^n.
3. For all \( j \in [n] \setminus \{i_1, i_2, \ldots, i_t\} \) do
4. \hspace{1em} \( f'_{j,1} \leftarrow f'|_{x_j = -1}. \)
5. \hspace{1em} \( f'_{j,2} \leftarrow f'|_{x_j = 1}. \)
6. \hspace{1em} if \( f'_{j,1} \neq 0 \) and \( f'_{j,1} \neq 0 \) then
7. \hspace{1em} \hspace{1em} \text{Find\_Non\_Zero}(f'_{j,1} = f|_{\sigma_1, x_{i_2} = \sigma_2, \ldots, x_i = \sigma_t, x_j = -1 }, \text{ depth} + 1),
8. \hspace{1em} \text{Find\_Non\_Zero}(f'_{j,2} = f|_{\sigma_1, x_{i_2} = \sigma_2, \ldots, x_i = \sigma_t, x_j = 1 }, \text{ depth} + 1).
9. \hspace{1em} \text{Return.}
10. else if \( f'_{j,1} \neq 0 \) and \( f'_{j,1} = 0 \) then
11. \hspace{1em} a_j \leftarrow -1.
12. else
13. \hspace{1em} a_j \leftarrow 1.
14. end if
15. end for.
16. For all \( j \in [t] \) do
17. \hspace{1em} a_{i_j} \leftarrow \sigma_j.
18. end for.
19. \text{output} (a, 2^{n-t} \tilde{f}'(-1^{n-t})).
20. \text{return.}

Figure 6.1: Subroutine for finding non-zero values.
Therefore, by Lemma 36, the subroutine is able to determine whether the function $f'_{j,k}$ is the zero function or not, for every $j$ that is a free index and $k \in \left[2\right]$.

The subroutine tries to find a free index $j$ for which $f'_{j,1}$ and $f'_{j,2}$ are not zero (Line 6). If found, two recursive calls are made with the input $f'_{j,1}$ and $f'_{j,2}$ (Lines 7, 8). Otherwise, in case there is no such index $j$, then the function $f'$ has only one non-zero value (recall that $f'$ is a non-zero function). In this case, since it is known which of $f'_{j,1}$ and $f'_{j,2}$ is the zero function and which is not for every free index $j$ (Lines 10-14), the subroutine knows the non-zero value of $f'$. It outputs a corresponding non-zero value of $f$ (Line 19), that is, a vector $a \in \left\{-1, 1\right\}$ for which $f(a) \neq 0$.

Now, when running the subroutine \textbf{Find\_Non\_Zero} with $f$ as an input, it must output at least one vector $a \in \left\{-1, 1\right\}^n$ for which $f(a) \neq 0$. This follows from the fact that $f$ has at most $s$ non-zero values.

Now, given the above subroutine and $f$, the algorithm is simple. It is presented in Figure 6.2. It runs the subroutine with $f$ as an input. The subroutine returns vectors $a_1, a_2, \ldots, a_r \in \left\{-1, 1\right\}^n$ such that $f(a_i) \neq 0$ for all $i \in [r]$. The algorithm defines the following function

$$h(x) = \begin{cases} f(x) & x \in \{a_1, a_2, \ldots, a_r\} \\ 0 & \text{otherwise.} \end{cases}$$

The algorithm then, runs recursively with input $f - h$. It does so iteratively until we are remained with the zero function.

During the running of the algorithm, \textbf{Find\_Non\_Zero} reveals all non-zero values and therefore, the function $f$ is reconstructed.

As for complexity analysis each call of \textbf{Find\_Non\_Zero} calculate fourier coefficients of $f'_{j,1}$ and $f'_{j,2}$ for every free index $j$. This takes at most

$$O\left(n^{2\log s+1} \sum_{i=0}^{n} \binom{n}{i}\right),$$

time. In total, the algorithm runs at most $s$ calls; within each such call at most $s$ recursive calls are made to \textbf{Find\_Non\_Zero}. Therefore, the total time complexity is

$$O\left(s^2 n^{2\log s+1} \sum_{i=0}^{n} \binom{n}{i}\right).$$
Algorithm $\text{Reconstruct\_using\_Fourier\_Coefficients}(f)$

1. if $f = 0$ return.
2. $h \leftarrow 0$. // zero function over $\{-1, 1\}^n$.
3. $\text{Find\_Non\_Zero}(f)$.
4. For all $(a, f(a)) \in$ output of $\text{Find\_Non\_Zero}$, do
5. \hspace{1em} $h(a) \leftarrow f(a)$.
6. end for.
7. $\text{Reconstruct\_using\_Fourier\_Coefficients}(f - h)$.

Figure 6.2: Algorithm for reconstructing a function $f$ using its fourier coefficients.

Now after proving the above lemmas, we are ready to prove our main result, that is, prove Theorem 9.

Our problem is equivalent to constructing a $(0, 1)$-matrix $M$ such that given $Mv + e$ where the rows of $M$ are the query vectors, $v \in \{0, 1\}^n$ is the hidden vector and $e$ is the error vector, one can reconstruct $v$. The idea of the construction is the following. We construct a large set of functions $M_i : \{-1, +1\}^\ell \rightarrow \{0, 1\}$ that their low degree fourier coefficients are zero. Those functions represent the columns of the search matrix $M$. When the algorithm receives $f = Mv + e$, it regards it as a function $f : \{-1, 1\}^\ell \rightarrow [n]$. Since the columns $M_i$ of $M$ are functions with zero low degree fourier coefficient, the low degree coefficients of $Mv$ are zero as well. Therefore by finding the low degree fourier coefficients of $f = Mv + e$ we find the low degree fourier coefficients of $e$. Using the above results, the error $e$ can then be found. Then $f - e = Mv$ can be found and the problem is reduced to the non-noisy case.

We now give a formal proof.

Proof. Consider the matrix $M_i$ defined in Subsection 3.3.1, with $t = \ell 2^{\ell - 1}$ where $\ell$ will be determined later. Recall that every column of this matrix corresponds to a function $f_{a,k}$
where \( a \in \{-1, 1\}^\ell \) and \( k \in [||a||] \). Remove all columns that correspond to functions \( f_{a,k} \) where \( ||a|| < \ell/2 \). Also remove all columns that corresponds to functions \( f_{a,k} \) where \( k \) is grater than \( \epsilon||a|| \). Denote the resulting matrix by \( M' \). The number of columns of \( M' \) is

\[
N_\ell = \sum_{i=\frac{\ell}{2}}^{\ell} \binom{\ell}{i} \geq \epsilon\ell 2^{\ell-2}.
\]

We now choose \( \ell \) such that \( N_{\ell-1} < n \leq N_\ell \). We now remove arbitrary \( N_\ell - n \) columns from \( M' \) and get a matrix \( M'_n \) with \( n \) columns. The number of rows in \( M'_n \) is \( 2^\ell = O(n/\epsilon \log n) \).

It is easy to see that if \( f_{a,k} \) corresponds to some column in \( M'_n \) then all fourier coefficient \( \hat{f}_{a,k}(q) \) of \( f_{a,k} \) where \( ||q|| < (1 - \epsilon)||a|| \leq (1 - \epsilon)\ell/2 \) are equal to zero with the exception of \( \hat{f}_{a,k}(-1^\ell) \) that is equal to \( 1/2 \).

Now, consider the following matrix

\[
M^* = \left( \frac{M'_n}{1^{1/4 \times n}} \right).
\]

where \( 1^{n^{1/4} \times n} \) is the all-one \( n^{1/4} \times n \) matrix. We argue that given \( r = M^*v + e \), where \( v \in \{0, 1\}^n \), \( e \in \mathbb{R}^n \) and \( wt(e) \leq c \left( \frac{n}{\epsilon \log n} \right)^{\frac{1}{1-\epsilon}} \), one can reconstruct \( v \) in \( O(n^{3/2}) \) time.

Denote by \( e' \) and \( r' \) the \( 2^\ell \) vectors that contains the first \( 2^\ell \) entries of \( e \) and \( r \), respectively.

We have that

\[
r' = M'_n v + e'.
\]

We view \( r' \), \( M'_n v \) and \( e' \) as functions over \( \{-1, 1\}^\ell \) just as we did with the columns of \( M'_n \).

All fourier coefficients of \( \hat{M}_n v(q) \) for all \( q \) where \( ||q|| < \frac{(1-\epsilon)\ell}{2} \) are equal to zero with the exception of \( \hat{M}_n v(-1^\ell) \) that is equal to \( \epsilon 1^n \). Given that \( wt(e) \leq c \left( \frac{n}{\epsilon \log n} \right)^{\frac{1}{1-\epsilon}} \), where \( c < 1/2 \) is a constant, then a majority vote over the last \( n^{1/4} \) entries of \( r \) determines \( v^T 1^n \).

Thus, using the value \( v^T 1^n \) and all the above, we get that one can find all the fourier coefficients \( \hat{e}'(q) \) for all \( q \) where \( ||q|| < \frac{(1-\epsilon)\ell}{2} \) by finding the fourier coefficients \( \hat{r}'(q) \) for all \( q \) where \( ||q|| < \frac{(1-\epsilon)\ell}{2} \). Now, since \( wt(e') \leq c \left( \frac{n}{\epsilon \log n} \right)^{\frac{1}{1-\epsilon}} \), by Lemma 37, we are able in \( O(n^{3/2}) \) time to reconstruct \( e' \) using the fourier coefficients \( \hat{e}'(q) \) for all \( q \) where \( ||q|| < \frac{(1-\epsilon)\ell}{2} \). This follows from the fact that

\[
2^{\frac{n^{3/4}}{2} - 1} = O \left( \frac{n}{\epsilon \log n} \right)^{\frac{1}{1-\epsilon}}
\]
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In other words, we are able to find

\[ M'_n v = r' - e'. \]

Finally, note that \( M'_n \) is a matrix formed by selecting columns from \( M_t \). Therefore, using the reconstructing algorithm in Subsection 3.3.1, we are able to reconstruct the hidden vector \( v \).

\[ \square \]

### 6.2.2 Reconstructing (0,1)-vectors with Noise

The algorithm in the above subsection, although fast, it cannot handle large amount of errors. In this subsection, we show that one can compromise the running time to handle more errors and erasures. To do so, we rely on tools from coding theory. We show the following,

**Theorem 10.** Let \( v \in \{0,1\}^n \) be a hidden vector. There exists a non-adaptive polynomial time reconstructing algorithm that tolerates \( \Omega(n^{1-\epsilon}) \) errors and erasers and reconstructs \( v \) using

\[ k = O\left(\frac{n}{\epsilon \log n}\right) \]

queries.

Moreover, if the errors and erasures are consecutive, then, the algorithm works correctly even if their number is \( \Omega(n/(\epsilon \log n)) \).

**Proof.** To prove this theorem, we give a search matrix for the problem. That is, we build a matrix \( B \) such that given \( Bv+e \), where \( v \in \{0,1\}^n \) and \( e \) is any \( n \)-vector with Hamming weight smaller than \( n^{1-\epsilon} \), one can reconstruct \( v \) in polynomial time.

we start by proving the following lemma.

**Lemma 38.** Let \( C \) be a linear code \([p,k,d]\) over \( \mathbb{Z}_2 \) with the generating matrix \( G \). Let \( D \) be a polynomial time decoding algorithm for \( C \). Suppose \( D \) is able to decode correctly in the presence of \( d' \leq \frac{d-1}{2} \) errors. Let \( \tilde{G} \in \mathbb{Z}^{k \times p} \) be equal to \( G \). Given \( \tilde{G}^T w + e \), where \( w \in \mathbb{N}_0^k \) and \( e \in \mathbb{Z}^p \) is any \( p \)-vector such that \( wt(e) < d' \), one can reconstruct \( w \) in polynomial time in \( p \).
Proof. Let

\[ b = \bar{G}^T w + e. \]

Let \( w_{i,s} w_{i,s-1} \ldots w_{i,1} \) denote the binary representation of \( w_i \) for \( i \in [n] \). Let \( b_{i,t} b_{i,t-1} \ldots b_{i,1} \) denote the binary representation of \( b_i \) for \( i \in [k] \). That is,

\[
\begin{pmatrix}
  b_{1,t} \ldots b_{1,1} \\
  b_{2,t} \ldots b_{2,1} \\
  \vdots \\
  b_{k,t} \ldots b_{p,1}
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
  w_{1,s} \ldots w_{1,1} \\
  w_{2,s} \ldots w_{2,1} \\
  \vdots \\
  w_{k,s} \ldots w_{k,1}
\end{pmatrix}.
\]

Denote by \( w^{(j)} \) (for \( j \in [s] \)) and by \( b^{(\ell)} \) (for \( \ell \in [t] \)) the vectors

\[
\begin{pmatrix}
  w_{1,j} \\
  w_{2,j} \\
  \vdots \\
  w_{k,j}
\end{pmatrix}
\quad \text{and} \quad
\begin{pmatrix}
  b_{1,\ell} \\
  b_{2,\ell} \\
  \vdots \\
  b_{p,\ell}
\end{pmatrix},
\]

respectively. Note that \( b^{(1)} = b \mod 2 \) and \( \bar{G}^T w^{(1)} = \bar{G}^T w \mod 2 \). Thus,

\[ b^{(1)} = \bar{G}^T w^{(1)} \mod 2. \]

That is, we have that \( \mathcal{D}(b^{(1)}) = w^{(1)} \). Now, using \( C \)'s decoding algorithm \( \mathcal{D} \), and the fact that

\[ \mathcal{D}(b^{(1)}) = w^{(1)}, \]

the algorithm can reconstruct \( w^{(1)} \) simply by decoding \( b^{(1)} \). Now, after finding \( w^{(1)} \), the algorithm calculates \( G^T w^{(1)} \). The algorithm calculates

\[ b' = \bar{G}^T (w - w^{(1)}) + e. \]

It divides every entry in the vector \( b' \) by 2 and continue recursively to reconstruct \( w^{(2)} \). This completes the proof. \( \square \)

Now, recall the matrix \( M_{n^e} \) defined in Subsection 3.3.1. This matrix is of size

\[
\frac{2n^e}{\epsilon \log n} \times n^e.
\]
In the following, we abbreviate $M_n$ to $M$. Let $C$ be any linear code $[c_1n^{-\epsilon}, n^{1-\epsilon}, c_2n^{1-\epsilon}]$ over $\mathbb{Z}_2$ with generating matrix $G$ and polynomial time decoding algorithm $\mathcal{D}$. Concatenated codes are an example to such code. Let,

$$B = G^T \otimes M = \begin{pmatrix}
g_{1,1}M & g_{2,1}M & \cdots & g_{n-1,1}M \\
g_{1,2}M & g_{2,2}M & \cdots & g_{n-1,2}M \\
\vdots & \vdots & & \vdots \\
g_{1,c_1n^{1-\epsilon}}M & g_{2,c_1n^{1-\epsilon}}M & \cdots & g_{n-1,c_1n^{1-\epsilon}}M
\end{pmatrix}.$$  

The matrix $B$ is of size $n/(\epsilon \log n) \times n$. We argue that given $Bv + e$, where $e \in \mathbb{Z}^n$ and $wt(e) \leq c_3n^{1-\epsilon}$, one can reconstruct $v$ in polynomial time.

Divide $v$ into size $n^\epsilon$ blocks

$$v = \begin{pmatrix}
v_1 \\
v_2 \\
\vdots \\
v_{n^{1-\epsilon}}
\end{pmatrix}.$$  

Our goal is to reconstruct the vectors

$$Mv_1, Mv_2, \ldots, Mv_{n^{1-\epsilon}}.$$  

Then, using the algorithm in Subsection 3.3.1, we reconstruct the vectors $v_1, v_2, \ldots, v_{n^{1-\epsilon}}$ and therefore, reconstruct $v$.

Denote by $p$ the number of rows in $M$, that is, $p = \frac{2n^\epsilon}{\epsilon \log n}$. Denote by $x^{(i)}$ the vector

$$((Mv_1)_i, (Mv_2)_i, \ldots, (Mv_{n^{1-\epsilon}})_i),$$  

for $i \in [p]$. Denote by $y^{(i)}$, for $i \in [p]$, the vector

$$((Bv)_i, (Bv)_{i+p}, (Bv)_{i+2p}, \ldots, (Bv)_{i+(c_1n^{1-\epsilon}-1)p}).$$  

Note that,

$$y^{(i)} = G^T x^{(i)}.$$  

By Lemma 38, we are able to reconstruct $x^{(i)}$ from $y^{(i)} + e^{(i)}$ where $e^{(i)}$ is any vector in $\mathbb{Z}^{c_1n^{1-\epsilon}}$ with Hamming weight bounded by $(c_2n^{1-\epsilon} - 1)/2$. Therefore, by applying $p$ times the reconstructing algorithm in Lemma 38, we are able from $Bv + e$ to reconstruct all $x^{(i)}$’s. This completes the proof. \qed
6.2.3 Reconstructing Bounded Weight Vector with Noise

In this subsection, we show an algorithm for reconstructing a (0,1) vector with at most \( m \) non-zero entries in the presence of noise. That is, we prove Theorem 12.

**Theorem 12.** Let \( v \in \{0,1\}^n \) be a hidden vector with at most \( m \) nonzero entries. There is a polynomial time adaptive algorithm that tolerates \( O(m^{1-\epsilon}) \) errors and erasures and reconstructs \( v \) using
\[
O\left(\frac{m \log n}{\epsilon \log m}\right)
\]
queries.

To prove the above theorem, we start by extending the result from previous subsection. We give an algorithm for reconstructing any hidden positive integer vector in the presence of noise. We prove the following.

**Theorem 18.** Let \( v \in [d_1]_0 \times [d_2]_0 \times \cdots \times [d_n]_0 \) be a hidden vector, where \( d_1, \ldots, d_n \) are positive integers and \([d_i]_0 = [d_i] \cup \{0\} \). There exists a non-adaptive algorithm that reconstructs \( v \) using \( k \) queries, where
\[
k = O\left( n \log \left( \frac{\sum_i d_i}{n} + \frac{\max d_i}{n} \right) \right)
\]
This algorithm reconstructs \( v \) correctly when the number of errors \( e_1 \) and the number of erasures \( e_2 \) are bounded by \( \Omega(n^{1-\epsilon}) \). Moreover, if the errors are consecutive the algorithm works correctly even if \( e_1 \leq \Omega\left(\frac{n}{\epsilon \log n}\right) \).

**Proof.** We make use of the search matrices from [10]. As mentioned in Subsection 3.3.1, these matrices are used to reconstruct vectors \( v \in [d_1]_0 \times [d_2]_0 \times \cdots \times [d_n]_0 \) without the presence of noise, where the \( d_i \)'s are positive integers. The number of rows \( k \) in such matrix is bounded by
\[
k (\log k - 4) \leq 2n \log \frac{\sum_i d_i}{n}.
\]
We now show how to use these matrices to build a search matrix for the problem with noise.
Assume w.l.o.g. that \( d_1 \geq d_2 \geq \ldots \geq d_n \). We divide our reconstruction problem (reconstructing \( v \)) into smaller vector reconstruction problems as follows: For \( i \in [n^{1-\epsilon}] \), denote by \( M_i \) the search matrix defined in [10] for reconstructing the vector

\[
u_i = (v_i, v_{i+n^{1-\epsilon}}, v_{i+2n^{1-\epsilon}}, \ldots, v_{i+n-n^{1-\epsilon}}) \in [d_i] \times [d_{i+n^{1-\epsilon}}] \times [d_{i+2n^{1-\epsilon}}] \times \cdots \times [d_{i+n-n^{1-\epsilon}}].
\]

Since we assumed that \( d_1 \geq d_2 \geq \ldots \geq d_n \), we know that the matrix \( M_1 \) has the maximal number of rows. We add zero rows to \( M_2, \ldots, M_{n^{1-\epsilon}} \) so that all the matrices \( M_i \) have the same number of rows. Now, let \( C \) be any linear code \([c_1n^{1-\epsilon}, n^{1-\epsilon}, c_2n^{1-\epsilon}]\) over \( \mathbb{Z}_2 \) with generating matrix \( G = (g_{ij}) \) and polynomial time decoding algorithm \( D \). Consider the matrix

\[
B = \begin{pmatrix}
g_{1,1}M_1 & g_{2,1}M_2 & \cdots & g_{n^{1-\epsilon},1}M_{n^{1-\epsilon}} \\
g_{1,2}M_1 & g_{2,2}M_2 & \cdots & g_{n^{1-\epsilon},2}M_{n^{1-\epsilon}} \\
\vdots & \vdots & \ddots & \vdots \\
g_{1,c_1n^{1-\epsilon}}M_1 & g_{2,c_1n^{1-\epsilon}}M_2 & \cdots & g_{n^{1-\epsilon},c_1n^{1-\epsilon}}M_{n^{1-\epsilon}}
\end{pmatrix}.
\]

We argue that \( BP \) is a search matrix for our problem, where \( P \) is a permutation matrix that reorder \( v \) so that the vector \( PV \) equals the vector

\[
Pv = (u_1 | u_2 | \ldots | u_{n^{1-\epsilon}})^T.
\]

Denote by \( k_1 \) the number of rows in \( M_1 \). Denote by \( x_i \) the vector

\[
((M_1u_1)_i, (M_2u_2)_i, \ldots, (M_{n^{1-\epsilon}}u_{n^{1-\epsilon}})_i),
\]

for \( i \in [k_1] \). Denote by \( y_i \) the vector \((BPv)_i, (BPv)_{i+k_1}, \ldots, (BPv)_{i+(c_1n^{1-\epsilon}-1)k_1}\) for \( i \in [k_1] \). Note that

\[
y_i = G^T x_i.
\]

Therefore, using Lemma 38, we are able to reconstruct every \( x_i \). Once the vectors \( M_iu_i \) are known, we are able to reconstruct \( u_i \) for every \( i \), that is, reconstruct the hidden vector \( v \).

As for the query complexity, the number of rows in \( B \) is equal to the number of rows in \( M_1 \) times the number of rows in \( G^T \). The number of rows in \( M_1, k_1 \), is bounded by

\[
k_1(\log k_1 - 4) \leq 2n^{1-\epsilon} \log \frac{d_1 + d_{1+n^{1-\epsilon}} + \cdots + d_{n-n^{1-\epsilon}+1}}{n^{1-\epsilon}}.
\]
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Now, we have
\[
\frac{d_1 + d_{1+n^1} + \cdots + d_{n-n^1+1}}{n^\epsilon} = \frac{n^{1-\epsilon}(d_1 + d_{1+n^1} + \cdots + d_{n-n^1+1})}{n^{1-\epsilon}} \leq d_1 n^{1-\epsilon} + \sum_{i=1}^{n} \frac{d_i}{n} = \frac{\sum_{i=1}^{n} d_i}{n} + \frac{d_1}{n^{\epsilon}}.
\]

Summing all the above, we get that the number of rows \(k\) is bounded by
\[
k = O \left( \frac{n \log \left( \frac{\sum_{i} d_i}{n} + \frac{d_1}{n^\epsilon} \right)}{\epsilon \log n} \right).
\]

This completes the proof. \(\square\)

**Corollary 7.** Let \(v \in [d_1]_0 \times [d_2]_0 \times \cdots \times [d_n']_0\) be a hidden vector, where \(d_1, \ldots, d_n'\) are positive integers and \(n' \leq n\). Suppose \(\max_i d_i \leq n^\epsilon\). There exists a non-adaptive algorithm that reconstructs \(v\) using \(k\) queries, where
\[
k = O \left( \frac{n \log \left( \sum_{i} d_i / n \right)}{\epsilon \log n} \log \left( \frac{\sum_{i} d_i / n}{\epsilon / 2} \right) \right).
\]

This algorithm reconstructs \(v\) correctly when the number of errors \(e_1\) and the number of erasures \(e_2\) are bounded by \(\Omega(n^{1-\epsilon})\).

We are now ready to prove our main result, that is, Theorem 12.

**Proof.** The algorithm we present contains two stages. In the first stage, the algorithm’s goal is to divide the set of entries in \(v\) into disjoint sets \(S_1, S_2, \ldots, S_t\) where the sum of the entries in each set \(S_i\) is bounded from above by \(m^{\epsilon/2}\).

For any \(k\), let \(C_k\), be any linear \([p, k, d]\) code over \(\mathbb{Z}_2\), where \(k/p\) and \(d/p\) are \(\Omega(1)\). Let \(G_k\) be its generating matrix and \(D\) be its polynomial time decoding algorithm.

Let \(S = S_1, S_2, \ldots, S_t\) be disjoint sets, where \(S_i \subseteq [n]\). We denote by \(u^S\) the \(t\)-vector for which
\[
u_i^S = \sum_{j \in S_i} v_j.
\]

The algorithm’s first stage is presented in Figure 6.3
Algorithm’s first stage

1. $S \leftarrow \{n\}$
2. $H \leftarrow \emptyset$.
3. while $(|S| < m^{1-\epsilon/2})$
4. Split every $S_i \in S$ into two equal (up to $\pm 1$) sets.
6. End while
7. Find (by asking queries) $G^T_{|S|} u^S$.
8. Use Lemma 38 to reconstruct $u^S$.
9. For every $S_i \in S$ for which $u_i^S = \sum_{j \in S_i} v_j \leq m^{\epsilon/2}$.
10. Remove $S_i$ from $S$.
11. if $(u_i^S > 0)$ then add $S_i$ to $H$.
12. End for
13. if $(|S| = 0)$ then finish else Goto 3.

Figure 6.3: Reconstructing with noise. Algorithm’s first stage.
The first stage uses the divide and conquer approach, it finds a set \( H = \{S_1, S_2, \ldots, S_t\} \), where for every \( i \), we have \( S_i \subseteq [n] \), \( 0 < \sum_{j \in S_i} v_j \leq m^{\ell/2} \) and the sets in \( H \) are disjoint. Also, the set \( \bigcup_{S_i \in H} S_i \) contains all non-zero entries in \( v \).

The first stage is iterative. At the beginning of each iteration, we have disjoint sets \( S_1, S_2, \ldots, S_t \subseteq [n] \), where the sum of the entries in each set is at least \( m^{\ell/2} \). The algorithm divides each set \( S_i \) into equal size sets. It continue dividing those sets until we have more than \( m^{1-\ell/2} \) sets. Then, using Lemma 38, it finds the sum of the entries in each new set. The algorithm throws all new sets for which the sum of the entries is zero. Sets for which the sum of the entries is between “1” and \( m^{\ell/2} \) are added to the output. Finally, all the other sets remain or advance to the next iteration.

The second stage is also iterative. It continues to use the divide and conquer approach. For \( S_i \subseteq [n] \), denote by \( X(S_i) \) the sum of entries \( \sum_{j \in S} v_j \). At each iteration, the algorithm have sets \( S_1, S_2, \ldots, S_t \) of indices. The algorithm knows \( X(S_i) \) for every set \( S_i \). The algorithm divides each set \( S_i \) into two equal size sets (up to \( \pm 1 \)), \( S_{i,1}, S_{i,2} \). The algorithm uses Corollary 7 to reconstruct the hidden vector

\[
(X(S_{i,1}), X(S_{i,2}), \ldots, X(S_{t,1})) \in [X(S_1)]_0 \times [X(S_2)]_0 \times \ldots \times [X(S_t)]_0
\]

It throw all set \( S_{i,j} \) for which \( X(S_{i,j}) \) equal zero and advanced to the next iteration. After at most \( \log n \) iterations, the algorithm knows the all the non-zero entries in the hidden vector \( v \).

As for complexity analysis, the algorithm’s first stage asks at most

\[
O(m^{1-\ell/2}) \log \frac{n}{m^{\ell/2}}
\]

queries. In the second stage the algorithm asks, each iteration (each time it applies Corollary 7) asks

\[
O\left( \frac{m}{\epsilon \log m} \right)
\]

queries. Since we have at most \( \log n \) iterations in the second stage, our total query complexity is

\[
O\left( \frac{m \log n}{\epsilon \log m} \right)
\]

This completes the proof. \( \Box \)
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Appendix A: (0, 1)-Matrices with Rows that are Tensor Product of Vectors

In this section we show that there is an $m$-independent column $t \times n$ $(0, 1)$-matrix that its rows are tensor product of $d$ $(0, 1)$-vectors in $\{0, 1\}^{n/d}$ and

$$t = O \left( m + \frac{m \log n}{\log \min(m, p)} \right).$$

We start with some notation. Some of the notation and definitions below were already presented in Chapter 5. We presented them again for the reader’s convenience.

A $d$-dimensional matrix $A$ of size $n_1 \times \cdots \times n_d$ over a field $F$ is a map $A : \prod_{i=1}^{d} [n_i] \rightarrow F$. We denote by $F^{n_1 \times \cdots \times n_d}$ the set of all $d$-dimensional matrices $A$ of size $n_1 \times \cdots \times n_d$. We write $A_{i_1, \ldots, i_d}$ for $A(i_1, \ldots, i_d)$.

The vector $v = A(\cdot, x_2, \ldots, x_d)$ is $n_1$-dimensional vector that its $i_1$ entry is

$$\sum_{i_2=1}^{n_2} \cdots \sum_{i_d=1}^{n_d} A_{i_1, i_2, \ldots, i_d} x_{i_2} \cdots x_{i_d}.$$
Theorem 19. Let $p < n^\gamma$ be a prime number for some constant $\gamma$. There exists a set $S = \{(x_{11}, \ldots, x_{1d}), (x_{21}, \ldots, x_{2d}), \ldots, (x_{k1}, \ldots, x_{kd})\}$ where $x_{ij} \in \{0, 1\}^n$ and

$$k = O\left(m + \frac{m \log \frac{n^d}{m}}{\log \min(m, p)}\right),$$

such that: for any $d$-dimensional matrix $A \in \mathbb{Z}_p^* \backslash \{0^*\}$ with $\text{wt}(A) \leq m$, there exists an $i$ such that

$$A(x_{i1}, \ldots, x_{id}) \neq p \cdot 0.$$

Proof. We divide the set of matrices $A = \{A \mid A \in \mathbb{Z}_p^* \backslash \{0^*\} \text{ and } \text{wt}(A) \leq m\}$ into $d + 1$ (non-disjoint) sets:

- $A_0$: The set of all matrices $A \in \mathbb{Z}_p^* \backslash \{0^*\}$ such that $\text{wt}(A) \leq m/\log m$.

- $A_j, j = 1, \ldots, d$: The set of all matrices $A \in \mathbb{Z}_p^* \backslash \{0^*\}$ such that $m \geq \text{wt}(A) > m/\log m$ and there are at least $\left(\frac{m}{\log m}\right)^{1/d}$ non-zero elements in

$$I_j = \{i_j \mid \exists(i_1, \ldots, i_{j-1}, i_{j+1}, \ldots, i_d) A_{i_1,i_2,\ldots,i_d} \neq 0\}.$$

Note that $I = \{(i_1, \ldots, i_j) \mid A_{i_1,\ldots,i_j} \neq 0\} \subseteq I_1 \times I_2 \times \cdots \times I_d$ and therefore either $|I| = \text{wt}(A) \leq m/\log m$ or there is $j$ such that $|I_j| > (m/\log m)^{1/d}$. Therefore, $A = A_0 \cup A_1 \cup \cdots \cup A_d$.

Using the probabilistic method, we give $d + 1$ sets of $d$-tuples of vectors $S_0, S_1, \ldots, S_d$ such that for every $j \in \{0\} \cup [d]$ and $A \in A_j$ there exists a $d$-tuple of vectors $(x_1, \ldots, x_d) \in S_j$ such that $A(x_1, \ldots, x_d) \neq_p 0$ and

$$|S_0| + |S_1| + \cdots + |S_d| = O\left(m + \frac{m \log \frac{n^d}{m}}{\log \min(m, p)}\right).$$
Case 1: $A \in \mathcal{A}_0$.

As in the proof of Lemma 1 it can be shown that for randomly chosen vectors $x_{i1}, \ldots, x_{id} \in \{0,1\}^n$ and $A \in \mathcal{A}_0$ we have

$$\Pr[A(x_{i1}, x_{i2}, \ldots, x_{id}) = p, 0] \leq \frac{2^d - 1}{2^d}.$$ 

Randomly uniformly choose

$$k_1 = c \left( m + \frac{m \log \frac{n^d}{m}}{\log \min(m, p)} \right)$$

d-tuples of $(0,1)$-vectors $x_i = (x_{i1}, \ldots, x_{id}) \in (\{0,1\}^n)^d$ where $c$ is a constant. The probability that for all $x_i$ we have $A(x_i) = p, 0$ is bounded by

$$\Pr[\forall i \in [k_1] : A(x_i) = p, 0] \leq \left( \frac{2^d - 1}{2^d} \right)^{k_1}.$$ 

Therefore, by union bound, the probability that there exists a matrix $A$ of weight smaller than $m/\log m$ such that $A(x_i) = p, 0$ for all $i \in [k_1]$ is

$$\Pr[\exists A \in \mathcal{A}_0, \forall i \in [k_1] : A(x_i) = p, 0] \leq \left( \frac{n^d}{m \log m} \right)^{\frac{m \log \frac{n^d}{m}}{\log \min(m, p)}} \left( \frac{2^d - 1}{2^d} \right)^{k_1} \leq 1,$$

for some constant $c$. This implies the result.

Case 2: $A \in \mathcal{A}_1$.

We start by proving the following two lemmas,

**Lemma 39.** Let $U \subset \mathbb{Z}_p^{x,d-1,n}$ be the set of all non-zero $d - 1$-dimensional matrices with weight smaller than $m^{d/(d+1)}$. Then there is a constant $c_0$ such that for any constant $C > c_0$ and

$$k_2 = C \left( m + \frac{m \log \frac{n^d}{m}}{\log \min(m, p)} \right)$$

there exists a multiset of $d - 1$-tuple of $(0,1)$-vectors $Y = \{y_1, y_2, \ldots, y_{k_2}\} \subseteq (\{0,1\}^n)^{d-1}$ such that for every $A \in U$ the size of the multiset

$$Y_A = \{i \mid A(y_i) \neq p, 0\}$$

is at least $\frac{k_2}{2^d}$. 
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Proof. As above for a randomly chosen vector \( y \in (\{0,1\}^n)^{d-1} \) and any \( A \in U \) we have
\[
\Pr[A(y) = 0] \leq 2^{d-1} - 1 \over 2^{d-1}.
\]
Therefore, if we randomly uniformly choose the vectors of \( Y \), then the expected size of \( Y \) is greater than \( k_2/2^{d-1} \) for any \( A \in U \). Using Chernoff bound we have that
\[
\Pr[|A| < k_2/2^d] \leq e^{k_2 \over 2d^2}.
\]
Therefore, the probability that there exists \( A \in U \) such that \( |A| < k_2/2^d \) is
\[
\Pr[\exists A \in U : |A| < k_2/2^d] \leq |U| e^{k_2 \over 2d^2} \leq \sum_{i=0}^{m^{d/(d+1)}} (n^{d-1}) (p-1)^i e^{k_2 \over 2d^2} < 1,
\]
for some constant \( c_0 \) and all \( C > c_0 \). This implies the result.

Now let \( U \) be the set of \( d-1 \)-dimensional matrices defined in Lemma 39. Let \( A \in A_1 \). Since \( \text{wt}(A) \leq m \) there are at most \( m^{1/(d+1)} \) \( d-1 \)-dimensional matrices \((A_{i_1,i_2,...,i_d})_{i_1=j,i_2,...,i_d}\) with weight greater than \( m^{d/(d+1)} \). Therefore, there are at least
\[
q = \left( {m \over \log m} \right)^{1/d} - m^{1/(d+1)}
\]
indices \( j \) such that \((A_{i_1,i_2,...,i_d})_{i_1=j,i_2,...,i_d} \in U \). Let \( U' \) contains \( q \) indices \( j \) such that \((A_{i_1,i_2,...,i_d})_{i_1=j,i_2,...,i_d} \in U \). Let \( A_U \) be the matrix \((A_{i_1,i_2,...,i_d})_{i_1 \in U',i_2,...,i_d}\). Let \( Y = \{y_1,y_2,\ldots,y_{k_2}\} \) be the set we proved its existence in Lemma 39. Note that
\[
\sum_i \text{wt}(A_U(\cdot,y_i)) \geq qk_2 \over 2d.
\]
Since \( \text{wt}(A_U(\cdot,y_i)) \leq q \) for all \( i \in [k_2] \) and by Lemma 20 we have
\[
\prod_i \text{wt}(A_U(\cdot,y_i)) \geq \left( \min(q,p) \right)^{qk_2 \over 2d - k_2} = \left( \min(q,p) \right)^{c_1k_2} = \left( \min(m,p) \right)^{c_2k_2},
\]
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where $c_1$ and $c_2$ are constants. If we randomly choose $x_1, x_2, \ldots, x_{k^2}$ then by Lemma 2, we have

$$
\Pr[\forall i \in [k^2] : A(x_i, y_i) \neq 0] \leq \prod_i \frac{1}{\ell(wt(A(\cdot, y_i)))^\beta} \\
\leq \prod_i \frac{1}{\ell(wt(A_U(\cdot, y_i)))^\beta} \\
= \left( \frac{1}{\prod_i \ell(wt(A_U(\cdot, y_i)))} \right)^\beta \\
\leq \frac{1}{(\min(m, p))^\beta c_2 k^2} \\
= (\min(m, p))^{-c_3 k^2}
$$

where $c_3$ is a constant. Therefore, the probability that there exists a matrix $A \in \mathcal{A}_1$ such that for all $x_i, y_i$ we have $A(x_i, y_i) = p$ 0 is

$$
\Pr[\exists A \in \mathcal{A}_1, \forall i \in [k^2] : A(x_i, y_i) = p] \leq \frac{|\mathcal{A}_1|}{(\min(m, p))^{-c_3 k^2}} \\
\leq \frac{(n^d)^p m}{(\min(m, p))^{-c_3 k^2}} \\
< 1,
$$

for constant some constant $C$. Thus, the results follows.

\[\square\]

Now we get our main result

**Corollary 8.** There exists a matrix $M \in \{0, 1\}^{k \times n}$ where

$$
k = O \left( m + \frac{m \log \frac{n}{m}}{\log \min(m, p)} \right),
$$

every row of $M$ is a tensor product of $d$ vectors $x_1, \ldots, x_d \in \{0, 1\}^{n^{1/d}}$ and every $m$ columns of $M$ are linearly independent over $\mathbb{Z}_p$. 
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כאמור, \( r(G') \)دني יבשות. בדימו להצאת הקדמת, האלגוריה ואמז הפס התחזק לטריקות ושהיאלות נג כ.

על מפג צלולאת את ההזראת המקורית לצלול, אחרים מנתחים במטפס נסיגת ורשימה ממקורות ישראל

福德 מפגベース. שיפור כתוב: השיטה התחבורה, גהה פקודת פורחי של פוניציה, שית פשון

התניה, שופת מתוחכם ופשננה עזר.
לבעית שוחר הנגזרת של ההỆומטリスク א Geoffrey S. Jay וקברית-waterק בדיחה מתוחכם בהיות פנימיות או בﻊבייון בין水利工程 ונדיני. נגזר يكون קובע לשחו השפים של הוהרים ב有多大, אכלי בטבע של הוהרים בטבע לשחורים ו fram שכרות התופס נשימה לקפיצה. כל הוהרים שכרות חתול בלט השחורים. והמהות לשחות ולרשק הספק שיר של אולרゆים הביתים.
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שלחנו, בנסמ, גן מראס צעד ליר芡ו גאטורהים אחר שיאל

שלחנו הוא רב המסיים מሽור נגנה את הריפוד התוכנית מ- $O(n^{1-\varepsilon})$ מתתשובה שיקבל

שלחנו הוא רב המסיים מشرط נגנה את הריקוד התוכנית מ- $O(m^{1-\varepsilon})$ מתתשובה שיקבל

לENCIES הממידס והאטורים אפקציה רוב במענה, את של 우리는 את הנתונים במדרון כדי שורק

ירובים. נגנה ישן n הינתנה לכל הנתונים $i$ לכל יריון $y_i \in C_i$ מנסת הצבירה מארס. נגנה כי כלסטנט סטברן ביינתנה>.</p>

אירוגים לכל היות $m$ הינתנה שידרה נסחファン אספף (איד ארוביטה, $0^k$). הממיסטר מונובים דוכל

מתוך (מלבד שודד $F$ ארש ממעבר דךفترד ארש הממדים שיקלונ מתתונה. ואת ארוביטה.

$Y = \sum_i y_i$. "האור הממעון 1.1" על הממסונים שלזרו פכנון את כל הממדורים אצות שלום הינתנה מתתונה. בכניסה ו

שקולה לנייצת הממסונים הממיסטר במדרון אלא מנסתב הק瞫 שודד k קיים של אוגורים לא

נא永久יסטר מצלפת לייצת הממסונים הממיסטר עם שיכולים שיאלה $k$ שיקול לךון $k$ באקרד.

אשרת פותר את בניית העברת הממדים דך פרים חוברי (הינתנה באקרד k שיאלה $q$ - שיאלה. את הوعد, אם האטורים לייצת הממסונים הממיסטר מתוכל לע

תשובה שיאלה, או הדבר גורר דך באקרד k אשר נינו k פלטונת מגיס והם במדיסנס של

$Y$ שיתסכלד דך גרור (שיאלה).

$E = (V, E, w)$ אספף. $G = (V, E, w)$ אספף. $R$ אספף. $w$ שיאלה פוניקס זכויות הקשורה $E$ לנקודות הממדים המופשים

ואז הת-קביצה של VxV $w$ שיאלה פוניקס זכויות הקשורה $E$ לנקודות הממדים המופשים

מבדיקת הפעמים בהרי הדיאכר יועד לכל. המסרה הונית לשלו פזון את קבוצת הקשורה וממשלות על ידי

$S$, מואраницה שיאלה שמדורה

$Q_g(S) = \sum_{e \in E : (S \in S)} w(e)$.

$S$, מואозвращает שיאלה שמדורה ו- $V$ בمكان סמנים, שיאלה מתייווד את כוכב המשקולה

אשרת יונה הת-קביצה של קבוצת הממדים $S$ בת-ܪ $S$คารość אל מופשים, שיאלה מתייווד את מופשים הקשורה בת-ܪ $S$ (הנסמ).<p>

$S$ (ב地址 אל מופשים, שיאלה מתייווד את מופשים הקשורה בת-ܪ $S$ (הנסמ).<p>

$S$, מואозвращает שיאלה שמדורה ו- $V$ בمكان סמנים, שיאלה מתייווד את כוכב המשקולה

$O\left(\frac{|E| \log |V|}{\log |E|}\right)$

$O(n^{1-\varepsilon})$ מתתשובה שיקבל
The document contains mathematical expressions and text in Hebrew. The text discusses a topic related to computer science, possibly involving algorithms or mathematical proofs. The expressions include variables and mathematical notations typical of a research or thesis context. The content appears to be technical and is likely related to a specific problem or theorem in computer science or mathematics. The specific details of the content are not entirely clear due to the nature of the mathematical notation and the context provided.
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