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Abstract

Lattice animals, which can be defined as connected subgraphs of the dual graph of a given lattice, are well-known combinatorial objects, studied both in pure and recreational mathematics, and in various different fields, such as statistical physics and computational geometry. Of particular interest are lattice animals on the standard rectangular lattice (called polyominoes in the two dimensional case and polycubes for higher dimensions).

In this work, we concern ourselves with the problem of enumerating lattice animals: computing, or estimating, how many lattice animals exist for a given type and size. This is a difficult combinatorial problem; even for the relatively simple case of the two-dimensional rectangular lattice not much is known, and other lattices are much less studied.

We investigate the problem in several directions:

**Enumeration algorithms:** We describe an algorithm for enumerating directly lattice animals on every possible lattice. Using a parallel version of the algorithm we counted many types of lattice animals and found many results never given in the literature so far.

**Analytical analysis:** We describe formulae for several sequences of lattice animals (specifically, some of the diagonals in a table of polycubes, arranged by size and dimension).

**Transfer-matrix methods:** We describe a method for computing algorithmically the generating function of lattice animals on a so-called “twisted cylinder”. These animals are of special interest since there are fewer of them than regular polyominoes (of any size $n$), thus, their growth-rate limit is a lower bound to the growth-rate of polyominoes (whose computation is one of the main problems in the field).

**Bijection with permutations:** We describe a novel method of identifying polyominoes with permutations, and characterizing classes of polyominoes using forbidden permutation patterns.
Chapter 1

Introduction

A *domino* consists of two squares joined together along one edge. A *polyomino* is a generalization of the concept. A polyomino of size $n$ consists of $n$ squares joined along their edges. Formally, a polyomino can be defined as a connected graph whose vertices are points of $\mathbb{Z}^2$, the integer lattice, and edges which are lines of unit size. A few examples for polyominoes are shown in Figure 1.1.

The concept can be generalized by considering connected sets on different kinds of lattices and geometric figures. Polyominoes in the $d$-dimensional orthogonal lattice (formally, connected graphs on $\mathbb{Z}^d$) are usually referred to as *polycubes*.\(^1\) Polyominoes can be considered in the two-dimensional triangular or hexagonal lattice too; they can even be embedded in surfaces such as a cylinder or a torus; their cells can have different weights (in the standard case, an occupied cell has weight 1 and an empty cell has weight 0); and there are many more variations of the basic definition.

Polyominoes frequently appear in recreational mathematical games, especially in the context of tiling problems, for at least the past hundred years. A main example is the computer game Tetris, which features the polyominoes of size 4. Mathematical investigations of polyominoes began with the seminal work of Solomon Golomb and especially his book titled “polyominoes” [16]; the term “polyomino” itself (a play on the words “poly” and “domino”) was invented by Golomb.

The term *Lattice animals* is also used (mainly in the physics literature) to refer to

---

\(^1\)Term coined by Lunnon [24].
polyominoes, polycubes and any other type of connected subsets of a given lattice. In this
work we use the term “Lattice animals” interchangeably with the other relevant terms
such as “polyomino”.

In the mathematical literature, polyominoes are discussed in the context of two types of
combinatorial problems: enumeration and tiling. Enumeration deals with determining the
number of polyominoes corresponding to a certain parameter $n$ (usually their size but other
choices are possible as well, e.g., their perimeter). In most cases a simple closed formula is
yet unknown, and so other results are sought: a generating function, an estimation of their
growth rate as a function of $n$, an efficient counting algorithm, etc. Tiling deals with the
question of whether or not a specified region can be entirely covered by polyominoes from a
given set without any two polyominoes overlapping. Efficient algorithms to decide whether
such a tiling exists and finding it if it does (usually for specific classes of polyominoes or
regions) or proofs of their nonexistence are the main goal of research in this area.

1.1 Basic Enumeration - Overview

When considering polyominoes simply as subsets of $\mathbb{Z}^2$, there are infinitely many poly-
ominoes of any size. Therefore, polyominoes are usually considered identical if they only
differ by their relative location, i.e., two polyominoes are identical if one of them can be
translated into the other. The family of fixed polyominoes is the set of equivalence classes
of polyominoes under this relation. The class of free polyominoes is obtained from fixed
polyominoes by considering two polyominoes identical if they can be rotated and/or re-
lected into one another. Hence, there are 19 fixed polyominoes of size 4, but only 5 free
polyominoes of the same size (as shown in Figure 1.2).

The number of fixed polyominoes of size $n$ (containing $n$ squares) is usually denoted in
the literature by $A(n)$. More generally, let us denote by $A_d(n)$ the number of $d$-dimensional
polycubes of size $n$ (so that $A(n) = A_2(n)$). We have $A_2(1) = 1$, $A_2(2) = 2$, $A_2(3) = 6,$
$A_2(4) = 19$, and so on. The function $A_2(n)$ is the “holy grail” of polyominoes enumeration
research. So far no closed-form formula, nor a generating function, has been found
for $A_2(n)$. However, Klarner [22] showed that the limit (also called Klarner’s constant)
$\lambda_2 := \lim_{n \to \infty} \sqrt[n]{A_2(n)}$ exists. The proof will be described in Section 3.1

Madras [29] proved much later that the growth-rate sequence $A_2(n + 1)/A_2(n)$ also
converges (as $n$ approaches infinity) and so its limit is equal to $\lambda_2$. It is estimated, but not proved, that $A_2(n) = C\lambda_2^2 n^{-1}(1+o(1))$ for some constant $C$, and that $\lambda_2 \approx 4.06\pm 0.02$ [21]. The best-known proven lower [4] and upper [23] bounds on $\lambda_2$ are 3.9801 and 4.6496.

Another aspect of enumeration is finding efficient algorithms for computing $A_2(n)$ exactly for specific values of $n$. For this purpose, only algorithms whose running time is exponential in $n$ are known today—$A(56)$ is the largest known value. Numerical results can still provide insights as to the behavior of $A_2(n)$.

All of the above applies not only to fixed polyominoes, but also to many classes of polyominoes restricted in some way (for example, convex polyominoes) and for generalizations of polyominoes ($d$-dimensional polycubes, polyominoes on a triangular or hexagonal lattice, etc.).

Here is a brief summary of the previous attempts to count three-dimensional fixed polycubes:

- Lunnon [26] analyzed in 1972 three-dimensional polycubes by considering symmetry groups, and computed (manually!) $A_3(n)$ up to $n = 6$. Values of $A_3(n)$ up to $n = 12$ can be derived from a subsequent work of Lunnon [27] in 1975 (see below).

- Sykes et al. [40] used in 1976 a method proposed by Martin [31] in order to derive and analyze series expansions on a three-dimensional lattice, but did not compute new values of $A_3(n)$.

- Gaunt, Sykes, and Ruskin [15] listed $A_3(n)$ up to $n = 13$ (with a slight error in $A_3(13)$).


- However, Flammenkamp [38] computed $A_3(17)$ already in 1999.

- Nevertheless, the correct values of $A_3(n)$ up to $n = 17$ could already be derived from data provided by Madras et al. in 1990 [30].

In higher dimensions, the first work on counting polycubes that we are aware of is that of Lunnon [27], in which he counted polycubes that could fit into restricted boxes. (In fact, Lunnon counted proper polycubes, that is, polycubes that cannot be embedded in lower-dimensional lattices, but the numbers of all polycubes can easily be deduced from the numbers of proper polycubes; we return to this subject in Section 3.2.) Lunnon computed values up to $A_4(11)$, $A_5(9)$, and $A_6(8)$ (with slight errors in $A_6(7)$ and $A_6(8)$). Gaunt, Sykes, and Ruskin [15] provided values up to $A_4(11)$, $A_5(10)$, $A_6(9)$, and $A_7(9)$. Gaunt [14] provided values up to $A_9(9)$.

\[ \text{To do this, one needs to consider all the coefficients } c_{n,e,u} \text{ of terms of the form } x^n b^\lambda u \text{ in [30, App. B, pp. 5346-5349], ignore all coefficients with } u > 0, \text{ and sum up the rest. That is, } A_3(n) = \sum_{e} c_{n,e,0}. \text{ Note that the symbol } \lambda \text{ used here is not the asymptotic growth rate of polyominoes.} \]
1.2 Enumeration algorithms

The naive method for counting polyominoes is as follows: Start with a set containing a single polyomino consisting of one square. Then repeat the following: For each polyomino in the set, expand it in all possible ways by attaching a new square to an existing one, and count the results. If we consider polyominoes as graphs, then we are merely performing a breadth-first search of the graph. The problem with this method is that many polyominoes are generated in more than one way; each polyomino is generated a number of times proportional to its size. Even if we ignore the cost of detecting duplicates (using, e.g., a hash table) still a lot of work is spent on the generation of the duplicate polyominoes.

The first major improvement over the naive method was Redelmeier’s algorithm [37], which is also based on a systematic construction of all polyominoes from smaller ones, but does it in a smart way which ensures that each polyomino is generated exactly once. One important feature of the algorithm is that it can be generalized to counting many other types of polyominoes—in Section 1.3 we describe the algorithm, and in chapter 2 we describe its generalizations in detail.

The current state-of-the-art enumeration algorithm for polyominoes was proposed by Jensen [20]. By using a parallel implementation, it was used for counting all fixed polyominoes up to size 56. It utilized a different approach than Redelmeier’s algorithm which enables it to enumerate all polyominoes without generating them. It can be seen as a transfer-matrix algorithm. The main difficulty with the algorithm arises from the large amount of memory it consumes, which prevents most attempts at generalization; the algorithm relies heavily on the two-dimensional geometry of polyominoes. Already in three-dimensions the amount of data needed to be stored is too large, thus, the algorithm cannot be run effectively for three or higher dimensions. Up to date, only the generalized version of Redelmeier’s algorithm can be used for higher dimensions. In Section 5 we describe a similar transfer-matrix algorithm which deals with a slightly different case (of polyominoes on a twisted cylinder).

1.3 Redelmeier’s algorithm

In this section we briefly describe Redelmeier’s algorithm for counting two-dimensional polyominoes. The reader is referred to the original paper [37] for the full details.

Redelmeier’s algorithm is a procedure for connected-subgraph counting, where the underlying graph is induced by a square lattice. Since translated copies of a fixed polyomino are considered identical, one must decide upon a canonical form. Redelmeier’s choice was to fix the leftmost square of the bottom row of a polyomino at the origin, that is, at the square (0,0). (Note that coordinates are associated with squares and not with their corners.) Thus, he needed to count the number of edge-connected sets of squares (that contain the origin) in

\[ \{(x, y) \mid (y > 0) \text{ or } (y = 0 \text{ and } x \geq 0)\} \]

The squares in this set are located above the thick line in Figure 1.3(a). The shaded
area in this figure consists of all the \textit{reachable} cells, that is, possible locations of squares of polyominoes of order 5. Counting these sets of squares amounts to counting all the connected subgraphs of the graph shown in Figure 1.3(b), that contain the vertex \(a_1\). The algorithm [37] is shown in Figure 1.4.

<table>
<thead>
<tr>
<th>Initialize the parent to be the empty polyomino, and the untried set to contain only the origin. The following steps are repeated until the untried set is exhausted.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Remove an arbitrary element from the untried set.</td>
</tr>
<tr>
<td>2. Place a cell at this point.</td>
</tr>
<tr>
<td>3. Count this new polyomino.</td>
</tr>
<tr>
<td>4. If the size is less than (n):</td>
</tr>
<tr>
<td>(a) Add new neighbors to the untried set.</td>
</tr>
<tr>
<td>(b) Call this algorithm recursively with the new parent being the current polyomino, and the new untried set being a copy of the current one.</td>
</tr>
<tr>
<td>(c) Remove the new neighbors from the untried set.</td>
</tr>
<tr>
<td>5. Remove newest cell.</td>
</tr>
</tbody>
</table>

Figure 1.4: Redelmeier’s algorithm [37, p. 196]

Step 4(a) deserves some attention. By “new neighbors” we mean only neighbors of the new cell \(c\) that was added in Step 2, which \textit{were not neighbors} of any polyomino cells before \(c\) was added. This ensures that we will not count the same polyomino more than once (we prove this in the more general setting of our algorithm in Section 2.2).

This sequential subgraph-counting algorithm can be applied to any graph (which, indeed, is exactly what we do in the next sections), and it has the property that it never produces the same subgraph twice.
Chapter 2

Generalizations of Redelmeier’s Algorithm

2.1 A Simple Generalization

In this section we describe a simple generalization of Redelmeier’s algorithm to higher dimensions, which originally appeared in [1].

We reorganize the algorithm in two stages. In the first stage we compute the cell-adjacency graph and mark the canonical cell. In the second (main) step of the algorithm we apply the original procedure, which is nothing else but counting the connected subgraphs that contained the canonical cell. As noted above, the subgraph-counting method does not depend in any way on the structure of the graph. Thus, in order to generalize the algorithm to counting \(d\)-dimensional polycubes, we only need to rewrite the first stage so that it would compute the respective neighborhood graph in the appropriate dimension (and up to the size of the sought-after polycubes). Then, we invoke the same subgraph-counting procedure.

Let us briefly review the computation of the lattice graph in \(d\) dimensions. Denote the coordinates of a cell as a vector \(x = (x_1, x_2, \ldots, x_d)\), and regard it as a number in some base \(t \in \mathbb{N}\) with \(d\) digits. We mapped the lattice cell \(x\) to the integer number \(\Gamma(x) = \sum_{k=1}^{d} x_k t^{k-1}\). The number \(t\) is chosen large enough so that no two cells are mapped to the same number. The minimum possible choice of \(t\) is obviously the size of the range of coordinates attainable by reachable cells of the polycubes, that is, \(t = 2n - 2\), where \(n\) is the polycube size. A clear benefit of this representation is the ability to compute neighboring cells efficiently: The images under \(\Gamma(\cdot)\) of the immediate neighbors of a cell \(x\) along the \(k\)th direction were \(\Gamma(x) \pm t^{k-1}\).

Originally, the canonical cell was fixed as \((0,\ldots,0)\). Except in the \(d\)th direction, the original range of reachable coordinates was \([-(n-2),\ldots,n-1]\), so it was shifted by \(n-2\) in order to have only nonzero coordinates. In the \(d\)th direction the range of reachable coordinates is \([0,\ldots,n-1]\), and so no shift was needed. Thus, the canonical cell was shifted to \(\overline{0} = (n-2,\ldots,n-2,0)\). It is easy to verify that a cell \(x = (x_1,\ldots,x_d)\) is reachable if and only if \(x \geq \overline{0}\) lexicographically, and reachable cells are in the \(d\)-dimensional box defined by \((0,\ldots,0)\) and \(x_M = (2n-3,\ldots,2n-3, n-1)\).
Algorithm GraphOrthodD(int n, int d)
begin
  1. \( o := \Gamma((n-2, \ldots, n-2, 0)); M := (2n-2)^{d-1}n-1; \)
  2. for \( i = o, \ldots, M \) do
     \( b := 1; \) counter := 0;
     2.1 for \( j = 1, \ldots, d \) do
          \( \text{if } i + b \geq o \text{ then do} \)
          \( 2.2.1 \) neighbors\([i][\text{counter}] := i + b; \)
          \( \text{end if} \)
          \( \text{end if} \)
     \( b := b(2n-2); \)
  end for
  2.3 neighbors_num\([i] := \text{counter}; \)
end for
end GraphOrthodD

Figure 2.1: Computing the graph for a \( d \)-dimensional orthogonal lattice

We have
\[
M = \Gamma(x_M) = \sum_{k=1}^{d-1} (2n-3)(2n-2)^{k-1} + (n-1)(2n-2)^{d-1} = (2n-2)^{d-1}n-1,
\]
and so, the function \( \Gamma(\cdot) \) maps reachable cells to numbers in the range 0 to \( M \).

Figure 2.1 shows the algorithm for building the \( d \)-dimensional graph.

The cell-neighborhood relations are kept in the array \( \text{neighbors}[x][y] \), where \( x \) is the identity number of the current cell and \( y \) is a serial number in the range \( (0, \ldots, 2d-1) \) (all possible directions in \( d \) dimensions). The subgraph-counting step starts from the cell with identity \( 0 \).

The cell-adjacency graph contains, then, at most \( (2n-2)^{d-1}n \) nodes. Actually, only roughly one half of these nodes, that is, about \( 2^{d-2}(n-1)^{d-1}n \), are really reachable (see Figure 1.3(a) for an illustration). In two dimensions, this number \( (n^2) \) is negligible for polyominoes whose counting is time-wise possible. For example, Redelmeier counted polyominoes of up to size 24. However, in higher dimensions a "dimensionality curse" appears. The size of the graph, and not the number of distinct polycubes, becomes the algorithm’s bottleneck. For example, in order to count polycubes of size 7 in 7 dimensions, we need to maintain a graph with about \( 10^7 \) nodes. Recall that each node has \( 2d \) neighbors—14, in the last example. This means that even for modest values of \( d \) and \( n \) the algorithm would need hundreds of megabytes of memory, let alone for higher values, for which computing \( A_d(n) \) becomes infeasible.

---

In fact, \( x_M \) itself is not reachable. The reachable cell with the largest image under \( \Gamma \) is \( y = (n-2, \ldots, n-2, n-1) \) (the top cell of a "stick" aligned with the \( d \)th direction). We have \( \Gamma(y) = \frac{(t^{d+1} - 2t^{d-1} - t + 2)(t-1)}{2(t-1)} \), where \( t = 2n-2 \).
2.2 Eliminating the Computation of the Graph

The next step in the generalization of Redelmeier’s algorithm, first described in [2], is to eliminate the need to hold the entire graph in memory throughout the computation. Clearly, the distribution of cells of different statuses is extremely uneven: At most \( n \) cells are (at a time) in the current polycube, at most \( 2nd \) cells are (at a time) in the untried set (since each of the \( n \) used cells has at most \( 2d \) free neighbors), and all the other cells are free (unoccupied). Since the lattice graph, in any dimension, has a well-defined structure, it is not necessary to create it in advance. Instead, one could create the graph locally “on demand.” Given a cell, one could compute its neighbors on-line and always in the same order. In principle, instead of maintaining a huge vertex set (lattice cells) of the graph, and keeping the status of each cell (occupied, in the untried set, or free), we could keep only the first two small sets of cells, and deduce that a cell is free from the fact that it does not belong to any of these two sets.

The major potential obstacle is that, in principle, we need to distinguish between free cells that, in the course of the algorithm, were already part of some counted polycubes, and are thus “done with,” and cells that were not yet part of any polycube. It turns out that this differentiation is redundant, and we can manage without keeping this information for each free cell.

To show this, let us formally prove the correctness of the algorithm.\(^2\) We need to prove that even though the graph contains plenty of cycles, no subgraph is obtained twice with different orders of nodes. It will then become clear that no information about the nodes of the underlying graph should be maintained in the course of the algorithm. From the definition of the algorithm, it is clear that every polycube will be counted at least once. This is because a polycube is a connected set of cells that includes the origin, and so any exhaustive procedure of adding cells by connectivity will reach any polycube. The more delicate issue is to prove that every polycube is counted only once.

**Theorem 1** Redelmeier’s algorithm counts every connected subgraph (polycube) that contains the origin exactly once.

**Proof:** Denote a polycube of size \( n \) as an ordered set \((a_1, \ldots, a_n)\), where the cells \( a_i \) are ordered according to their arrival at the polycube in the course of the algorithm. (Obviously, \( a_1 = \emptyset \) in all polycubes.) Assume for contradiction that the same polycube \( P \) is generated twice, i.e., there are two ordered sets \( A = (a_1, \ldots, a_n) \) and \( B = (b_1, \ldots, b_n) \), generated by the algorithm, which differ only in their permutations of cells. Let \( A \) be the set that was generated first, and \( k \) (for \( 2 \leq k \leq n \)) be the smallest index for which \( a_k \neq b_k \). (It is clear from the definition of the algorithm that the same ordered set cannot be generated twice.)

Let us focus on the recursion subtree whose root is the polycube \( P' = (a_1, \ldots, a_{k-1}) \). We can assume by induction (on the level of recursion) that \( P' \) is generated only once in the course of the algorithm. First, \( a_k \) is moved from the untried set to the polycube.

\(^2\)Redelmeier [37, p. 195] only gave a brief description of the course of the algorithm. The reader is also referred to the discussion in [32, §2].
Then, in a lower subtree of the recursion, all the sets whose prefix is \((a_1, \ldots, a_{k-1}, a_k)\) are explored. Following this, \(a_k\) is removed from the polycube. Possibly, other cells are moved (one at a time) from the untried set to the polycube, and subtrees of the recursion are performed. Finally, \(b_k\) is moved from the untried set to the polycube, forming the set \((a_1, \ldots, a_{k-1}, b_k)\), and the recursion goes down again. Our goal is to prove that in this subtree of the recursion, the cell \(a_k\) cannot be added to the polycube, and, hence, \(P\) cannot be generated again.

To this aim we need a few observations:

1. When \(P'\) is generated the first time, both \(a_k\) and \(b_k\) are in the untried set. This is because a recursion subtree fully exhausts all the polycubes whose prefix is the one at the top of that subtree. Thus, \(A\) and \(B\) must be generated at the same subtree, and for this to happen, the untried set must contain both \(a_k\) and \(b_k\) when \(P'\) is generated.

2. Executing a subtree of the recursion does not change the untried set at the top of the subtree; down the recursion, cells are added and removed to the untried set in a symmetric way.\(^3\)

3. By definition, a cell is in the untried set if it is an immediate neighbor of the current polycube. A cell is added to this set only when it becomes a new neighbor; later in the course of the algorithm, the cell cannot remain in the untried set if it is no longer a neighbor of the polycube. This follows from the order of the algorithm: once a cell enters the untried set, this set is fully exhausted before the recursion goes up and shrinks the polycube at the top of this subtree.

From these observations we deduce that both \(a_k\) and \(b_k\) are neighbors of \(P'\). (Otherwise, they could not be added to the untried set when \(P'\) was first created; in addition, since \(P'\) is created only once, \(a_k\) and \(b_k\) are added to the untried set at the same time.) After the termination of the recursion subtree, at the top of which \((a_1, \ldots, a_{k-1}, a_k)\) is, \(a_k\) is removed from the polycube (but not returned to the untried set), and later \(b_k\) is added to the polyomino. At this time (and down this subtree), \(a_k\) cannot be added to the polycube, because it cannot be added to the untried set. This follows from the fact that \(a_k\) cannot become a new neighbor of the polycube, since it is already a neighbor of it. (Recall the definition of “new neighbors.”)

This contradicts the assumption that \((b_1, \ldots, b_n)\) contains \(a_k\) as a cell, and the claim follows.

The above proof implies that after \(a_k\) is removed from the current polycube, it will never again be added to the untried set (and hence neither to the polycube) as long as the recursion continues with \(P'\) as its root. However, when the recursion is unfolded, and the current polycube is shrunk so that it is a subset of \(P'\) plus some other cells, it is certainly possible that \(a_k\) will be added again to the untried set and later to the polycube. Nevertheless, no future polycube will have \(P'\) as a subset.

\(^3\)In his actual implementation of the algorithm, Redelmeier [37, p. 197] took advantage of this fact to avoid the creation of copies of the untried set in the recursive calls; instead, he used only one expanding and shrinking stack for maintaining all versions of this set.
The above proof also implies that we do not need to store any information about the free cells. This is because in order to avoid counting the same polyomino twice, all that is required is the current polyomino and its neighboring cells. To maintain this information we only need to be able to explore the graph locally “on demand,” and for each neighbor \( c' \) of a cell \( c \) which is moved from the untried set to the polycube, determine whether or not it is now a new neighbor. The first task is easy to accomplish, since the structure of the orthogonal lattice is well defined, and so is the definition of the mapping \( \Gamma(\cdot) \). The second task is also feasible: Such a cell \( c' \) is a new neighbor if and only if its only neighboring cell in the current polycube is \( c \). This is easy to determine using the polycube’s set of cells.

### 2.3 Complexity Analysis

For the analysis we assume that \( n > d \), otherwise the polycubes cannot really span all the \( d \) dimensions. In \( d \) dimensions, there are \( \Theta((2n)^d) \) distinct reachable cells, so the amount of memory (and time) needed to store (and process) the identity of a single cell is \( \Theta(d \log n) \). (Note that in other studies this factor was considered as \( \Theta(1) \) or \( \Theta(d) \).)

We maintain two data structures: The set of currently-occupied cells (the current polycube) and the set of untried cells (neighbors of the polycube). The size of the current polyomino is at most \( n \), while the size of the untried set is at most \( 2dn - 2(n-1) = 2((d-1)n+1) \). That is, the amount of cells stored by the algorithm is \( \Theta(dn) \). For this we need \( \Theta(d^2n \log n) \) space. For a fixed value of \( d \), this is \( \Theta(n \log n) \).

Since the new version of the algorithm does not compute the lattice graph, the size of the latter does not directly affect the algorithm’s running time. The important factor is the number of operations (additions and deletions of cells) on the untried set. This number is proportional to \( A_d(n) \), the number of counted polycubes. (More precisely, the number of these operations is proportional to the total number of \( d \)-dimensional polycubes of all sizes up to \( n \), but the polycubes of size \( n \) outnumber all the smaller polycubes.)

We maintain the current polycube as a balanced binary tree (sorted by \( \Gamma(\cdot) \) values), and since it always contains up to \( n \) cells, each search, addition, or deletion requires \( O(\log n) \) steps (where each step requires \( O(d \log n) \) time, as explained above). The untried set should be a queue-like structure which supports two types of operations: (1) Adding new cells at the rear and removing cells (to be added to the current polycube) from the front. (2) Searching for a node, so that a cell will not be added twice to the set. An appropriate tree structure (or two trees with cross references) can do the job. Since the size of the untried set is \( O(dn) \), each operation on the set requires \( O(d \log n + \log n) = O(\log n) \) steps.

When a cell \( c \) is moved from the untried set to the polycube, its \( 2d \) neighbors are computed, and each such neighbor \( c' \) is tested to see if it is a new neighbor. Recall that \( c' \) is a new neighbor if it is free and among all its own \( 2d \) neighbors, only \( c \) belongs to the current polycube. Hence, each such test can be done in \( O(d \log n) \) steps by using the polycube structure, for a total of \( O(d^2 \log n) \) steps for all the neighbors of \( c \). This can be done more efficiently if we keep a secondary set of cells that were removed from the polycube but are still its neighbors, thus, they cannot become “new neighbors” as long as they maintain this property. The size of this set is comparable to that of the untried set,
that is, $\Theta(dn)$. For each cell $c$ in this secondary set we maintain the count of its neighbors that belong to the polycube, cells due to which the cell $c$ cannot become a new neighbor. When a cell is removed from the polycube, not only is it put in the secondary set and its count is initialized appropriately, but also the “neighbor counts” of all its neighbors (which are in this set) are decreased by 1. When the neighbor count of a cell reaches 0, the cell is removed from this secondary set, thus, it may again become a new neighbor. With this set we can test in only $O(\log n)$ steps whether or not a cell $c'$ is a new neighbor of the polycube. If it is not new, then it is not added to the untried set. (A byproduct of this is that the data structure implementing the untried set does not have to support the search operation, since we will never attempt to add to it a cell which is already there.)

Let us now sum up the amount of work (in steps) performed in each operation. Recall that a single operation on any of the lists requires $O(\log n)$ steps. Removing a cell $c$ from the polycube takes $O(\log n)$ steps. We also add $c$ to the secondary set in $O(\log n)$ steps, and initialize its count in $O(d\log n)$ steps by checking which of its $2d$ neighbors belong to the polycube. In addition, we need to update the counts of the $O(d)$ neighbors of $c$ in the secondary list. For each such neighbor we compute its id in $O(1)$ steps, search for it in the list in $O(\log n)$ steps, update its count (if it is in the list) in $O(1)$ steps, and remove it from the list (if necessary) in $O(\log n)$ steps. This amounts to $O(\log n)$ steps per neighbor, for a total of $O(d\log n)$ steps for all neighbors of $c$.

Moving a cell $c$ from the untried set to the polycube takes $O(\log n)$ steps. In addition, we need to compute which cells, neighboring to $c$, become new neighbors of the polycube. For each such neighbor we compute its id in $O(1)$ steps, and search for it both in the polycube and in the secondary list in $O(\log n)$ steps. Then, we either add it to the untried set (if it is neither in the polycube nor in the secondary set) in $O(\log n)$ steps, or update its count (if it is only in the secondary set) in $O(1)$ steps. This amounts to $O(\log n)$ steps per neighbor, for a total of $O(d\log n)$ steps for all neighbors of $c$.

Overall, each basic operation of the algorithm (adding or removing a cell) requires $O(d\log n)$ steps. Since the algorithm performs $A_d(n)$ operations, and each step requires $O(d\log n)$ time, the total running time is $O(A_d(n)d^2\log^2 n)$. In fact, we implemented the three sets as one hash table. Practically, this reduces only the polynomial term, while the major factor, $A_d(n)$, is exponential in $n$, where the base of the exponent is an unknown constant that depends solely on $d$ (e.g., $\sim 4.06$ for $d = 2$).

### 2.4 Parallelization

Our algorithm can be parallelized efficiently, and so it can be run simultaneously on an unlimited number of different computers. This is done in a fashion similar to the one used by Mertens and Lautenbacher [33] in their parallelization of the two-dimensional version of Redelmeier’s algorithm (for counting polyominoes in the plane). The parallelism relies crucially on the fact that the execution of any subtree of the recursion does not change the contents of the data structures at the top of the subtree, and so the computation can be distributed between many processors in such a way that only one of them counts the number of animals in some subtree, while all the other processors skip it altogether and
count animals in other subtrees.

In practice, the main procedure recurses only until some level \( k < n \). Regardless of the value of \( n \), this induces \( A(k) \) subtrees. (For the various types of \( A(k) \) counted) These subtrees can be assigned independently to the processors which we have at hand. The results for all levels \( m \) (where \( 1 \leq m \leq n \), and, in particular, \( m = n \)) are collected from all the processors, and their summation yields the values of \( A(m) \).

The parallelism is perfect in the sense that the split of the computation into parallel tasks can be done at any level \( 1 \leq k \leq n \). Setting the level \( k \) is based on the desired complexity of a task. Note that for a fixed value of \( k \), the complexities of different subtrees whose roots are at level \( k \) may differ significantly. Obviously, setting \( k = 1 \) results in a single task, in which case the algorithm runs sequentially. Also note that all tasks involve running the entire algorithm up to level \( k \), and recursing only into the designated subtrees. In principle we could avoid this by transferring over the Internet the initial and target configurations (i.e., contents of the data structures that monitor the recursive algorithm), effectively allowing a “warm restart” of the algorithm at any task. In practice, our experiments showed that with our choices of \( k \), the time wasted on running the entire algorithm up to level \( k \) in each task was absolutely negligible.

In some cases, care should be taken to differentiate between animals that should be counted and those that should not be counted. For example, when we count only convex polycubes, or proper polycubes (polycubes that span all dimensions,\(^4\) or any other specialized type of animals, intermediate animal-like structures do not match the definition of the sought animals, but we cannot skip their creation during the course of the algorithm since subsequent animals may well be of the desired type.

Our actual implementation of the parallel version of Redelmeier’s algorithm is based on the “server-client” model. The server was designed to count at the same time several types of animals, hence, it maintains a list of the currently running counters. Each counter is characterized by the type of lattice, the maximum animal size, the value \( k \) that controls the parallelization, etc. One of these counters is the active counter, corresponding to the lattice on which animals are counted at the present time. Each counter keeps a list of counting tasks, that is, subtrees or ranges of subtrees of the enumeration tree. A task is characterized by the counter type and by the range of \( k \)-level subtrees to be processed. Any counter also keeps an indication, for each of its tasks, whether or not the task was already executed, and if yes, what its counting results are.

When a new client introduces itself to the server (by communicating over the Internet), the latter responds with a request to carry out one of the yet-unhandled tasks of the currently active counter. The client then invokes a local copy of the polyomino-counting program, performing the entire computation up to level \( k \), and recursing to the subtrees only in the requested range. At the end of the computation, the client forwards the counting results to the server, again, by communicating over the Internet. Upon receiving these data, the server updates its records. Namely, the task is marked as handled, and the counting results are stored and added to the total results of the active counter. Then,

---

\(^4\)For example, in the plane, “stick” (straight-line) polyominoes are not proper because they span only one dimension.
Table 2.1: Numbers of fixed three-dimensional polycubes

| n  | \(A_3(n)\) | Ref. | | \(A_3(n)\) | Ref. |
|-----|-------------|------|| \(A_3(n)\) | Ref. |
| 1   | 1           |      | | 10       | 8,294,738 |
| 2   | 3           | 11   | | 12       | 60,494,549 |
| 3   | 15          | 12   | | 13       | 446,205,905 \[27\] |
| 4   | 86          | 13   | | 14       | 3,322,769,321 |
| 5   | 534         | 14   | | 15       | 24,946,773,111 |
| 6   | 3,481       | 15   | | 16       | 188,625,900,446 |
| 7   | 23,502      | 16   | | 17       | 1,435,074,454,755 |
| 8   | 162,913     | 17   | | 18       | 10,977,812,452,428 \[38\][a] |
| 9   | 1,152,870   | 18   | | 19       | 84,384,157,287,999 \[1\] |

\[a\]Attributed to A. Flammenkamp in 1999.

A new task is assigned to the same client, and the process continues until all tasks are handled. At this time the active counter has finished its execution and another counter, if available, becomes the active counter.

To accommodate situations in which a task is "lost," that is, the main server never receives the task’s results from the client to which the task was assigned, the server assigns tasks to clients in a cyclic manner. When all tasks are either completed or assigned to clients, the server returns to the beginning of the task list, and for each yet uncompleted task, if a nominal amount of time has passed since its allocation to a client, the task is assigned to the next available client. In principle, this can lead to the execution of the same task by more than one client, and to the reporting of this task’s results more than once. (This happens only towards the completion of executing a counter.) In this case the server checks for contradicting results, and if such results are encountered, a warning message is sent to the operator of the server. (So far we have never experienced such a situation, indicating, so we believe, that the client code is free of bugs.)

### 2.5 Results for \(d\)-Dimensional Polycubes

Tables 2.1 and 2.2 show the values of \(A_d(n)\) obtained in 3–8 dimensions. New values, which were tabulated here and in our papers for the first time, are shown in bold font. Values of \(A_8(n)\) confirm previously-published values which relied on unproven formulae. The nonparallel version of the program computed the reported values of \(A_6(\cdot)\) and \(A_8(\cdot)\) in about 26 days and a little more than a week, respectively. The values of \(A_7(\cdot)\) were computed by the parallel program in about a week, using a dozen computers for gathering a total of 91 days of CPU. All the old values in the table agree with previous publications, except for the values of \(A_6(7)\) and \(A_6(8)\) computed by Lunnon \[27\]. From his calculations of proper polyominoes, one can infer the values 4,038,205 and 71,976,512, respectively. However, the now-known \[5\] explicit formulae for those cases confirm our counts.
<table>
<thead>
<tr>
<th>(n)</th>
<th>(A_4(n))</th>
<th>(A_5(n))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>28</td>
<td>45</td>
</tr>
<tr>
<td>4</td>
<td>234</td>
<td>495</td>
</tr>
<tr>
<td>5</td>
<td>2,162</td>
<td>6,095</td>
</tr>
<tr>
<td>6</td>
<td>21,272</td>
<td>80,617</td>
</tr>
<tr>
<td>7</td>
<td>218,740</td>
<td>1,121,075</td>
</tr>
<tr>
<td>8</td>
<td>2,323,730</td>
<td>16,177,405</td>
</tr>
<tr>
<td>9</td>
<td>25,314,097</td>
<td>240,196,280</td>
</tr>
<tr>
<td>10</td>
<td>281,345,096</td>
<td>3,648,115,531</td>
</tr>
<tr>
<td>11</td>
<td>3,178,474,308</td>
<td>56,440,473,990</td>
</tr>
<tr>
<td>12</td>
<td>36,400,646,766</td>
<td>886,696,345,225</td>
</tr>
<tr>
<td>13</td>
<td>421,693,622,520</td>
<td>14,111,836,458,890</td>
</tr>
<tr>
<td>14</td>
<td>4,933,625,049,464</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>58,216,226,287,844</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(n)</th>
<th>(A_6(n))</th>
<th>(A_7(n))</th>
<th>(A_8(n))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>66</td>
<td>91</td>
<td>120</td>
</tr>
<tr>
<td>4</td>
<td>901</td>
<td>1,484</td>
<td>2,276</td>
</tr>
<tr>
<td>5</td>
<td>13,881</td>
<td>27,468</td>
<td>49,204</td>
</tr>
<tr>
<td>6</td>
<td>231,008</td>
<td>551,313</td>
<td>1,156,688</td>
</tr>
<tr>
<td>7</td>
<td>4,057,660*</td>
<td>11,710,328</td>
<td>28,831,384</td>
</tr>
<tr>
<td>8</td>
<td>74,174,927*</td>
<td>259,379,101</td>
<td>750,455,268</td>
</tr>
<tr>
<td>9</td>
<td>1,398,295,989</td>
<td>5,933,702,467</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>27,012,396,022</td>
<td>139,272,913,892</td>
<td></td>
</tr>
</tbody>
</table>

*These values do not agree with the values of \(A_6(7) = 4,038,205\) and \(A_6(8) = 71,976,512\) that can be computed from the counts of Lunnon [27], but as shown in [5] and [28], our results are the correct ones.

Table 2.2: Numbers of fixed \(d\)-dimensional polycubes (new values in bold)
2.6 Nonrectangular Planar Lattices

In this section we describe our extensions of the algorithm to counting planar triangular polyominoes (polyiamonds) and hexagonal polyominoes (polyhexes). For both cases Lunnon [25] considered cells with three coordinates (albeit in the plane), while we model these lattices with cells from the standard rectangular lattice with different adjacency relations.

2.6.1 Polyiamonds

For a triangular lattice we use equilateral triangles in two inverse orientations. We model a triangular lattice by a rectangular lattice with a restriction on the neighborhood relations: A cell whose sum of coordinates is even (resp., odd) has only an upper (resp., lower) neighboring cell but not a lower (resp., upper) neighbor. All cells have right and left neighbors; see Figure 2.2.

As in the orthogonal case, we choose the canonical cell to be the leftmost triangle in the lowest row. Since we have two types of triangles (“up” and “down,” e.g., \((0,1)\) and \((0,0)\), respectively, in Figure 2.2), there are two possible types of canonical cells. Nevertheless, it turns out that it suffices to count only triangular polyominoes whose canonical cell is of one type, say, “down.”

Recall that we denote by \(T(n)\) the number of triangular polyominoes of size \(n\). Let \(T'(n)\) mark the number of triangular polyominoes whose canonical cell is “down.” Observe that \(T(n) = T'(n) + T'(n - 1)\). To see this, note that when the canonical cell is “up,” its only possible neighbor is its right “down” neighbor. Therefore, the number of triangular polyominoes of size \(n\) whose canonical cell is “up” is the same as the number of polyominoes of size \((n - 1)\) whose canonical cell is “down,” the right neighbor of the original canonical cell.

2.6.2 Polyhexes

Hexagonal polyominoes have already been counted by a transfer-matrix method,[41] which is much faster than our subgraph-counting approach. For completeness, we also describe this case here.

We can model a hexagonal lattice by using a rectangular lattice with a special type of adjacency relationship. Namely, consider a hexagonal lattice as a rectangular lattice in which every second column is “slid down” by half a square. Every two adjacent squares
(even along half of a cell boundary edge) in the modified lattice are considered neighbors (see Figure 2.3). Thus, we allow the cell to have six neighbors in a hexagonal lattice instead of four as in a rectangular lattice. The two additional neighbors are diagonal—either the upper or the lower diagonal cells, depending on the parity of the x coordinate of the cell. In the example shown in Figure 2.3, the two additional neighbors of \((1,1)\) (odd x coordinate) are \((0,0)\) and \((2,0)\) (the two lower diagonal cells), while the additional neighbors of \((2,1)\) (even x coordinate) are \((1,2)\) and \((3,2)\) (the two upper diagonal cells).

In the hexagonal case we need a sharper definition for the canonical cell. While it is still defined as the leftmost cell in the lowest row, the meaning of a “row” is now restricted only to hexagons that are aligned horizontally. In other words, in our example, \((1,0)\) is not in the same row as \((2,0)\). Consequently, every row in a rectangular lattice becomes two rows in a hexagonal lattice—an upper and a lower hexagonal row. We fix the canonical cell to always be in the upper hexagonal row. While building the graph, we do not include cells that are below this upper row. Thus, if \((2,0)\) is the canonical cell, then \((3,0)\) is not reachable and is, therefore, not included in the graph.

### 2.7 Leapers

A \((a, b)\)-leaper is a lattice animal lying on the two-dimensional orthogonal lattice, in which the neighbors of cell \((x, y)\) are defined to be cells \((x \pm a, y \pm b)\) and \((x \pm b, y \pm a)\). Under this definition, regular polyominoes are \((1,0)\)-leapers. It is not difficult also to see that \((1,1)\)-leapers are again equivalent to regular polyominoes, and likewise for \((a, a)\)-leapers for any \(a\). Hence, we focus on the case of \((a, b)\)-leapers with \(a > b > 0\).

Since for such a \((a, b)\)-leaper lattice, each cell has eight neighbors in four different possible “dimensions”, such leapers can be thought of as approximations for 4-dimensional polycubes (as is well apparent from the empirical results as well). The term *polyknights* is usually used for \((2,1)\)-leapers for obvious reasons, and *polyzebra* is used for \((3,2)\)-leapers.

Although every pair \((a, b)\) gives rise to a different type of a leaper, the counting results are quite similar for most pairs, since differences arise only in leapers big enough to contain self-intersections of different manners. For example, the number of polyknights and polyzebras up to size 5 are the same, and are equal to the number of 4-dimensional polycubes; for \(n > 5\) the number of polyknights differ, but the number of polyzebras remains the same as the number of polycubes up to \(n = 9\). The current counts have
<table>
<thead>
<tr>
<th>n</th>
<th>Polyknights (A030444)</th>
<th>Polyzebras (A093877)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>4</td>
<td>234</td>
<td>234</td>
</tr>
<tr>
<td>5</td>
<td>2,162</td>
<td>2,162</td>
</tr>
<tr>
<td>6</td>
<td>20,972</td>
<td>21,272</td>
</tr>
<tr>
<td>7</td>
<td>209,608</td>
<td>218,740</td>
</tr>
<tr>
<td>8</td>
<td>2,135,572</td>
<td>2,323,730</td>
</tr>
<tr>
<td>9</td>
<td>22,049,959</td>
<td>25,314,097</td>
</tr>
<tr>
<td>10</td>
<td>229,939,414</td>
<td>281,299,736</td>
</tr>
<tr>
<td>11</td>
<td>2,416,816,416</td>
<td>3,176,220,308</td>
</tr>
<tr>
<td>12</td>
<td><strong>25,569,786,440</strong></td>
<td><strong>36,332,751,862</strong></td>
</tr>
</tbody>
</table>

Table 2.3: Numbers of polyknights and polyzebras

computed the number of polyknights (sequence A030444 in [38]) and polyzebras (sequence A093877 in [38]) up to $n = 11$; using our method we have obtained one additional value for each sequence.
Chapter 3

Analysis of the Growth Constants

3.1 Klarner’s Constant

We give a short description of Klarner’s proof that \( \lambda_2 := \lim_{n \to \infty} \sqrt[3]{A_2(n)} \) exists.

Klarner’s main observation is that \( A_2(n) \) is log-concave, i.e., it satisfies the relation \( A_2(n) \cdot A_2(m) \leq A_2(n + m) \). This follows from a so-called concatenation argument: every polyomino \( A \) of size \( n \) can be “glued” to any polyomino \( B \) of size \( m \) by placing the rightmost cell in the topmost row of \( A \) exactly to the left of the leftmost cell in the lowest row of \( B \). Since \( A \) and \( B \) touch but do not overlap, the result is a valid polyomino of size \( n + m \). Different choices of \( A \) and \( B \) lead to different concatenated polyominoes of size \( n + m \). However, not all polyominoes of size \( n + m \) can be represented as a concatenation of two polyominoes of sizes \( n \) and \( m \). This yields the wanted inequality.

Taking logarithms, we see that the sequence \( a(n) = \ln A_2(n) \) is superadditive:
\[
a(n) + a(m) \leq a(n + m) \quad \text{for all} \quad n, m.
\]
A well-known lemma of Fekete [35] shows that if the sequence \( a(n) \) is superadditive, then the limit \( \lim_{n \to \infty} \frac{a(n)}{n} \) exists (but may be \( \infty \)). Hence, \( \lim_{n \to \infty} \frac{a(n)}{n} = \lim_{n \to \infty} \ln(\sqrt[3]{A_2(n)}) \) exists, so \( \lim_{n \to \infty} \sqrt[3]{A_2(n)} \) exists as well.

It remains to show that \( \lim_{n \to \infty} \sqrt[3]{A_2(n)} < \infty \), by giving some upper bound on the growth of \( A_2(n) \). This can be done in several ways, the one yielding the best upper bound was given by Klarner and Rivest [23]. We present here the method given by Klarner in his original paper [22] with credit to Eden [12].

We show how a binary string of length \( 3n - 1 \) can be used to construct an arbitrary polyomino. Begin constructing the polyomino by placing one square on the grid, and assume that this square is the leftmost square in the bottom row of the polyomino. Hence, only two of its neighboring squares (the right and the upper) can be added to the polyomino. Read one bit from the string for each of them, where 0 denotes not adding a square, and 1 denotes adding a cell. Now proceed to one of the added cells; it has only three valid neighbors, since one neighboring square is the one we arrived from. Read three bits from the string and proceed as before.

It is not difficult to see that every polyomino can be generated by some string (although not all strings lead to valid polyominoes, and some polyominoes are generated by many strings). Moreover, the number of 1’s in the string is the total number of cells added to the polyomino except the first cell. Hence we are only interested in binary strings of length...
$3n - 1$ containing exactly $n - 1$ 1’s, and so $A_2(n) \leq \sqrt[3]{\binom{3n-1}{n-1}} \leq 6.75$.

The same method can be applied in $d$ dimensions, for a fixed value of $d$, and for any lattice where each cell has a constant number of neighbors. For a lattice in which each cell has $k$ neighbors, a lattice animal can be encoded by binary strings of length $(k - 1)n - 1$ with exactly $n - 1$ 1’s, and so we obtain as an upper bound on the $n$th power of the growth-rate limit the term $\left(\frac{(k-1)n-1}{n-1}\right)^n$.

Since $\left(\frac{(k-1)n-1}{n-1}\right)^n = (k - 1)\left[1 + \frac{1}{k-2}\right]^{n-2} < (k - 1)e$, we see that $(k - 1)e$ is an upper bound on the growth-rate limit for any lattice in which every cell has $k$ neighbors. In particular, for animals in a $d$-dimensional orthogonal lattice we have the bound $(2d - 1)e$.

### 3.2 Proper Polycubes

#### 3.2.1 Lunnon’s formula

A $d$-dimensional polycube is proper if it spans all the $d$ dimensions (and thus, cannot be embedded in $d - 1$ dimensions). We denote by $DX(n, d)$ the number of proper polycubes of size $n$ in $d$ dimensions. A main interest in $DX$ stems from the fact that the number of (non-proper) polycubes can be easily computed using the formula

$$A_d(n) = \sum_{i=0}^{d} \binom{d}{i} DX(n, i),$$

given originally by Lunnon [27]. The formula is proved by noting that every proper $i$-dimensional polycube can be embedded in the $d$-dimensional space in exactly $\binom{d}{i}$ different ways (according to the choice of dimensions for the polycube to occupy). Also, if $n \leq d$ then the polycube simply cannot occupy all the dimensions (since a polycube of size $n$ can occupy at most $n - 1$ dimensions), and so $DX(n, d) = 0$ in this case. Following [5], we rewrite the above formula as

$$A_d(n) = \sum_{i=0}^{\min(n-1,d)} \binom{d}{i} DX(n, i).$$

Lunnon’s formula has been widely used in the statistical-physics literature on lattice animals, and is called a “partition formula,” where the partition is usually according to a few more parameters (attributes of the polycubes). The earliest references for this, that we are aware of, are from the 1960s.

#### 3.2.2 Counting proper polycubes

As mentioned above, our counts of $A_6(7)$ and $A_6(8)$ did not match those of Lunnon [27]. Since in that paper, Lunnon actually computed $DX(n, d)$, the discrepancies were found by computing the expected values of $A(n)$ according to Lunnon’s formula. In order to trace the source of the discrepancies, we modified our program to also count proper polycubes.

To this aim, we should have maintained a “dimension status” that should have counted, for each dimension $1 \leq i \leq d$, how many cells of the current polycube have the $i$th
coordinate different than 0, the cell at the origin. Each addition or deletion of a cell to/from the polycube should have been accompanied by updating the appropriate counter in the dimension-status record. To achieve this, we needed an efficient implementation of $\Gamma^{-1}(\cdot)$, a function that maps numbers (cell ids) back to their original source cells with $d$ coordinates.

However, for efficiency of the program, we wanted to avoid altogether the use of such a function $\Gamma^{-1}(\cdot)$. When we add a cell $c$ to the polycube, instead of increasing by 1 the counters of all its dimensions relative to the origin (which are many, and not simple to identify), we increase only the counter of its dimension relative to the cell $c'$ due to which it was previously put in the untried set (which is unique, and is known while $c$ is added). This specific counter is decreased by 1 when cell $c$ is removed from the polycube. During the entire period in which $c$ belongs to the polycube, this dimension of the polycube is used. Thus, although the counter of dimension $i$ does not really count the number of cells that occupy the $i$th dimension, it is easy to see that it is still positive whenever there is any cell that does so. Obviously, the cell at the origin does not occupy any dimension. In conclusion, a polycube is proper if and only if all the $d$ counters in the dimension-status record are greater than zero.

### 3.2.3 Diagonals

As mentioned before, for $n \leq d$ we have $DX(n,d) = 0$. Hence, in a matrix recording the values of $DX$ the upper triangle and the main diagonal would be 0. This gives rise to the question whether a pattern can be found in the nonzero diagonals, i.e., in the sequences $DX(n,n-k)$, where $k < n$ is a parameter corresponding to the ordinal number of the diagonal. Obviously, if a simple formula is found for $DX(n,n-k)$ for every $k$, this will yield a simple formula for $A_d(n)$ (using Lunnon’s formula). A detailed analysis of diagonals for proper polycubes is given in [5]; we give the basic results here.

For the first diagonal, a simple formula is indeed well-known:

**Theorem 2** $DX(n,n-1) = 2^{n-1}n^{n-3}$.

This formula is usually justified by the fact that these minimal proper polycubes are in one-to-one correspondence with Cayley trees. Many works mention it either implicitly or explicitly; see, e.g., [15, Eq. (2.3)] and [34, Eq. (2.9)].

We supply a proof here as well. We begin with the following lemma, which gives the number of trees that correspond to our polycubes:

**Lemma 3** The number of trees on $n$ vertices, with directed edges labeled by $1, 2, \ldots, n-1$, is $2^{n-1}n^{n-3}$.

**Proof:** The number of trees on $n$ vertices labeled by the numbers $0, 1, 2, \ldots, n-1$ is known to be $n^{n-2}$ (this is the so-called Cayley’s formula). Each of the $n-1$ edges of the tree can be directed in two possible orientations. Hence, there are $2^{n-1}n^{n-2}$ labeled trees with directed edges.

For every edge-labeled tree, choose one of the $n$ possible vertices and label it by 0. Now “shift” the label on each edge to the vertex in the direction away from vertex 0. This
gives rise to a tree with labeled vertices and each edge-labeled tree gives rise to exactly $n$ such trees, for each of the possible choices of the 0 vertex. This shows that there are $2^{n-1}n^{n-3}$ directed edge-labeled trees.

We now show a bijection between directed edge-labeled trees and proper polycubes, thus proving the theorem.

Proof of Theorem 2: Given a polycube $P$, we take the adjacency graph of its cells, i.e., the vertices are the cells of $P$ and edges correspond to pairs of face-adjoint cells. Every pair of vertices connected by an edge represents cells that differ only in one coordinate $i$. Thus, we label the edge by $i$ and orient it so as to point from the cell with the smaller $i$th coordinate to the cell with the larger one. Obviously, this graph is connected since the polycube is.

It remains to show that the graph is indeed a tree. Consider a spanning tree of the graph, and note that all $n-1$ possible labels must be present on its $n-1$ edges, otherwise the original polycube is not proper.

If we fix an arbitrary node of the spanning tree as its root, and assume it to be at the origin of coordinates (i.e., all its coordinates are 0), then with every vertex we can associate the list of dimensions whose coordinate is nonzero. For every vertex, this list contains all the labels of the edges on the path leading to it from the root. (Note that the same label cannot appear twice with different signs, canceling out the coordinate, since then not all of the $n-1$ labels would appear).

Now suppose that $a$ and $b$ are two vertices in the graph that do not share an edge in the spanning tree. Then, their distance in the spanning tree is at least 2, and, hence, they differ by at least two coordinates (the coordinates that uniquely appear as edge labels on the path connecting them). Therefore, they cannot be incident to the same edge in the graph, since this would imply that they differ by one coordinate only, showing that the graph obtained from the polycube is identical to the spanning tree.

On the other hand, given a directed edge-labeled tree, we can construct the corresponding polycube by picking an arbitrary root and traversing the tree from it, constructing the polycube according to the edge labels. It is easy to see that this reverses the process of transforming a polycube into a tree.

A somewhat more elaborate treatment yields the formula of the second diagonal:

Theorem 4 [5, Theorem 6] $DX(n, n-2) = 2^{n-3}n^{n-5}(n-2)(2n^2 - 6n + 9)$.

### 3.3 Tree Polyominoes

#### 3.3.1 Introduction

A tree polyomino is a polyomino whose dual (cell adjacency) graph is a tree. Tree structures are dealt with extensively in [7]. Tree polyominoes on a hexagonal lattice were enumerated in [6, 18].

Similarly to Lunnon’s notation [27], we denote by $DT(n, d)$ (resp., $CT(n, d)$) the number of proper (resp., all) tree polycubes of size $n$ in $d$ dimensions.
Computing $DT(n, d)$ and $CT(n, d)$, using our generalization of Redelmeier’s algorithm, is quite straightforward. For each cell in the lattice neighboring the current animal, we maintain a reference count for the number of its neighbors in the animal itself. Whenever we add or remove a cell from the animal, we update its neighbors accordingly. When a new cell is chosen from the untried set in order to be added to the current animal, we check its reference count. If it is greater than 1, we remove it from the untried set without using it at all. This prevents any cycles from forming in our animal. Hence, we end up with a tree animal. No tree animal is missed by this method, since adding a cell to a valid animal, where the new cell has two or more neighbors in the animal, ensures that the animal will contain a cycle as long as the new cell is part of it. Hence, we discard from the untried set only cells whose addition to the animal will prevent it from being a tree. For a fixed value of $n$, we define $CT_n(d) = CT(n, d)$ as a function of one variable $d$.

Our goal is to estimate the growth rate constant $\lambda^T_d$ for $d$-dimensional tree polycubes for large values of $d$. As in [5], we take the following strategy:

1. Compute $DT(n, n-1)$ and $DT(n, n-2)$;
2. Compute the general terms for the leading coefficients of $CT_n(d)$; and
3. Compute the beginning of a long polynomial division $CT_{n+1}(d)/CT_n(d)$.

### 3.3.2 Diagonal formulae

**Theorem 5** $DT(n, n-1) = 2^{n-1}n^{n-3}$.

*Proof:* Since proper polycubes of size $n$ in $n-1$ dimensions cannot have cycles, that is, all such polycubes are trees, $DT(n, n-1)$ is the total number of proper $d$-dimensional polycubes of size $n$. This number is well-known to be $2^{n-1}n^{n-3}$ (see Theorem 2).

We now give a formula for the second diagonal, the tree-animal equivalent of Theorem 4. The proof follows closely the proof given in [5].

**Theorem 6** $DT(n, n-2) = 2^{n-3}n^{n-5}(n-2)(2n^2 - 7n + 12)$.

For the proof we use the following lemma:

**Lemma 7** [5, Lemma 4] The number of ordered sequences of $k \geq 1$ undirected rooted trees with a total of $n-k$ edges and $n$ vertices, and distinct edge labels $1, \ldots, n-k$, is $n^{n-k-1}k$.

By “rooted” we mean that each tree in the forest has a distinguished marked vertex.

*Proof:* The proof in [5] uses known facts about the number of labeled trees with given degrees; we give an alternate proof which uses elementary facts from the theory of exponential generating functions (EGFs). For a general description of this method we refer the reader to [13, Chapter 2].

Denote by $f_k(n)$ the number of ordered sequences of $k$ rooted trees with $n$ vertices and $n-k$ distinct edge labels, and denote by $T_k(z)$ the following EGF: $T_k(z) = \sum_{n=k}^{\infty} \frac{f_k(n)}{(n-k)!} z^{n-k}$. (That is, the sequence $f_k(z)$ without the initial 0’s in its beginning. This reduces the technical complexity in what follows.)
Note that we have $f_1(n) = n^{n-2}$ since we have the following bijection between rooted trees with $n$ vertices and edge labels, and nonrooted trees with $n$ labeled vertices, as follows: Given a vertex-labeled tree, mark the vertex labeled by $n$ as the root and erase its label; for each other vertex, “push” its label to the (unique) adjacent edge in the direction of the root. The result follows from the fact that the number of nonrooted, vertex-labeled trees is $n^{n-2}$ by Cayley’s formula.

The generating function for the number of rooted trees with labeled vertices is well known; this is the so-called “tree function” $T(z)$ which satisfies the equation $T(z) = ze^{T(z)}$. Since a rooted tree can be obtained from a nonrooted tree by an arbitrary choice of a root, there are $n^{n-1}$ such trees, and so $T(z) = \sum_{n=1}^{\infty} n^{n-1} \frac{1}{n!} z^n$.

Now note that $T_1(z) = \sum_{n=1}^{\infty} (\frac{n^{n-2}}{(n-1)!}) z^n = \frac{1}{2} \sum_{n=1}^{\infty} \frac{n^{n-1}}{n!} z^n = \frac{1}{2} T(z)$. Since a sequence of $k$ edge-labeled rooted trees is a label product of $k$ copies of the set of rooted edge-labeled trees, we have that $T_k(n)$ is the product of $k$ copies of $T_1(z)$, hence $T_k(z) = (T_1(z))^k = \frac{1}{2^k} T^k(z)$. Therefore, we have $\frac{f_k(n)}{(n-k)!} = [z^{n-k}] T_k(z) = [z^n] T^k(z)$.

We now use the Lagrange inversion theorem, which states that if $z = T/\phi(T)$ for some generating function $T$ and a function $\phi$, then we have $[z^n] T^k(z) = \frac{k}{n} [w^{n-k}] \phi(w)^n$. Since the tree function satisfies the equation $T(z) = ze^{T(z)}$, we can use the inversion theorem with $\phi(w) = e^w$, hence $\frac{f_k(n)}{(n-k)!} = [z^n] T(z)^k = \frac{k}{n} [w^{n-k}] e^{nw} = \frac{k}{n} \frac{n^{n-k}}{(n-k)!} = \frac{n^{n-k-1}k}{(n-k)!}$, which yields $f_k(n) = n^{n-k-1}k$, as required.

We can now prove Theorem 6.

**Proof of Theorem 6:** First note that every tree-polycube gives rise to a unique spanning tree whose vertices are the cells of the polycube and edges connect two adjacent vertices (i.e., cells whose coordinates differ by 1 in exactly one coordinate). The tree-structure of the polycube ensures that there is only one such spanning tree.

Given the spanning tree, we can label and orient its edges as follows: if $(u, v)$ is an edge, then $u, v$ are cells differing in exactly one coordinate $i$. Assume that $u$ is the vertex closer to the root of the tree; label the edge by $i$ if $u$ and $v$ differ in the $i$th coordinate, and direct the edge from $u$ to $v$ if the $i$th coordinate of $u$ is the smaller one, otherwise direct the edge from $v$ to $u$. Since the polycube is proper, every $i$ in the possible coordinate range $(1, \ldots, n-2)$ must appear, and since there are $n-1$ edges, exactly one label appears twice.

Thus, we wish to count the number of trees with $n$ vertices and directed, labeled edges, such that every label is in the range $1, \ldots, n-2$ and appears at least once, and subtract from that number the number of such trees not corresponding to a tree polycube.

From Cayley’s formula we know that there are $n^{n-2}$ labeled trees with $n$ vertices, and after directing the edges we have exactly $2^{n-1}n^{n-2}$ trees (note that we do not require all the directed edges to point to or from a specific vertex). We now show that every directed tree with $n$ vertices and edges labeled with distinct labels from the range $1, 2, \ldots, n-1$ corresponds to exactly $n$ such directed trees with labeled vertices, and so their number is $2^{n-1}n^{n-3}$.

Given a directed tree with labeled edges, choose a vertex in the graph and label it 0. Label the rest of the vertices in the graph by $1, \ldots, n-1$ in the following way: each vertex $v$ is marked with the label of its adjacent edge leading to the vertex 0. Since this process is invertible, we see that each edge-labeled graph gives rise to exactly $n$ distinct
vertex-labeled graphs and conclude that the number of edge-labeled graphs is \(2^{n-1}n^{n-3}\).

Now choose a label \(i\) in the range \(1, \ldots, n - 2\), and change the label \(n - 1\) to \(i\), thus producing a tree of the wanted form: a directed tree with labels in the range \(1, \ldots, n - 2\), with each label appearing at least once (and one label appearing twice). Note that most trees are generated twice in this manner, but not all; in case the tree is symmetric with respect to the edges \(i\) and \(n - 1\), the result is generated only once. However, all such symmetric trees will be removed in the next step of the proof (since we will show that they do not represent tree-polycubes) and so all the remaining trees will be double-counted, hence we will divide the final result by 2. For now the number of trees obtained is \((n - 2)2^{n-1}n^{n-3}\).

We now perform two “corrections” on our set, removing trees that do not represent tree polycubes. First consider trees whose corresponding polycube contains overlapping cubes. Since in our polycube almost every cube occupies a new dimension, the overlap must arise from the two edges labeled with \(i\). Moreover, these two edges must be connected to the same vertex, since different vertices in the tree differ by at least one coordinate not equal to \(i\) (since the \(i\)-edges were not used yet).

We conclude that the only possible ways in which overlap arises is in trees containing a path of the form \(\bullet \leftarrow i \rightarrow \bullet \bullet \rightarrow i \rightarrow \bullet\) or the form \(\bullet \rightarrow i \leftarrow \bullet \bullet \rightarrow i \rightarrow \bullet\).

We count the number of such trees and subtract it from the total number of trees. Note that we count exactly the trees that are symmetric with respect to the \(i\)-edges, thus fixing the problem pointed at earlier.

Given a path of one of the forms above, we can make it a tree by attaching three rooted trees labeled with a total of \(n - 3\) labels to its three vertices (placing the roots of the trees on the vertices). By Lemma 7, there are \(3n^{n-4}\) sequences of 3 undirected trees. Directing the edges, we get \(3 \cdot 2^{n-3}n^{n-4}\) trees. Since there are \((n - 2)\) choices of \(i\), and for each \(i\) there are two possible paths (as shown above), the final result is \(3(n - 2)2^{n-2}n^{n-4}\).

The next correction removes from the remaining trees those that give rise to a legal polycube (i.e., without overlaps) but not a tree polyomino. Since our polycube is small and must occupy all dimensions, the only possible way for this to occur is if the original spanning tree contains a path of the form \(\bullet \leftarrow i \rightarrow \bullet \leftarrow k \rightarrow \bullet \rightarrow i \rightarrow \bullet\) or the form \(\bullet \rightarrow i \leftarrow \bullet \leftarrow k \rightarrow \bullet \rightarrow i \rightarrow \bullet\).

We count such spanning trees in a way similar to that of the first correction. The number of sequences of four trees with labeled edges is \(4n^{n-5}\). Multiplying by the number of possible edge orientations, we have \(4 \cdot 2^{n-4}n^{n-5}\) trees. For each of the 2 forms above we also need to orient the \(k\)-edge in one of the two possible directions (different orientations yield different spanning trees), so we multiply by 4; also, we have \((n - 2)\) choices of \(i\) and \((n - 3)\) choices of \(k\) (given \(i\)). Therefore, the total number of trees counted in this manner is \(4(n - 2)(n - 3)(4n^{n-5})\).

We conclude that the final count is:

\[
\frac{(n - 2)2^{n-1}n^{n-3} - 3 \cdot (n - 2) \cdot 2^{n-2}n^{n-4} - 4(n - 2)(n - 3)(4n^{n-5})}{2} = 2^{n-3}n^{n-5}(n - 2)(2n^2 - 7n + 12)
\]

\(\Box\)
For comparison we now repeat the formulas for the second diagonal for standard and tree polyominoes:

- \( DX(n, n-2) = 2^{n-3} n^{n-5} (n - 2)(2n^2 - 6n + 9) \).
- \( DT(n, n-2) = 2^{n-3} n^{n-5} (n - 2)(2n^2 - 7n + 12) \).

### 3.3.3 Leading coefficients of polynomials for fixed-size polycubes

As in [5, Theorem 8], it is easy to prove that for any fixed value of \( n \), the function \( CT_n(d) \) is a polynomial in \( d \) of degree \( n - 1 \). The proof is based on a variant of Lunnon’s formula [5, 27] adapted to tree polycubes: \( CT(n, d) = \sum_{i=0}^{\min(n-1,d)} \binom{n-1}{i} DT(n, i) \). One can also compute the leading coefficients of \( CT_n(d) \). Let \( b_{n,0} \) and \( b_{n,1} \) the coefficients of \( d^{n-1} \) and \( d^{n-2} \), resp., in \( CT_n(d) \).

**Theorem 8**

- \( b_{n,0} = 2^{n-1} n^{n-3} / (n - 1)! \)
- \( b_{n,1} = -2^{n-3} n^{n-5} (7n - 12) / (n - 3)! \).

**Proof:** By collecting terms from Lunnon’s formula, we find that

\[
\begin{align*}
  b_{n,0} &= DT(n, n-1) / (n - 1)! = 2^{n-1} n^{n-3} / (n - 1)!
  \\
  b_{n,1} &= DT(n, n-1) \frac{\sum_{i=1}^{n-2} (-i)}{(n - 1)!} + DT(n, n-2) \frac{1}{(n - 2)!}
  \\
  &= 2^{n-1} n^{n-3} \frac{-1}{2(n - 3)!} + 2^{n-3} n^{n-5} (n - 2)(2n^2 - 7n + 12) \frac{1}{(n - 2)!}
  \\
  &= -2^{n-3} n^{n-5} (7n - 12) / (n - 3)!
\end{align*}
\]

\( \square \)

### 3.3.4 Growth rate

Similarly to Theorems 9–11 in [5], one can prove rigorously that \( \lambda^T_d = 2ed - o(d) \) as \( d \) tends to infinity. We start by noting that \( \lambda^T_d < (2d - 1)e = 2ed - O(1) \) for every \( d \); this bound was established in Section 3.1 as a generalization of Eden’s upper bound method.

Proving the lower bound \( \lim_{d \to \infty} \lambda^T_d \geq 2e \) will finish the proof. More explicitly, we want to show that \( \lim_{d \to \infty} \lim_{n \to \infty} \sqrt[n-1]{CT_n(d)} \geq 2e \).

Intuitively, our argument is as follows:

\( \lim_{n \to \infty} \sqrt[n-1]{CT_n(d)} = \lim_{n \to \infty} \frac{n-1}{\sqrt[n-1]{CT_n(d)}} = \lim_{n \to \infty} \frac{1}{\sqrt[n-1]{CT_n(d)}}. \)

And since, as mentioned above, \( CT_n(d) \) is a polynomial in \( d \) of degree \( n - 1 \) we can write \( CT_n(d) = b_{n,0} d^{n-1} + o(d^{n-1}) \).

Hence, it remains to compute the limit \( \lim_{d \to \infty} \lim_{n \to \infty} \frac{1}{\sqrt[n-1]{b_{n,0} + o(d^{n-1}) d^{n-1}}} \). If the two limits could be exchanged, the result would immediately follow:

\( \lim_{d \to \infty} \lim_{n \to \infty} \sqrt[n-1]{b_{n,0} + o(d^{n-1}) d^{n-1}} = \lim_{n \to \infty} \sqrt[n-1]{b_{n,0}} = 2e, \)
where the last transition follows from Stirling’s formula. However, it was never proven that such exchange of limits is permissible here.

In order to give a rigorous argument we follow the method of [5, Theorem 9]. Fix some $\varepsilon > 0$; we show that there exists $d_0$ such that for all $d > d_0$ we have $\lambda_d^T \geq (2 - \varepsilon)ed$.

First, pick some $n_0$ (independent of $d$) such that for every $n > n_0$ we have $\sqrt[n]{b_{n,0}} \geq (2 - \varepsilon/2)e$.

For this specific $n_0$ we can see, as above, that $\lim_{d \to \infty} \frac{n_{0}^{-1/2CT_{n_{0}}(d)}}{d} = \sqrt[n_0]{b_{n_0,0}}$. In particular, there exists $d_0$, dependent on $n_0$, such that for all $d > d_0$ we have $\sqrt[n]{CT_{n_{0}}(d)} \geq (2 - \varepsilon)ed$.

Now fix $d > d_0$. Note that the sequence $\sqrt[n]{CT_{n}(d)}$ (considered as a sequence in $n$) is increasing (this can be shown using a standard concatenation argument). From this it follows that $\lambda_d^T = \lim_{n \to \infty} \sqrt[n]{CT_{n}(d)} \geq \sqrt[n_0]{CT_{n_0}(d)} \geq (2 - \varepsilon)ed$, as required.

We can also provide a more accurate (but non rigorous) estimate of $\lambda_d^T$.

As shown above, $CT_{n}(d) = b_{n,0}d^{n-1} + b_{n,1}d^{n-2} + \cdots$. Considering $n$ fixed, we write $CT_{n+1}(d)/CT_{n}(d) = f_1(n)d + f_2(n) + O(1/d)$. A straightforward long polynomial division procedure shows that $f_1(n) = 2((n + 1)/n)^{n-2}$ and $f_2(n) = -(n - 1)(n + 1)^{n-4}(7n^3 + 21n^2 - 22n - 24)/(2n^n)$. It is now easy to verify that $\lim_{n \to \infty} f_1(n) = 2e$ and $\lim_{n \to \infty} f_2(n) = -3.5e$. Hence, we conjecture that $\lambda_d^T = (2d-3.5)e + O(1/d)$, and thus $\lambda_d^T$ tends to $(2d-3.5)e$ as $d \to \infty$. Note that $\lambda_d$, the growth rate of all $d$-dimensional polycubes (including nontrees), is estimated at $(2d - 3)e + O(1/d)$ [5].
Chapter 4

Polyominoes and Pattern-Avoiding Permutations

4.1 Introduction

An active field in enumerative combinatorics is the analysis and enumeration of pattern-avoiding permutations. We start by describing the basic definitions. Let \( \tau \) be a permutation of \([k]\), and let \( \pi = (b_1 b_2 \ldots b_n) \) be a permutation of \([n]\). We say that \( \pi \) contains \( \tau \) as a pattern if there exist indices \( 1 \leq i_1 < i_2 < \ldots < i_k \leq n \) such that the subpermutation of \( \pi \), \( (b_{i_1} b_{i_2} \ldots b_{i_k}) \), is order-isomorphic to \( \tau \). Otherwise, we say that \( \pi \) avoids \( \tau \). (To distinguish between permutations and patterns we will omit the brackets in the specification of the pattern.)

Given a set of patterns, the goal is to enumerate the permutations avoiding those patterns (and generating them directly if possible). The hardness of the problem highly depends on the defining set of patterns; for some sets the problem is trivial; for others, it is relatively easy (e.g., there is a recursion formula or an efficient generation algorithm). Other cases are very difficult, and as of now there is no general method which deals with arbitrary sets of patterns. However, there is already a rich theory and many general enumeration methods which cover many cases. Hence, it seems very fruitful to find connections between pattern-avoiding permutations and classes of polyominoes, with the hope that understanding one family of objects will shed light of the other family of objects. For further details regarding the theory of permutation patterns see [36].

For \( n = 1, 2, 3 \) we have \( A(n) = |S_n| \), and for \( n = 4 \) we have \( A(4) = 19 \) but \( |S_4| = 24 \). Hence, it seems natural to investigate sets of five patterns over four symbols. This is true not only for \( A(n) \) but also for many other classes of polyominoes containing all the polyominoes up to size 4; an example, discussed in section 4.4, is the set of convex polyominoes (the first non-convex polyomino is the “horseshoe” polyomino of size 5).

A simple way to obtain a permutation from a polyomino is as follows: Define two methods of ordering the cells of a polyomino of size \( n \). Define a permutation \( \sigma \in S_n \) where \( \sigma(i) = j \), if the \( i \)th cell according to the first ordering is numbered \( j \) according to the second ordering. This way we obviously generate a permutation out of every polyomino; the challenge is in choosing the numbering methods such that the resulting function from
polyominoes to permutations is injective (i.e., the same permutation cannot arise from two different polyominoes).

In Section 4.2 we present a specific injective numbering method which gives rise to the description of some classes of polyominoes using pattern-avoidance. After presenting the method, we elaborate on some of the classes which can be described using it.

### 4.2 A Bijection between Polyominoes and Permutations

#### 4.2.1 Terminology and notation

Consider the standard orthogonal lattice $\mathbb{Z}^2$ with squares (cells) labeled by pairs of integral coordinates $(x, y)$. A prepolyomino is a (possibly disconnected) set of cells on the lattice, considered up to translation (and so a polyomino is an edge-connected prepolyomino).

We define two lexicographical orders of the cells of $\mathbb{Z}^2$, to be denoted by $\leq_1$ and $\leq_2$:

- $(a, b) \leq_1 (c, d) \iff a < c$ or $(a = c$ and $b \leq d)$, and
- $(a, b) \leq_2 (c, d) \iff b < d$ or $(b = d$ and $a \geq c)$.

Let $a, b \in \mathbb{Z}$ be two lattice coordinates. A column in $\mathbb{Z}^2$ is a set of the form $\{a\} \times \mathbb{Z}$. Similarly, a row in $\mathbb{Z}^2$ is a set of the form $\mathbb{Z} \times \{b\}$. A skew column is a set of the form $([a] \times [b, +\infty)) \cup ([a+1] \times (\infty, b-1])$. (That is, two opposite “half columns,” where the upper half is shifted to the left by one cell relative to the lower half.) Similarly, a skew row is a set of the form $((\infty, a] \times \{b\}) \cup ([a+1, +\infty) \times \{b+1\})$. (That is, two opposite “half rows,” where the right half is shifted upward by one cell relative to the left half.) Alternatively, a skew column may be defined as the set $\{(c, d) \in \mathbb{G} : (a, b) \leq_1 (c, d) \leq_1 (a+1, b-1)\}$, and a skew row as the set $\{(c, d) \in \mathbb{G} : (a, b) \leq_2 (c, d) \leq_2 (a+1, b+1)\}$.

For uniqueness of representation of fixed polyominoes, we need to choose one representative of each set of polyominoes that are identical under translation. To this aim we use the same solution proposed in Section 1.3 and anchor every polyomino $P$ so that the leftmost cell in its bottom row is identified with some lattice cell, usually, but not necessarily, $(0, 0)$.

A (skew) column or (skew) row of the lattice is said to be empty (with respect to $P$) if it does not contain cells of $P$. An empty (skew) column or (skew) row separates $P$ if there are lattice cells on both sides of the (skew) column or (skew) row, which belong to $P$. A prepolyomino $P$ is called reduced if there is no (skew) column or (skew) row which is empty with respect to $P$ and separates it. Loosely speaking, a prepolyomino $P$ is nonreduced if one can delete from $\mathbb{Z}^2$ one (or more) empty (skew) column(s), and/or one (or more) empty (skew) row(s), and then to glue the lattice portions appropriately so that the two lexicographical relations defined above between cells of $P$ will not be affected. Figure 4.1 shows a few examples of reduced and nonreduced prepolyominoes. In nonreduced prepolyominoes, empty separating (skew) columns and rows are shown by the light shading.

Note that the property of being reduced is well defined since it is invariant under translations. On the other hand, it is not invariant under reflections (see the right polyominoes

\footnote{For ease of exposition, we deviate from this convention in the proof of Theorem 10.}
Figure 4.1: Examples of reduced and nonreduced prepolyominoes and polyominoes

(a) Reduced (b) Nonreduced

Figure 4.2: The definition of \( \tilde{\varphi} \) in Figs. 4.1(a,b)). This happens since the notion of reduced prepolyominoes relies on the specific lexicographical orders that we use.

Observation 9 All polyominoes are reduced.

The opposite is not true: A reduced prepolyomino is not necessarily even vertex-connected, as is demonstrated by the rightmost polyomino in Figure 4.1(a).

Let us denote the set of prepolyominoes by \( \Pi \), the set of reduced prepolyominoes by \( R \), and the set of polyominoes by \( P \). The set of prepolyominoes (resp., reduced prepolyominoes, polyominoes) of size \( n \) will be denoted by \( \Pi_n \) (resp., \( R_n \), \( P_n \)). As usual, the set of permutations of \( [n] \) will be denoted by \( S_n \), and let \( S = \bigcup_{n \in \mathbb{N}} S_n \).

4.2.2 Representing polyominoes by permutations

We define a function \( \tilde{\varphi} : \Pi \to S \) as follows. Let \( P \in \Pi_n \) be a prepolyomino. Label the cells of \( P \) by \( \{1, 2, \ldots, n\} \) in two ways: according to the \( \leq_1 \) and the \( \leq_2 \) order. For all \( 1 \leq i \leq n \), let \( a_i \) be the label in the \( \leq_2 \) order of the cell that has label \( i \) in the \( \leq_1 \) order, and set \( \tilde{\varphi}(P) = (a_1 \ a_2 \ldots \ a_n) \). We shall also mark the two indices in which each cell is labeled by the pair \( \langle i, a_i \rangle \).\(^2\) See Figure 4.2 for an illustration.

The function \( \tilde{\varphi} \) has an interesting graphical interpretation. Refer to Figure 4.3. Let \( P \) be a polyomino in \( \Pi \). Replace each cell of \( P \) by its center point so that adjacent cells of \( P \) become adjacent nodes of the animal in the dual lattice. Rotate the dual lattice slightly in the clockwise direction without altering the \( x \) and \( y \) orders between cells of different columns and rows, respectively. This way, one obtains a set of points in which no two points are on the same horizontal or vertical line. Now rearrange the points of this

\(^2\) We write \( \langle i, j \rangle \) to distinguish this labeling of a cell (of a specific polyomino) from the standard labeling \((i, j)\) of a cell of the lattice.
set, preserving the horizontal and vertical orders between them, so that they constitute a permutation graph. This permutation is precisely $\tilde{\varphi}(P)$.

Note that the function $\tilde{\varphi}$ is not one-to-one. Consider, for example, the prepolyomino $P$ shown in Figure 4.2 and the prepolyomino $P'$ obtained from $P$ by moving the cell labeled 9 in the $\leq_1$ labeling to its left neighboring cell. It is easy to verify that $\tilde{\varphi}(P) = \tilde{\varphi}(P') = (5, 9, 4, 8, 2, 3, 7, 1, 6)$. This obviously happens due to the fact that $P$ is not reduced. Indeed, the described change is equivalent to deleting an empty separating skew column and gluing the respective portions of the prepolyomino. As we remarked above, this does not affect the $\leq_1$ and $\leq_2$ orders of cells of the prepolyomino. However, as we prove below, the function $\varphi : \mathcal{R} \to S$, the restriction of $\tilde{\varphi}$ to reduced prepolyominoes, is one-to-one. Moreover, it is an onto function, and, thus, it is a bijection.

**Theorem 10** The function $\varphi : \mathcal{R} \to S$ is a bijection.

**Proof:** For a cell $C \in P$, once $P$ is anchored in $\mathbb{Z}^2$, the $x$ and $y$ coordinates of $C$ will be denoted by $C^x$ and $C^y$, respectively.

(i) **$\varphi$ is one-to-one.** Let $P$ and $Q$ be two reduced prepolyominoes in $\mathcal{R}_n$ such that $\varphi(P) = \varphi(Q)$. In particular, this means that cells $C \in P$ and $D \in Q$ have the same label in the $\leq_1$ order if and only if they have the same label in the $\leq_2$ order.

For $i = 1, 2, \ldots, n$, denote by $C_i$ the cell of $P$ labeled by $i$ in the $\leq_1$ order, and denote by $D_i$ the cell of $Q$ labeled by $i$ in the $\leq_1$ order. Anchor $P$ and $Q$ in the lattice $\mathcal{G}$ so that $C_1$ and $D_1$ coincide. We shall prove by induction on $\alpha$ that for all $\alpha = 1, 2, \ldots, n$, $C_\alpha$ and $D_\alpha$ also coincide, that is, lie in the same cell of $\mathcal{G}$.

For $\alpha = 1$ there is nothing to prove. Thus, we assume that $\alpha \geq 1$ and that $C_\alpha$ and $D_\alpha$ coincide, and our goal is to prove that $C_{\alpha+1}$ and $D_{\alpha+1}$ also coincide. Denote by $\beta$ the label of $C_\alpha$ and of $D_\alpha$ in the $\leq_2$ order. Denote by $\gamma$ the label of $C_{\alpha+1}$ and of $D_{\alpha+1}$ in the $\leq_2$ order. To summarize, the double labeling of $C_\alpha$ and of $D_\alpha$ is $\langle \alpha, \beta \rangle$, and the double labeling of $C_{\alpha+1}$ and of $D_{\alpha+1}$ is $\langle \alpha + 1, \gamma \rangle$.

Assume without loss of generality that $C_\alpha$ and $D_\alpha$ occupy the lattice cell $(0, 0)$. We claim that there are two possible situations:

1. Either $C_{\alpha+1}$ and $D_{\alpha+1}$ lie in $\{0\} \times [1, +\infty)$; or
2. $C_{\alpha+1}$ and $D_{\alpha+1}$ lie in $\{1\} \times (-\infty, 0]$.

Figure 4.3: A graphical interpretation of $\tilde{\varphi}$
Indeed, if $C_{\alpha+1}^x < 0$, or if $C_{\alpha+1}^y = 0$ and $C_{\alpha+1}^y < 0$, then $C_{\alpha+1} < C_\alpha$, which is a contradiction (recall that $\alpha$ and $\alpha + 1$ are the labels of these cells in the $\leq_1$ order). If $C_{\alpha+1}^x > 1$, or if $C_{\alpha+1}^x = 1$ and $C_{\alpha+1}^y > 0$, then the skew column $\{(0) \times [1, +\infty)\} \cup \{(1) \times (-\infty, 0]\}$ is empty and it separates $P$, which is impossible since $P$ is a reduced prepolyomino. The same reasoning applies to $D_{\alpha+1}$. Finally, if either $C_{\alpha+1}^x$ or $D_{\alpha+1}^y$ lies in $\{(0) \times [1, +\infty)\}$, then $\gamma > \beta$; and if either of them lies in $\{(1) \times (-\infty, 0]\}$, then $\gamma < \beta$, which is also impossible. Therefore, it is not the case that one of the cells $C_{\alpha+1}^x$ and $D_{\alpha+1}^y$ lies in $\{(0) \times [1, +\infty)\}$ and the other lies in $\{(1) \times (-\infty, 0]\}$. Hence, only the two cases listed above are possible.

Case 1: $C_{\alpha+1}^x$ and $D_{\alpha+1}^y$ lie in $\{(0) \times [1, +\infty)\}$. Assume that $C_{\alpha+1}^x$ and $D_{\alpha+1}^y$ lie in the lattice cells $(0, k)$ and $(0, \ell)$, respectively. We need to show that $k = \ell$.

Assume for contradiction that $k \neq \ell$, and consider the $\leq_2$ order. For $i = 1, 2, \ldots, n$, denote by $E_i$ the cell of $P$ labeled by $i$ in the $\leq_2$ order, and denote by $F_i$ the cell of $Q$ labeled by $i$ in the $\leq_2$ order. For example, we have $C_0 = E_\beta$, $C_{\alpha+1} = E_\gamma$, and $D_{\alpha+1} = F_\gamma$. Let $\delta$ be the smallest number such that $\beta < \delta \leq \gamma$ and the cells $E_\delta \in P$ and $F_\delta \in Q$ lie in different lattice rows. (Such an index $\delta$ exists since at least $\gamma$ satisfies this condition.) Then, by our assumption, $E_{\delta-1}$ and $F_{\delta-1}$ lie in the same row, say, in the $j$th row, $E_{\delta-1}$ being in the lattice cell $(a, j)$ and $F_{\delta-1}$ being in the lattice cell $(b, j)$. Assume that $E_{\delta-1}$ and $F_{\delta-1}$ are labeled by $\zeta$ in the $\leq_1$ order, and that $E_\delta$ and $F_\delta$ are labeled by $\eta$ in the $\leq_1$ order. Now, similarly to the reasoning applied above to the $\leq_1$ order, we obtain that $E_\delta$ belongs to the region $((-\infty, a - 1) \times \{j\}) \cup ([a, +\infty) \times \{j+1\})$, and $F_\delta$ belongs to the region $((-\infty, b - 1) \times \{j\}) \cup ([b, +\infty) \times \{j+1\})$, otherwise there exists an empty skew row that separates $P$. Moreover, it is not the case that $E_\delta$ lies in $(-\infty, a - 1) \times \{j\}$ and $F_\delta$ lies in $[b, +\infty) \times \{j+1\}$, since the first assumption implies that $\eta < \zeta$, whereas the second assumption implies $\eta > \zeta$, which is a contradiction. In a similar manner, it is not the case that $E_\delta$ lies in $[a, +\infty) \times \{j+1\}$ and $F_\delta$ lies in $(-\infty, b - 1) \times \{j\}$.

Therefore,

1. Either $E_\delta$ lies in $(-\infty, a - 1) \times \{j\}$ and $F_\delta$ lies in $(-\infty, b - 1) \times \{j\}$; or

2. $E_\delta$ lies in $[a, +\infty) \times \{j+1\}$ and $F_\delta$ lies in $[b, +\infty) \times \{j+1\}$.

In both cases, $E_\delta$ and $F_\delta$ lie in the same row, which contradicts the definition of $\delta$. Hence, $k = \ell$, and, thus, $C_{\alpha+1}$ and $D_{\alpha+1}$ coincide, as claimed.

Case 2: $C_{\alpha+1}^x$ and $D_{\alpha+1}^y$ lie in $\{(1) \times (-\infty, 0]\}$. The proof in this case is similar to that in the previous case and is, therefore, omitted.

(ii) $\varphi$ is onto. Let $\pi \in S_n$. We construct $P \in \mathcal{R}_n$ such that $\varphi(P) = \pi$ as follows.

Let $A_1 \cup A_2 \cup \ldots \cup A_k$ be the partition of $[n]$ into naturally-ordered maximal raises of $\pi$, that is, each $A_i$ has the form $\{a, a+1, a+2, \ldots, b\}$, where

- $\pi(a) < \pi(a+1) < \pi(a+2) < \ldots < \pi(b)$, $\pi(a) < \pi(a-1)$ (unless $a = 0$), and
- $\pi(b) > \pi(b+1)$ (unless $b = n$), and
- $\min\{c : c \in A_{i+1}\} = \max\{d : d \in A_i\} + 1$ for $i = 1, 2, \ldots, k-1$. 
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Similarly, let \( B_1 \cup B_2 \cup \ldots \cup B_\ell \) be the partition of \([n]\) into naturally-ordered maximal descending left-right runs of \( \pi \), that is, each \( B_i \) has the form \( \{a, a+1, a+2, \ldots, b\} \) when \( \pi^{-1}(a) > \pi^{-1}(a+1) > \pi^{-1}(a+2) > \ldots > \pi^{-1}(b) \), \( \pi^{-1}(a) > \pi^{-1}(a-1) \) (unless \( a = 0 \)), and \( \pi^{-1}(b) < \pi^{-1}(b+1) \) (unless \( b = n \)), and \( \min\{c : c \in B_{i+1}\} = \max\{d : d \in B_i\} + 1 \) for \( i = 1, 2, \ldots, \ell - 1 \).

Construct a prepolyomino \( P \) anchored in \( \mathbb{Z}^2 \). It will use only the columns 1, 2, \ldots, \( k \) and only the rows 1, 2, \ldots, \( \ell \) according to the following rule: A lattice cell \((x, y)\) contains a cell of \( P \) if and only if there is \( i \in [n] \) such that \( i \in A_x \) and \( \pi(i) \in B_y \). This rule defines a prepolyomino of size \( n \).

First, for each \( i \) there are unique coordinates \( x, y \) such that \( i \in A_x \) and \( \pi(i) \in B_y \). Second, it is impossible that for \( i_1 \neq i_2 \) we have \( i_1, i_2 \in A_x \) and \( \pi(i_1), \pi(i_2) \in B_y \), since if \( i_1 < i_2 \) and \( i_1, i_2 \in A_x \), then \( \pi(i_1) < \pi(i_2) \), which contradicts the assumption that \( \pi(i_1), \pi(i_2) \in B_y \).

Next, we prove that \( P \) is a reduced prepolyomino. \( P \) has no empty separating columns and rows since for every \( 1 \leq x \leq k \) there exists \( i \in [n] \) such that \( i \in A_x \), and for every \( 1 \leq y \leq \ell \) there exists \( j \in [n] \) such that \( \pi(j) \in B_y \). Suppose that \( P \) has a separating empty skew column \( (\{x\} \times [y, +\infty)) \cup ([x+1] \times (-\infty, y-1]) \). Let \((x, z)\) be the highest cell in the column \( x \) occupied by a cell of \( P \), and let \((x+1, z')\) be the lowest cell in the column \( x+1 \) occupied by a cell of \( P \). (By the above assumption, these columns are not empty.) Let \( i, j \) be two indices for which \( i \in A_x, \pi(i) \in B_z \), and \( j \in A_{x+1}, \pi(j) \in B_{z'} \). Then, it must be that \( i \) is the maximum index in \( A_x \) and \( j \) is the minimum index in \( A_{x+1} \), and hence, \( j = i+1 \), which implies that \( \pi(j) < \pi(i) \).

On the other hand, since \( \pi(i) \in B_z, \pi(j) \in B_{z'}, \) and \( z \leq y-1 < y \leq z' \), we have \( \pi(i) < \pi(j) \), which is a contradiction.

Finally, we prove that \( \varphi(P) = \pi \). For \( i \in [n] \), assume that \( i \in A_x, \pi(i) \in B_y \), and denote by \( C_i \) the cell of \( P \) that lies in the lattice cell \((x, y)\). It is easy to see that \( C_i \) is labeled by \( i \) in the \( \leq_1 \) order of \( P \): It is bigger than all \( C_i' \) such that \( i' \in A_{x'} \) with \( x' < x \), as well as of all \( C_{i'} \) such that \( i'' \in A_x \) with \( x < i'' \). Similarly, \( C_i \) is labeled by \( \pi(i) \) in the \( \leq_2 \) order of the cells of \( P \). To summarize, the double labeling of \( C_i \) is \( \langle i, \pi(i) \rangle \). Therefore, \( \varphi(P) = \pi \).

\[ \square \]

**Remark** Graphically, in order to reconstruct the reduced prepolyomino \( P = \varphi^{-1}(\pi) \) from the permutation \( \pi \), we consider the graph of \( \pi \) and draw vertical lines which separate maximal raises, and horizontal lines which separate maximal descending runs. Among rectangles obtained in this way, we shade those that contain a point of the graph of \( \pi \) (note that each rectangle contains at most one such point). Finally, we convert all the rectangles into unit squares. The resulting reduced prepolyomino consisting of the shaded squares is \( P \). See Figure 4.4 for an illustration.

Theorem 10 readily implies the following.

**Corollary 11** There are exactly \( n! \) reduced prepolyominoes of size \( n \).
Let $\psi_n : P_n \rightarrow S_n$ be the restriction of $\varphi$ (or $\tilde{\varphi}$) to $P_n$ (polyominoes of size $n$), and let $\psi = \bigcup_{n \in \mathbb{N}} \psi_n$. The following corollary follows immediately from Theorem 10.

**Corollary 12** The function $\psi$ is one-to-one.

However, for $n \geq 3$ there are reduced prepolyominoes which are not polyominoes, and, thus, $\psi_n$ is not an onto function.

### 4.3 From Classical Patterns to Bivincular Patterns

If it were possible to characterize the image of $\psi$ by means of forbidden patterns, that is, to map all polyominoes to permutations that avoid some set of classical patterns, we could hope, using methods from the field of permutation patterns, to improve the existing enumeration estimates for $|P_n|$. However, the following proposition shows that unfortunately such a characterization does not exist.

**Proposition 13** For any permutation $\tau$, there exists a polyomino $P \in \mathcal{P}$ such that $\psi(P)$ contains $\tau$ as a pattern.

**Proof:** Let $\tau$ be a permutation of $[n]$. Let $P$ be the full $n \times n$ square, and anchor it in $\mathbb{Z}^2$ so that it occupies the square $[1, n] \times [1, n]$. For each $1 \leq i \leq n$, denote by $C_i$ the cell of $P$ that lies in the cell whose coordinates are $(i, \tau(i))$. Assume that these cells of $P$ have labels $i_1, i_2, \ldots, i_n$ in the $\leq_1$ order. Then, it is easy to verify that elements in positions $i_1, i_2, \ldots, i_n$ in $\psi(P)$ form the pattern $\tau$. \hfill \square

Hence, we cannot hope to classify all polyominoes in terms of permutations avoiding a specific set of patterns. However, we can restrict ourselves to certain families of polyominoes. In addition, we can enhance our vocabulary of describing forbidden patterns. One such generalization is the so-called bivincular patterns, introduced recently in [10]. A bivincular pattern is an ordered triple $T = (\tau, A, B)$, where $\tau = (a_1 \ a_2 \ \ldots \ a_k)$ is a permutation of $[k]$, and $A$ and $B$ are two subsets of $[k - 1]$. A permutation $\pi = (b_1 \ b_2 \ \ldots \ b_n)$ contains $T$ if

- There exist indices $1 \leq i_1 < i_2 < \ldots < i_k \leq n$ such that the subpermutation of $\pi$, $(b_{i_1} \ b_{i_2} \ \ldots \ b_{i_k})$, is order-isomorphic to $\tau$;
- For every $a \in A$ we have $i_{a+1} = i_a + 1$; and
For every \( b \in B \) we have \( \pi(i_{b+1}) = \pi(i_b) + 1 \).


\( \text{Otherwise, } \pi \text{ avoids } T. \)

Let us explain the meaning of a bivincular pattern. If \( \pi \) contains a classical pattern \( \tau \), this means that some points in the graph of \( \pi \) are order-isomorphic to the graph of \( \tau \), with no restriction on whether or not they are adjacent (column-wise or row-wise). In contrast, if \( \pi \) contains a bivincular pattern \( \langle \tau, A, B \rangle \), then it is required that some of this points belong to adjacent columns or rows in the graph of \( \pi \). These requirements are indicated in the sets \( A \) and \( B \), for columns and rows, respectively.

Obviously, for \( A = B = \emptyset \), we get classical patterns; in this case we shall continue writing, for simplicity, \( \tau \) rather than \( \langle \tau, \emptyset, \emptyset \rangle \). For \( B = \emptyset \) we get generalized permutation patterns in a so-called dash notation \[3\]. For example, the bivincular pattern \( \langle 213, \{2\}, \emptyset \rangle \) is specified as 2-13 in the dash notation.

In contrast with Proposition 13, there exist bivincular patterns that do not occur in permutations corresponding to polyominos.

**Proposition 14** For any polyomino \( P \in \mathcal{P} \), the permutation \( \psi(P) \) avoids the bivincular pattern \( T = \langle 3142, \{1, 2, 3\}, \emptyset \rangle \).

**Proof:** Refer to Figure 4.5. Assume for contradiction that there is polyomino \( P \in \mathcal{P} \), such that the permutation \( \pi = \psi(P) \) has the pattern \( T \). That is, there is an index \( i \), \( 1 \leq i \leq n - 3 \), such that \( \pi(i + 1) < \pi(i + 3) < \pi(i) < \pi(i + 2) \). For each \( j \in [n] \), let \( C_j \) be the cell of \( P \) whose double labeling is \( \langle j, \pi(j) \rangle \). Hence, \( C_{i+1} \) and \( C_{i+2} \) lie in the same column, \( C_i \) lies in the preceding column, and \( C_{i+3} \) lies in the following column. Let \( (a, b), (a + 1, c), (a + 1, d), (a + 2, e) \) be the lattice cells in which \( C_i, C_{i+1}, C_{i+2}, C_{i+3} \) lie, respectively. Therefore we have \( b < c \leq d < e \). Evidently, the areas \[ \{a\} \times [d + 1, +\infty], \{a + 1\} \times [-\infty, b - 1], \{a + 1\} \times [b + 1, e - 1], \{a + 1\} \times [e + 1, +\infty], \text{ and } \{a + 2\} \times [-\infty, c - 1] \] are empty. This means that the region

\[ ((\{a\} \times [e, +\infty]) \cup (\{a + 1\} \times [b + 1, e - 1]) \cup (\{a + 2\} \times [-\infty, b])) \]

separates \( P \) into two non-empty parts, which contradicts the fact that \( P \) is a polyomino. \( \square \)

\[3\] In dash notation, this is the pattern 3142, without any dashes.

---

Figure 4.5: For a polyomino \( P \in \mathcal{P} \), \( \psi(P) \) avoids \( T = \langle 3142, \{1, 2, 3\}, \emptyset \rangle \).
Remark  It is quite simple to generalize Proposition 13 and show that for any bivincular pattern $T$ of the form $\langle \tau, A, \varnothing \rangle$, with $|A| < 3$, or of the form $\langle \tau, \varnothing, B \rangle$, with $|B| < 3$, there exists a polyomino $P \in \mathcal{P}$ such that the permutation $\psi(P)$ contains the pattern $T$.

4.4 Convex Polyominoes

A prepolyomino $P$ is convex if any vertical or horizontal line crosses $P$ in at most one continuous sequence of cells. Formally, $P$ is convex if the following conditions hold:

1. If $(a, d), (a, f) \in P$ with $d < f$, then for each $e$ such that $d < e < f$, we have $(a, e) \in P$; and

2. If $(a, d), (c, d) \in P$ with $a < c$, then for each $b$ such that $a < b < c$, we have $(b, d) \in P$.

If the first (resp., second) condition holds, $P$ is vertically (resp., horizontally) convex. Thus, a prepolyomino is convex if and only if it is both horizontally and vertically convex.

Proposition 15 A convex reduced prepolyomino is also a polyomino.

Proof: Since $P$ is convex, each column of $P$ is of the form $\{a\} \times [b, c]$ (where $b \leq c$). We shall prove that any two adjacent non-empty columns of $P$ are edge-connected, and, hence, $P$ is a polyomino. Assume that $P$ is anchored in the lattice, that its intersection with the lattice column $a$ is $\{a\} \times [b, c]$ (where $b \leq c$), and that its intersection with the lattice column $a+1$ is $\{a+1\} \times [d, e]$ (where $d \leq e$). Our goal is to show that $d \leq c$ and $e \geq b$.

If $d > c$, then $\{a\} \times [c+1, +\infty) \cup \{a+1\} \times (-\infty, e]$ is an empty skew-column that separates $P$—a contradiction. Assume, then, that $e < b$. The cell $(a+1, b)$ is empty by our assumption. Therefore, the half-row $[a+2, +\infty) \times \{b\}$ is empty since $P$ is (horizontally) convex. Hence, the half-row $(-\infty, a-1] \times \{b-1\}$ is not empty, otherwise $((-\infty, a-1] \times \{b-1\}) \cup ([a+1, +\infty) \times \{b\})$ would be an empty skew-row separating $P$. Repeating this reasoning inductively, we find that for every $f$, $e < f \leq b$, $[a+2, +\infty) \times \{f\}$ is empty while $(-\infty, a-1] \times \{f-1\}$ is not. Eventually, we get that $(-\infty, a-1] \times \{e\}$ is not empty. However, we have that $(a, e) \notin P$ and $(a+1, e) \in P$—a contradiction to $P$ being (horizontally) convex.

Therefore, $d \leq c$ and $e \geq b$, hence, $P$ is edge-connected, that is, $P$ is a polyomino. □

Remark  If a prepolyomino $P$ is only vertically convex (or only horizontally convex), then it is not necessarily a polyomino. For counterexamples, consider $\varphi^{-1}(4\ 2\ 1\ 3)$ and $\varphi^{-1}(1\ 4\ 2\ 3)$.

Theorem 16 The image of the family of convex polyominoes under $\psi$ is precisely the class of $\langle 1423, \{1\}, \varnothing \rangle, \langle 4213, \varnothing, \{3\} \rangle, \langle 2314, \{3\}, \varnothing \rangle, \langle 2431, \varnothing, \{1\} \rangle, \langle 3142, \{2\}, \{2\} \rangle$-avoiding permutations.
Figure 4.6: Bivincular patterns avoided by permutations that correspond to convex polyominoes.

Figure 4.6 shows the patterns mentioned in the theorem above. Bold lines separate columns or rows which are required to be adjacent. Notice that the first four patterns are rotationally equivalent.

Proof: Denote by \( F \) the class of permutations that avoid the bivincular patterns indicated in the statement of the theorem. Let \( P \in \mathcal{R} \). We shall prove that \( P \) is a convex polyomino if and only if \( \pi = \varphi(P) \in F \). Denote the cell of \( P \), whose double labeling is \( \langle i, \pi(i) \rangle \), by \( C_i \).

1. Let \( P \) be a convex polyomino anchored in \( \mathbb{Z}^2 \). Our goal is to show that \( \pi \) avoids the five patterns indicated in the statement of the theorem. The five proofs are similar, and so we shall prove in detail only that \( \pi \) avoids the first pattern. Assume for contradiction that \( \pi \) has the pattern \( \langle 1423, \{1\}, \emptyset \rangle \). That is, there exist indices \( 1 \leq i < j < k < \ell \leq m \) such that \( \pi(i) < \pi(k) < \pi(\ell) < \pi(j) \) and \( j = i + 1 \). Then, \( i \) and \( j \) belong to the same raise of \( \pi \), and therefore, the cells \( C_i \) and \( C_j \) lie in the same column of \( P \), \( C_j \) being above \( C_i \). Furthermore, since \( P \) is convex, \( C_j \) lies immediately above \( C_i \). Assume, without loss of generality, that \( C_i \) lies in the lattice cell \( (0, p) \), and so \( C_j \) lies in the lattice cell \( (0, p + 1) \). Now assume that \( C_k \) and \( C_\ell \) lie in the rows \( r \) and \( s \), respectively. Since \( j < \ell \) and \( \pi(\ell) > \pi(j) \), we have that \( s \leq p + 1 \). Since \( k < \ell \), we have that \( \pi(k) \) and \( \pi(\ell) \) belong to different descending left-right runs, and, therefore, \( r < s \). Similarly, since \( i < k \), we have \( p < r \). To summarize, \( p < r < s \leq p + 1 \), which is impossible.

2. Let \( P \) be a nonconvex reduced prepolyomino anchored in \( \mathbb{Z}^2 \). Suppose that \( P \) is not vertically convex. Then, there exist cells \( C_i, C_{i+1} \in P \) such that, without loss of generality, \( C_i \) (resp., \( C_j \)) lies in the lattice cell \( (0, p) \) (resp., \( (0, q) \)), where \( q - p > 1 \), and the region \( \{0\} \times [p + 1, q - 1] \) is empty. If for \( r_1 \neq r_2, p < r_1, r_2 \leq q \), the two half-rows \( [1, +\infty) \times \{r_t\} \) \( (t = 1, 2) \) are not empty, then \( \pi \) has the pattern \( \langle 1423, \{1\}, \emptyset \rangle \). Similarly, if for \( s_1 \neq s_2, p \leq s_1, s_2 < q \), the two half-rows \( (-\infty, -1] \times \{s_t\} \) \( (t = 1, 2) \)
are not empty, then $\pi$ has the pattern $\langle 2314, \{3\}, \emptyset \rangle$. Otherwise, if $[1, +\infty) \times \{r \}$ is not empty for at most one value of $r$, $p < r \leq q$, and $(-\infty, -1) \times \{r \}$ is not empty for at most one value of $s$, $p \leq s < q$, then $r = s = p + 1 = q - 1$ (otherwise there is an empty skew row that separates $P$), in which case $\pi$ has the pattern $\langle 3142, \{2\}, \{2\} \rangle$. Similarly, one can prove that if $P$ is not vertically convex, then the corresponding permutation has either $\langle 4213, \emptyset, \{3\} \rangle$, $\langle 2431, \emptyset, \{1\} \rangle$, or $\langle 3142, \{2\}, \{2\} \rangle$ as a pattern.

Remark. The conditions (1) $\pi$ avoids $T = \langle 3142, \{2\}, \{2\} \rangle$; (2) $\pi$ avoids $T' = \langle 3142, \{2\}, \emptyset \rangle$ (31-42 in the dash notation); and (3) $\pi$ avoids $T'' = \langle 3142, \emptyset, \{2\} \rangle$; are equivalent. Therefore, one can replace in Theorem 16 the pattern $T$ by either (the formally weaker) $T'$ or $T''$.

The generating function for the enumeration sequence can be found in [9, 11]. The first few values of the sequence are $(1, 2, 6, 19, 59, 176, 502, 1374, 3630, 9312, \ldots)$ (sequence A067675 in [38]).

### 4.5 Tree Convex Polyominoes

In this section we enumerate $H$, the family of tree convex polyominoes, defined as:

**Definition 17** A tree convex polyomino is a convex polyomino that does not contain a $2 \times 2$ block.

(This might not be the most “natural” definition but it is best suited for our purposes.)

We demonstrate how the injection $\psi$ from polyominoes to permutations can be used for this purpose. The key idea for enumerating tree convex polyominoes is classifying them as permutations that avoid specific patterns.

**Theorem 18** The image of $H$ the function $\psi$ is precisely

$$\mathcal{H} = S(1423, 4213, 2314, 2431, \langle 3142, \{2\}, \{2\} \rangle, 2413).$$

**Proof:** Let us denote

$$\mathcal{H}' = S(\langle 1423, \{1\}, \emptyset \rangle, \langle 4213, \emptyset, \{3\} \rangle, \langle 2314, \{3\}, \emptyset \rangle, \langle 2431, \emptyset, \{1\} \rangle, \langle 3142, \{2\}, \{2\} \rangle, 2413).$$

We shall see that in fact $\mathcal{H}' = \mathcal{H}$. However, since $\mathcal{H}'$ is clearly a subclass of $\mathcal{G}$ from Theorem 16, it will be more natural and easy to prove that $\psi(H) = \mathcal{H}'$.

Let $P \in \mathcal{P}$ be a polyomino.\(^4\) We shall first prove that $P$ is a tree convex polyomino if and only if $\rho = \psi(P) \in \mathcal{H}'$. Then, we shall prove that $\mathcal{H}' = \mathcal{H}$. Denote the cell of $P$, whose double labeling is $\langle i, \pi(i) \rangle$, by $C_i$.\(^5\)

\(^4\)Note that we could write here $P \in \mathcal{R}$, and the entire proof would hold for “tree convex reduced prepolyominoes.” Thus, the function $\psi$ may be replaced by $\varphi$ throughout the discussion.
1. Let $P$ be a tree convex polyomino anchored in $\mathbb{Z}^2$, and let $\rho = \psi(P)$. Since $P$ is convex, $\rho$ avoids the first five patterns in the definition of $\mathcal{H}'$. It remains to show that $\rho$ avoids the pattern 2413. Assume for contradiction that $\rho$ has the pattern 2413, that is, there are indices $1 \leq i < j < k < \ell \leq n$ such that $\rho(k) < \rho(i) < \rho(\ell) < \rho(j)$. Consider $C_i, C_j, C_k$, and $C_\ell$. Assume that these cells of $P$ lie, respectively, in the cells $(a, e), (b, f), (c, g)$, and $(d, h)$ of $\mathbb{Z}^2$. Then, we must have $a \leq b < c \leq d$ and $g \leq e < h \leq f$. Consider the half-column $\{b\} \times (-\infty, e]$. Due to the convexity of $P$, there is a continuous path (a sequence of edge-connected neighboring cells of $P$) from $C_1$ to $C_3$, which contains a lattice cell that belongs this half-column. Therefore, since $(b, f) \in P$, we also have $(b, e) \in P$. Similar arguments also show that $(b, h), (c, e), (c, h) \in P$. Now, the convexity of $P$ implies that for all $r, s$, such that $b \leq r \leq c$ and $e \leq s \leq h$, the lattice cell $(r, s)$ belongs to $P$. In particular, $(b, e), (b, e+1), (b+1, e), (b+1, e+1)$ belong to $P$. Thus, $P$ contains a $2 \times 2$ block—a contradiction.

2. Conversely, assume that $P$ is not convex tree. If it is not convex, then, by Theorem 16, $\rho = \psi(P)$ contains one of the first five patterns in the definition of $\mathcal{H}'$. Assume now that $P$ contains a $2 \times 2$ block, the cells $C_i, C_j, C_k, C_\ell$ which lie, respectively, in the lattice cells $(a, e), (a, e+1), (a+1, e), (a+1, e+1)$. Then, we have $1 \leq i < j < k < \ell \leq n$ and $\rho(k) < \rho(i) < \rho(\ell) < \rho(j)$, and, thus, $\rho$ must have the pattern 2413.

3. It remains to prove that $\mathcal{H}'$ is identical to $\mathcal{H}$, the class stated in the theorem. Let $\rho \in \mathcal{H}'$; our aim is to prove that it avoids the patterns 1423, 4213, 2314, and 2431. The four proofs are similar (notice that the graphs of these permutations are rotationally equivalent), and so we shall prove in detail only that $\rho$ avoids 1423. Assume for contradiction that there are indices $1 \leq i < j < k < \ell \leq n$ such that $\rho(i) < \rho(k) < \rho(\ell) < \rho(j)$. Let $i'$ be the maximum number such that $i' < j$ and $\rho(i') < \rho(\ell)$. (Such an index $i'$ exists since at least $i$ satisfies this condition.) Then, $\rho(i'+1) > \rho(\ell)$. It cannot be the case that $\rho(k) < \rho(i') < \rho(\ell)$, otherwise $i', j, k, \ell$ form the forbidden pattern 2413. Therefore, $\rho(i') < \rho(k)$. However, in this case $i', i'+1, k, \ell$ form the pattern $\langle 1423, \{1\}, \emptyset \rangle$, and the claim follows.\footnote{The reader may notice that all the forbidden classical patterns can be obtained at once by analyzing directly the structure of convex polyominoes. For clarity of presentation, we prefer to first prove the claim for generalized patterns, and then analyze some of the latter in order to replace them by classical patterns.}

\[\qed\]

Our strategy for enumerating $\mathcal{H}$, the family of tree convex polyominoes, is to partition it into two disjoint families, and count each subfamily separately. The first family, $\mathbf{X}$, consists of so-called “positive pseudocrosses” (see below), and the second family, $\mathbf{Y}$, consists of all tree convex polyominoes which are not (or do not contain) positive pseudocrosses.

A positive pseudocross is either

- A horizontal positive pseudocross: a polyomino of the form

\[
([a, d] \times \{f\}) \cup ([b] \times [e, f-1]) \cup ([c] \times [f+1, h]),
\]
Figure 4.7 shows a few positive pseudocrosses. (Negative pseudocrosses are defined analogously, but are irrelevant here. Note that the set of positive pseudocrosses (which are not crosses) is not invariant under reflection about axis-parallel lines: A positive pseudocross is reflected to a negative pseudocross, and vice versa.)

**Observation 19** A convex tree polyomino $P$ contains a positive pseudocross if and only if $P$ itself is a positive pseudocross.

The definition of positive pseudocrosses is motivated by the following fact.

**Theorem 20** The image under $\psi$ of $Y$, the family of tree convex polyominoes which are not positive pseudocrosses, is precisely

$$Y = S(1423, 4213, 2314, 2431, 3142, 2413).$$

**Proof:** In view of Theorem 18 and Observation 19, it suffices to show that a tree convex polyomino $P$ is a pseudocross if and only if $\psi(P)$ contains the pattern 3142.

The “only if” direction is immediate from the definitions of $\varphi$ (recall that $\phi$ is its restriction) and of pseudocrosses.

For the “if” direction, assume that $\psi(P)$ contains the pattern 3142. Then, $P$ contains four cells $C_i, C_j, C_k, C_\ell$ which lie, respectively, in the lattice cells $(a, e), (b, f), (c, g), (d, h)$, such that $a < b \leq e < d$ and $e < f \leq g < h$.

If both $b < c$ and $f < g$, then, by reasoning very similar to that in the proof of Theorem 18 (part 1), we obtain that $P$ contains a $2 \times 2$ block. Assume, then, that $b < c$...
and \( f = g \). Since \( P \) is convex, it contains \([a, d] \times \{f\}, \{b\} \times [e, f - 1], \) and \([c] \times [f + 1, h]\). Thus, \( P \) contains a positive (horizontal) pseudocross; therefore, by Observation 19, \( P \) is a pseudocross.

Similarly, if \( b = c \) and \( f < g \), then \( P \) is a vertical pseudocross, and if \( b = c \) and \( f = g \), then \( P \) is a cross.

Recall the definition of a separable permutation. A non-empty permutation \( \pi \) is separable either if it is the unique permutation of \([1]\), or if the graph of \( \pi \) can be split into two non-empty blocks \( B_1 \) and \( B_2 \), which are themselves separable in a recursive manner. In the latter case either all the points in \( B_1 \) are to the “south-west” of all the points of \( B_2 \) (i.e., \( \pi \) has an ascending structure), or all the points in \( B_1 \) are to the “north-west” of all the points of \( B_2 \) (i.e., \( \pi \) has a descending structure).

Let \( \pi \) be a separable permutation of \([n]\) (where \( n \geq 2 \)) with an ascending structure. Then, \( \pi \) can be split in a unique way into blocks \( C_1, C_2, \ldots, C_k \), such that for \( i = 1, 2, \ldots, k - 1 \), all the points in \( C_i \) are to the “south-west” of all the points of \( C_{i+1} \), and each block \( C_i, i = 1, 2, \ldots, k \), either consists of one point or has a descending structure. We call the sequence \((C_1, C_2, \ldots, C_k)\) the first-level decomposition of the structure of \( \pi \). A similar definition refers to permutations with a descending structure: in this case all the points in \( C_i \) are to the “north-west” of all the points of \( C_{i+1} \), and each block \( C_i \) either consists of one point or has an ascending structure.

Separable permutations are known to be precisely \((2413,3142)\)-avoiding permutations [8]. Since \( Y \) avoids, inter alia, the patterns 2413 and 3142, it is a subclass of the class of separable permutations.

We prove the following two claims on the structure of permutations which belong to \( Y \) and of permutations which belong to \( X = \psi(X) \).

**Proposition 21** Consider \( \pi \in Y \), and assume that \( \pi \) has an ascending structure. Let \((C_1, C_2, \ldots, C_k)\) be the first-level decomposition of the structure of \( \pi \). Then:

1. Each of the blocks \( C_2, C_3, \ldots, C_{k-1} \) consists of either one point or several points in descending position;

2. If \( C_1 \) contains more than one point, then the first-level decomposition of its (descending) structure is \((D_1, D_2, \ldots, D_\ell)\), where \( D_1, D_2, \ldots, D_{\ell-1} \) contain one point, and the first-level decomposition of the (ascending) structure of \( D_\ell \) (if it contains more than one point) is \((E_1, E_2, \ldots, E_m)\), where \( E_1, E_2, \ldots, E_{m-1} \) contain one point, and \( E_m \) (if it contains more than one point) consists of points in descending position.

3. Similarly, if \( C_k \) contains more than one point, then the first-level decomposition of its (descending) structure is \((D'_1, D'_2, \ldots, D'_\ell')\), where \( D'_2, \ldots, D'_{\ell'-1}, D'_{\ell'} \) contain one point, and the first-level decomposition of the (ascending) structure of \( D'_1 \) (if it contains more than one point) is \((E'_1, E'_2, \ldots, E'_{m'})\), where \( E'_2, \ldots, E'_{m'-1}, E'_{m'} \) contain one point, and \( E'_1 \) (if it contains more than one point) consists of points in descending position.

A similar claim holds if \( \pi \) has a descending structure.
Figure 4.8: Permutations corresponding to tree convex polyominoes which do not contain a positive pseudocross (all blocks may be empty)

Figure 4.8(a) shows schematically a permutation $\pi \in \mathcal{Y}$ with an ascending structure. In the figure, $\mathcal{Y}$ denotes a block consisting of points in ascending position, and $\mathcal{X}$ denotes a block consisting of points in descending position. If a few consecutive blocks $C_i$'s consist of one point, then their union may be seen as an ascending block $\mathcal{Y}$. Therefore, $C := C_2 \cup \ldots \cup C_{k-1}$ consists of alternating $\mathcal{Y}$ and $\mathcal{X}$ blocks. Similarly, $D := D_1 \cup \ldots \cup D_{\ell-1}$ and $D' := D_2' \cup \ldots \cup D'_{\ell'}$ are $\mathcal{Y}$; $E := E_1 \cup \ldots \cup E_{m-1}$ and $E' := E_2' \cup \ldots \cup E'_{m'}$ are $\mathcal{X}$; finally, $F := E_m$ and $F' := E'_1$ are $\mathcal{X}$. Figure 4.8(b) illustrates schematically a permutation in $\mathcal{Y}$ with an ascending structure. This diagram may be obtained from that in Figure 4.8(a) by a $90^\circ$ rotation.

**Proof:** Let $\pi$ be a $(1423, 4213, 2314, 2431, 3142, 2413)$-avoiding permutation of $[n]$, where $n \geq 2$, and assume that it has an ascending structure.

1. Consider a block $C_i$, where $2 \leq i \leq k-1$. Assume that $C_i$ contains two points $P$ and $Q$, such that $Q$ is to the north-east of $P$. Since $C_i$ has a descending structure, either it contains a point $R$ which lies to the north-west of both $P$ and $Q$, or it contains a point $R'$ which lies to the south-east of both $P$ and $Q$. However, in the first case the points $S, R, P, Q$, where $S$ is any point of $C_{i-1}$, form the forbidden pattern 1423, while in the second case the points $P, Q, R', S'$, where $S'$ is any point of $C_{i+1}$, form the forbidden pattern 2314.

2. The reasoning here is very similar to that of the previous item. First, if for some $1 \leq i \leq \ell - 1$, $D_i$ (whose structure is ascending unless it consists of one point) contains two points in ascending position, then these two points, together with any point of $D_{i+1}$ and any point of $C_2$, form the forbidden pattern 2314. Next, if for some $1 \leq i \leq m - 1$, $E_i$ (whose structure is descending unless it consists of one point) contains two points in descending position, then these two points, together with any point of $D_{\ell-1}$ and any point of $E_m$, form the forbidden pattern 4213.

Finally, if $E_m$ contains two points $P$ and $Q$ in ascending position, then either these
two points form the forbidden pattern 1423 together with a point of $E_1$ and a point which lies in $E_m$ to the north-west of both $P$ and $Q$; or they form the forbidden pattern 2314 together with a point of $C_2$ and a point which lies in $E_m$ to the southeast of both $P$ and $Q$.

3. The proof is essentially identical to that of the previous item (notice the symmetry in Figure 4.8).

The proof for permutations $\pi$ with a descending structure (refer to Figure 4.8(b)) is identical.

On the other hand, it is easy to verify that any permutation, whose structure is as in Figure 4.8, avoids all of the patterns 1423, 4213, 2314, 2431, 3142, and 2413. $\square$

**Proposition 22** All permutations in $X$ have one of the structures shown in Figure 4.9 (all blocks are non-empty).

This follows directly from the definitions of $\psi$ and of pseudocrosses; therefore, the proof is omitted. If a polyomino $P$ is a horizontal pseudocross, then the central block in $\psi(P)$ is $\mathbb{N}$; if $P$ is a vertical pseudocross, then the central block is $\mathbb{Z}$; and if $P$ is a cross, then the central block consists of one point.

**Remark** One can also consider all possible ways to construct tree convex polyominoes, inspect to which permutations they are mapped by $\tilde{\varphi}$, using the graphical interpretation of this function (see Figure 4.3), and observe that these are precisely the permutations with the structures described in Propositions 21 and 22.

Considering the structures of $Y$ and $X$, we find the generating function for the enumerating sequence of $H = Y \cup X$, and, therefore, of $H = Y \cup X$.

**Proposition 23** The generating function for the enumerating sequence of $H$ is

$$x + 2 \cdot \left( \frac{x}{1-2x} \right) \cdot \left( \left( \frac{x}{1-x} \right)^3 + 1 \right)^2 + \left( \frac{x}{1-x} \right)^6 - \left( \frac{x}{1-x} \right)^2 + \frac{(1 + x)x^5}{(1-x)^5}. \quad (4.1)$$

**Proof:** Consider first the structure of a permutation in $Y$ with an ascending structure (refer to Figure 4.8(a)). The term $\frac{x}{1-2x}$ counts the number of ways to insert the part denoted by $C$. If $C_1$ consists of more than one point and is not just $\mathbb{N}$, then $D, E, F$ are non-empty,
and the term \((\frac{x}{1-x})^3\) counts the number of ways to insert these blocks. The addition of 1 is to account for the case in which \(C_1\) consists of more than one point or has the form \(\mathbb{N}\). The expression is squared since the same is true for the blocks \(D', E', F'\). The term \((\frac{x}{1-x})^6\) counts the number of such permutations in which \(C\) is empty, but \(D, E, F, D', E', F'\) are non-empty. The term \(\frac{x}{1-x}\) is deducted to avoid the counting of the permutation \((n \ n - 1 \ldots 2 \ 1)\), which in fact has a descending separation structure. The expression described by now is multiplied by 2 in order to count permutations with a descending separation as well. The summand \(x\) is added since the unique permutation of \(\{1\}\) was undercounted. The expression described thus far counts the number of permutations in \(\mathcal{Y}\).

The term \((\frac{1+x}{1-x})^5\) counts the number of permutations in \(\mathcal{X}\): \((\frac{x^5}{(1-x)^5})\) counts permutations as in Figure 4.9(a), while \((\frac{x^6}{(1-x)^6})\) counts permutations as in Figure 4.9(b), excluding those that have just one point in the central block and, thus, have been already counted.

The expression in Eq. (4.1) simplifies to

\[
\frac{x(1 - 4x + 8x^2 - 6x^3 + 4x^4)}{(1 - x)^4(1 - 2x)}.
\]

Since this is a rational function, the enumerating sequence satisfies a linear recurrence [39, p. 202, Th. 4.1.1] whose characteristic equation is \((x - 2)(x - 1)^4 = 0\), that is,

\[
a_n = 6a_{n-1} - 14a_{n-2} + 16a_{n-3} - 9a_{n-4} + 2a_{n-5}.
\]

The first numbers in the sequence (for \(n \geq 1\)) are

\((1, 2, 6, 18, 51, 134, 328, 758, 1677, 3594, 7530, 15530, 31687, 64190, 129420, \ldots)\)

We solve the recursion using the initial values and obtain that the \(n\)th value of the sequence is given by the formula

\[
a_n = 2^{n+2} - \frac{n^3 - n^2 + 10n + 4}{2}.
\]  

(4.2)

Notice that the asymptotic growth rate, 2, was expected since the principal contribution in the generating function is that of the term \(\frac{x}{1-x}\).
Chapter 5

Polyominoes on a Twisted Cylinder

5.1 Introduction

The notion of polyominoes on a twisted cylinder was introduced in [4]. For a fixed natural number \( w \), the twisted cylinder of width \( w \) is the surface obtained from the Euclidean plane by identifying all pairs of points of the form \((x, y), (x - kw, y + k)\), for \( k \in \mathbb{Z} \). Pictorially, we can imagine this as taking the stripe \([0, w] \times \mathbb{R}\) and gluing, for all \( y \), \((w, y)\) with \((0, y + 1)\) (see Figure 5.1(a)).

A polyomino on the twisted cylinder is a finite edge-connected set of unit integer cells on this cylinder. Two polyominoes obtained from each other by translation are considered identical. In order to have a unique representation, we shall assume without loss of generality that the cell \((0, 1)\) is the leftmost cell belonging to all polyominoes. We shall label this cell by 1, and all other cells in the cylinder to the right of 1 so that the cell \(i\) will be the right neighbor of the cell \(i - 1\). Therefore, the twisted cylinder of width \( w \) may be seen as a host graph (dual of the lattice graph) whose vertices are labeled by \( \mathbb{N} \), and there is an edge \(\{i, j\}\) if \(|i - j| = 1\) (a horizontal edge) or \(|i - j| = w\) (a vertical edge). Alternatively, we have a half-infinite circulant graph with \( \aleph_0 \) vertices, in which each vertex \(i \in \mathbb{N}\) is connected to vertices \(i \pm 1\) and \(i \pm w\) (unless the attempted connection is to a non-natural number). In this interpretation, a polyomino \( P \) may be regarded as a finite subset of \( \mathbb{N} \) such that 1 \( \in P \) and the corresponding induced subgraph (in the mentioned-above host graph) is connected. Figures 5.1(b,c) show a sample polyomino on the twisted cylinder of width 3.

Denote the number of fixed polyominoes on a twisted cylinder of width \( w \) by \( A^{(w)}(n) \). It is easy to observe that for any fixed values of \( w \) and \( n \), such that \( n > w \), we have \( A^{(w)}(n) < A(n) \). This follows from the fact that one can easily embed any polyomino on a twisted cylinder in the regular plane, but the opposite operation is not always possible due to self overlaps of the polyominoes. Furthermore, it is also true [4] that for any fixed value of \( w \), the limit \( \lambda^{(w)} := \lim_{n \to \infty} A^{(w)}(n+1)/A^{(w)}(n) \) exists and that \( \lambda^{(1)} \leq \lambda^{(2)} \leq \lambda^{(3)} \leq \ldots \).\footnote{The term ‘width,’ and not ‘perimeter,’ is used for consistency with [19] and [4].}
We now show that \( \lim_{w \to \infty} \lambda^{(w)} = \lambda \). First note that \( A^{(w)}(w) = A(w) \) since every polyomino of size \( w \) in the plane can be embedded in the twisted cylinder of width \( w \). Hence,

\[
\lim_{w \to \infty} \sqrt{A^{(w)}(w)} = \lim_{w \to \infty} \sqrt{A(w)} = \lambda
\]

Using a concatenation argument (similar to the one shown in subsection 1.1), one can see that \( A^{(w)}(n) \cdot A^{(w)}(m) \leq A^{(w)}(m+n) \), and in particular \( (A^{(w)}(n))^2 \leq A^{(w)}(2n) \). Hence, \( A^{(w)}(n) \leq \sqrt{A^{(w)}(2n)} \) and so \( \sqrt{A^{(w)}(n)} \leq \sqrt{2}/\sqrt{A^{(w)}(2n)} \). This implies that \( \sqrt{A^{(w)}(n)} < \lambda^{(w)} \) for every \( n \), since for any given \( n \), \( n^{1/2}/\sqrt{A^{(w)}(n \cdot 2^n)} \) is a rising subsequence converging to \( \lambda^{(w)} \), and so it must lie entirely below it.

Now, given \( \epsilon > 0 \), choose \( W_0 \) such that for all \( w > W_0 \) we have \( \sqrt{A(w)} > \lambda - \epsilon \) (this is always possible due to equation 1). Take any \( w > W_0 \); now we have that \( \lambda - \epsilon < \sqrt{A(w)} = \sqrt{A^{(w)}(w)} < \lambda^{(w)} \). Hence, \( \lambda^{(w)} \to \lambda \), as required.

It is shown in [4] that \( \lambda^{(w)} \) is the only positive eigenvalue of a huge matrix (the size of each of which dimensions is proportional to the \( w \)th Motzkin number), and much effort is spent in this work for computing numerically this eigenvalue for as large as possible values of \( w \).

The currently best lower bound on \( \lambda \) is achieved by computing \( \lambda^{(22)} \approx 3.9801 \). Finding explicit formulae for the numbers of polyominoes on twisted cylinders of different widths, and understanding the relations between these formulae, might shed light on the real value of \( \lambda \).

### 5.2 Transfer Matrix

Polyominoes on twisted cylinders are relatively easy to enumerate due to a limit on the size of their boundary; more specifically, when constructing them square by square, their boundary (the set of cells whose neighbors have not been reached by the construction method yet) can be limited to the width of the cylinder. This can be used to give a transfer-matrix algorithm for their enumeration.

In this section we show how this process can be described using a finite-state automaton, showing that the set of all polyominoes on a twisted cylinder is equivalent to a regular language and giving rise to an efficient transfer-matrix algorithm for enumerating words in this language, and for computing the generating function for its enumerating sequence.
In particular, this shows that for every width \( w \), the generating function for the number of polyominoes on the twisted cylinder of width \( w \) can be computed in an algorithmic manner, is a rational function, and the number of such polyominoes satisfies a linear recurrence relation with constant coefficients. However, for large values of \( w \), both the generating function and the recurrence formula become very large (the growth of their complexity is exponential in \( w \) since it corresponds to the \( w \)th Motzkin number).

In [4], a transfer matrix is used in order to encode the growth of polyominoes on the twisted cylinder of width \( w \).\(^2\) The first cell is always “occupied.” Then, the next cell is made either “occupied” or “empty,” and the process continues ad infinitum. The signature of a polyomino \( P \) characterizes to which connected components the last \( w \) cells of \( P \) (including both occupied and empty cells) belong. Naturally, polyominoes with more than one connected component are invalid, but they can become valid later if enough cells are added so as to make the entire polyomino connected. The addition of an empty (resp., occupied) cell to a polyomino \( P \) (possibly disconnected) of size \( n \) and with a signature \( s \), produces a polyomino of size \( n \) (resp., \( n + 1 \)) with signature \( s' \) (resp., \( s'' \)). The key idea is that one does not need to keep in memory all possible polyominoes, but only all possible signatures. The identity of \( s \), and whether the new cell is empty or occupied, determines unambiguously the size and signature of the new polyomino. This is precisely the information encoded in the transfer matrix.

Putting it differently, the transfer matrix encodes a finite automaton defined as follows. The states of the automaton are all possible signatures. The initial state corresponds to the signature that encodes \( w \) empty cells. Each state has up to \( w \) outgoing edges, labeled ‘0’ through ‘\( w - 1 \)’. Being at state \( s \), and upon reading the input character \( k \) (for \( 0 \leq k < w \)), the automaton switches to the new state \( s' \) that corresponds to concatenating to a polyomino with signature \( s \) an occupied cell and then \( k \) more empty cells. (Naturally, concatenating \( w \) empty cells to any polyomino \( P \) will “terminate” it since then any further occupied cells will be disconnected from \( P \).) This guarantees that a sequence of \( n \) input characters will correspond to a polyomino of size precisely \( n \). The only accepting state of the automaton, \( s_a \), corresponds to the signature that encodes an occupied cell followed by \( w - 1 \) empty cells. (Any valid polyomino can be “normalized” by concatenating to it empty cells as needed.) The connectedness of polyominoes with the signature that corresponds to \( s_a \) is guaranteed by the edges of the automaton. Any edge, that manifests the split of the polyomino into components that can never be connected again, leads to a “dead-end” state. (Such edges are omitted.) Our goal is, thus, to count all words over the alphabet \( \{0,1,\ldots,w-1\} \) that are recognized by the automaton, that is, correspond to valid (connected) polyominoes. Figure 5.2(a) shows the automaton that corresponds to the twisted cylinder of width 3. Note that states are named in the notation of [4, 19]. For simplicity of exposition, the initial state was “united” with the accepting state ‘100’. Actually, the initial state should have been named ‘000’ (the empty polyomino) and have the same outgoing edges as state ‘100’, and no incoming edges. Also, a “dead end” state should be present as well, but this modification does not change the outcome.

\(^2\)Jensen [19] invented this method in order to count polyominoes on regular (non-twisted cylinders), and his implementation did not actually use the matrix per se. He used a system of “transfer rules” and did not look for any enumerating formula.
Figure 5.2: An automaton implementing the building of polyominoes on the twisted cylinder of width 3, and the corresponding transfer matrix.
We now follow closely the method described by Stanley [39, §4.7]. The transfer matrix $A$ that describes this automaton is of size $k \times k$, where $k$ is the number of different signatures. In fact, $k$ is equal to the $(w+1)$st Motzkin number [4]. The entry $A_{ij}$ contains the number of edges leading from state $s_i$ to state $s_j$. (In our case, entries can only be 0 or 1.) Denote by $f_i$ the generating function for the number of words accepted by the automaton if $s_i$ is the initial state, and by $\overline{f}$ the vector of all these generating functions. Since the number of accepting paths of length $n$ starting at $s_i$ is identical to the number of accepting paths of length $n-1$ starting at states reachable from $s_i$ by one step, we have the relation $f_i = \sum_j A_{ij}x f_j + \delta_i$, where $\delta_i = 1$ if $s_i = s_n$ and 0 otherwise. Therefore, we have $\overline{f} = xA\overline{f} + \overline{\delta}$ ($xA = Ax$ since this is a commutative ring), where $\overline{\delta}$ is a binary vector containing 1 in the entries corresponding to accepting states and 0 elsewhere. By solving for $\overline{f}$, we obtain that $\overline{f} = (I - xA)^{-1}\overline{\delta}$. Our case is simple in the sense that we have only one accepting state and that the initial and accepting states are the same. By using Cramer’s rule, one can easily see that the generating function of $s_n$ is given by $\det(B)/\det(M)$, where $M = I - xA$ and $B$ is obtained from $M$ by erasing the row and column corresponding to $s_n$ (in general one has to erase the row corresponding to the initial state and column corresponding to the accepting state).

Figure 5.2(b) shows the transfer matrix that corresponds to the growth of polyominoes on the twisted cylinder of width 3. The method described above yields the generating function $(x^3 + x^2 + x - 1)/(2x^3 + x^2 + 2x - 1)$, which implies immediately [39, p. 202, Th. 4.1.1] that the recurrence formula in this case is $a_n = 2a_{n-1} + a_{n-2} + 2a_{n-3}$.

The same analysis can be applied algorithmically to any $w$ (and indeed we have written a short program that does exactly this) but for values of $w \geq 7$ the resulting generating function is too large to be considered practical. We present here our results for twisted cylinders of widths between 4 and 6 (The meaning of $a_n$ should be understood from the context; we omit from the notation the dependence on the width of the cylinder.)

For width 4, the obtained generating function is

$$\frac{x^7 - 4x^6 + 2x^5 - 3x^3 + 5x^2 - 4x + 1}{2x^7 - 6x^6 + 2x^5 + 2x^4 - 7x^3 + 8x^2 - 5x + 1},$$

and the minimal linear recurrence is

$$a_n = 5a_{n-1} - 8a_{n-2} + 7a_{n-3} - 2a_{n-4} - 2a_{n-5} + 6a_{n-6} - 2a_{n-7},$$

with $a_1 = 1$, $a_2 = 2$, $a_3 = 6$, $a_4 = 19$, $a_5 = 59$, $a_6 = 181$, and $a_7 = 555$. The growth rate (solution of the characteristic equation) is $3.0609\ldots$ ($\lambda_4$ in [4]).

For width 5, the generating function is found to be

\[ \text{[Footnote 3: The cited theorem simply says that the recurrence formula is manifested in the denominator of the generating function. Actually, the recurrence can be obtained directly from the transfer matrix (once its minimal polynomial is known), but we find it beneficial to also have the generating function at hand.] } \]
\[
\frac{(x^{18} + x^{17} + 7x^{16} - 3x^{15} - 17x^{14} - 13x^{13} + 13x^{12} + 8x^{11} - 10x^{10} - 12x^9 - 10x^8 - 16x^7 + 3x^6 - 2x^4 + 5x^3 - x^2 - 3x + 1)}{(2x^{18} + 14x^{16} - x^{15} - 23x^{14} + 22x^{13} + 16x^{12} + 14x^{11} - 10x^{10} - 18x^9 - 9x^8 - 25x^7 - x^6 - 5x^4 + 6x^3 + x^2 - 4x + 1)}.
\]

The minimal linear recurrence is

\[a_n = 4a_{n-1} - a_{n-2} - 6a_{n-3} + 5a_{n-4} + a_{n-6} + 25a_{n-7} + 9a_{n-8} + 18a_{n-9} + 10a_{n-10} - 14a_{n-11} - 16a_{n-12} + 22a_{n-13} + 23a_{n-14} + a_{n-15} - 14a_{n-16} - 2a_{n-18},\]

with \(a_1 = 1, a_2 = 2, a_3 = 6, a_4 = 19, a_5 = 63, a_6 = 211, a_7 = 707, a_8 = 2360, a_9 = 7853, a_{10} = 26070, a_{11} = 86434, a_{12} = 286416, a_{13} = 948991, a_{14} = 3144464, a_{15} = 10419886, a_{16} = 34530671, a_{17} = 114435963, \) and \(a_{18} = 379251561.\) The growth rate is \(3.3141\ldots (\lambda_5\text{ in }[4]).\)

For width 6, the computed generating function is

\[
\frac{(x^{48} - 6x^{47} - 2x^{46} + 3x^{45} - 19x^{44} + 41x^{43} + 117x^{42} - 109x^{41} - 42x^{40} + 48x^{39} - 450x^{38} - 182x^{37} + 73x^{36} - 40x^{35} + 819x^{34} + 204x^{33} + 1200x^{32} + 439x^{31} - 332x^{30} + 1477x^{29} - 973x^{28} + 1727x^{27} - 1550x^{26} + 1747x^{25} - 847x^{24} + 102x^{23} + 305x^{22} - 913x^{21} + 983x^{20} - 1534x^{19} + 1398x^{18} - 1336x^{17} + 937x^{16} - 503x^{15} + 354x^{14} - 302x^{13} + 148x^{12} - 9x^{11} + 31x^{10} - 90x^9 + 146x^8 - 150x^7 + 79x^6 - 22x^5 + 8x^4 - 17x^3 + 17x^2 - 7x + 1)}{(2x^{48} - 9x^{47} - 7x^{46} + 4x^{45} - 34x^{44} - 103x^{43} + 201x^{42} + 161x^{41} - 147x^{40} + 245x^{39} - 731x^{38} - 299x^{37} - 120x^{36} - 330x^{35} + 1101x^{34} + 183x^{33} + 1622x^{32} + 1200x^{31} - 1016x^{30} + 2893x^{29} - 1924x^{28} + 2952x^{27} - 2472x^{26} + 2537x^{25} - 793x^{24} + 367x^{23} + 1109x^{22} - 1941x^{21} + 2102x^{20} - 2815x^{19} + 2416x^{18} - 2181x^{17} + 1411x^{16} - 787x^{15} + 550x^{14} - 435x^{13} + 208x^{12} - 46x^{11} + 107x^{10} - 204x^9 + 260x^8 - 217x^7 + 100x^6 - 32x^5 + 21x^4 - 30x^3 + 23x^2 - 8x + 1).}
\]

The minimal linear recurrence is

\[a_n = 8a_{n-1} - 23a_{n-2} + 30a_{n-3} - 21a_{n-4} + 32a_{n-5} - 100a_{n-6} + 217a_{n-7} - 260a_{n-8} + 204a_{n-9} - 107a_{n-10} + 46a_{n-11} - 208a_{n-12} + 435a_{n-13} - 550a_{n-14} + 787a_{n-15} - 1411a_{n-16} + 2181a_{n-17} - 2416a_{n-18} + 2815a_{n-19} - 2102a_{n-20} + 1941a_{n-21} - 1109a_{n-22} + 367a_{n-23} + 793a_{n-24} - 2537a_{n-25} + 2472a_{n-26} - 2952a_{n-27} + 1924a_{n-28} - 2893a_{n-29} + 1016a_{n-30} - 1200a_{n-31} - 1622a_{n-32} - 183a_{n-33} - 1101a_{n-34} + 330a_{n-35} + 120a_{n-36} + 299a_{n-37} + 731a_{n-38} - 245a_{n-39} + 147a_{n-40} + 161a_{n-41} - 201a_{n-42} + 103a_{n-43} + 34a_{n-44} - a_{n-45} + 7a_{n-46} + 9a_{n-47} - 2a_{n-48},\]

with \((a_i)_{i=1}^{48} = (1, 2, 6, 19, 63, 216, 754, 2650, 9311, 32648, 114210, 398711, 1389910, 4840947, 16852765, 58657588, 204151644, 710538469, 2473082513, 8608079201, 29963112912, 104298075975, 363053581718, 1263768927868, 4399117783874, 15313119079728, 53304212536356, 185549212643365, 645886848026350, 2248296466237295, 7826193746149272, 27242536831652344, 94829719987493235, 33096849979162682, 114904832048304893, 114904832048304893).
3999771751380580614, 13922977784041234403, 48465093550790494424, 168704234381507799362, 587249847637486241853, 2044183333472295697123, 7115685974133683488273, 24769298361096626327975, 86220519493365324684086, 300128726780117770956748, 1044731035631558645331234, 3636649341693369874678279, 12658969612510481574745708). The growth rate is 3.4809 \ldots (\lambda_6 in [4]).

Note that the complexities of the recurrence formulae for polyominoes on twisted cylinders of widths 3–6, that is, 4,8,19,49, are almost identical to the dimensions of the respective transfer matrices, that is, the 4th through 7th Motzkin numbers, namely, 4,9,21,51.

5.3 Polyominoes on Twisted Cylinder of Width 3

In Section 5 we presented polyominoes on twisted cylinders and proved that for cylinder width $W = 3$ the number of polyominoes satisfies the recurrence relation $a_n = 2a_{n-1} + a_{n-2} + 2a_{n-3}$. We now show how this result can also be obtained using our bijection to permutations and characterization of classes of polyominoes via forbidden patterns introduced in Chapter 4.

Denote by $F$ the set of $(2431, 3412, 3421, 4123, 4213, 4312, 4321)$-avoiding permutations, and by $F_n$ the set of such permutations of $[n]$. Let us first establish the desired bijection.

**Theorem 24** For every natural $n$, there is a bijection between $A_{3,n}$ and $F_n$.

**Proof:** The proof is organized as follows. First, we define recursively a set $B$ of permutations, and show a recursion-preserving bijection between $A_3$ and $B$. Second, we prove that $B$ and $F$ are identical.

**Step 1.** For every $n \in \mathbb{N}$, we define the set of permutations $B_n$ as follows. For $n = 1, 2, 3$, $B_n$ is the set of all $n!$ permutations of $[n]$. For $n \geq 4$, $B_n$ is defined recursively as follows (refer to Figure 5.3).

- For each $\pi \in B_{n-1}$, let $g_1(\pi)$ be the permutation $\tau$ of $[n]$ defined by
  
  For $1 \leq i \leq n-1$, $\tau(i) = \pi(i)$; \hspace{1cm} $\tau(n) = n$.

- For each $\pi \in B_{n-1}$, let $g_2(\pi)$ be the permutation $\tau$ of $[n]$ defined according to whether or not $\pi(n-1) = n-1$:
  
  If $\pi(n-1) \neq n-1$, then
  
  For $1 \leq i \leq n-2$, $\tau(i) = \pi(i)$; \hspace{1cm} $\tau(n-1) = n$; \hspace{1cm} $\tau(n) = \pi(n-1)$;
  
  Else (if $\pi(n-1) = n-1$)
  
  For $1 \leq i \leq n-3$, $\tau(i) = \pi(i)$; \hspace{1cm} $\tau(n-2) = n$; \hspace{1cm} $\tau(n-1) = \pi(n-2)$;
  
  $\tau(n) = \pi(n-1) = n-1$.

- For each $\pi \in B_{n-2}$, let $g_3(\pi)$ be the permutation $\tau$ of $[n]$ defined by
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(a) One-level recursion: $g_1(\pi)$ and $g_2(\pi)$

(b) Two-level recursion: $g_3(\pi)$

(c) Three-level recursion: $g_4(\pi)$ and $g_5(\pi)$

Figure 5.3: Recursive definition of $B_n$
For $1 \leq i \leq n-2$, $\tau(i) = \pi(i)$; $\tau(n-1) = n$; $\tau(n) = n-1$.

- For each $\pi \in B_{n-3}$, let $g_4(\pi)$ be the permutation $\tau$ of $[n]$ defined by

$$
\text{For } 1 \leq i \leq n-3, \quad \tau(i) = \pi(i); \quad \tau(n-2) = n; \quad \tau(n-1) = n-1;
$$

$\tau(n) = n - 2$.

- For each $\pi \in B_{n-3}$, let $g_5(\pi)$ be the permutation $\tau$ of $[n]$ defined by

$$
\text{For } 1 \leq i \leq n-4, \quad \tau(i) = \pi(i); \quad \tau(n-3) = n; \quad \tau(n-2) = \pi(n-3);
$$

$\tau(n-1) = n-1$; $\tau(n) = n - 2$.

Finally, we set $B_n = \{g_1(\pi), g_2(\pi) : \pi \in B_{n-1}\} \cup \{g_3(\pi) : \pi \in B_{n-2}\} \cup \{g_4(\pi), g_5(\pi) : \pi \in B_{n-3}\}$, and $B = \bigcup_{n \in \mathbb{N}} B_n$. (Note that these classes are disjoint since each class is uniquely characterized by the configuration formed by points in the three upper rows.)

**Step 2.** We prove that for every natural $n$, the set $B_n$ coincides with $F_n$, the set of $(2431, 3412, 3421, 4123, 4213, 4231, 4312, 4321)$-avoiding permutations of $[n]$.

We begin by proving by induction on $n$ that a permutation $\pi \in B_n$ avoids all eight indicated permutations. For $n = 1, 2, 3$, the claim is clear. Assume, then, that $n \geq 4$. We need to verify that if $\pi$ avoids all the eight permutations, then $g_1(\pi), \ldots, g_5(\pi)$ avoid them all as well. Thus, we have a total of forty statements to check. The proofs of all these statements are similar, being based on the observation that if the graph of $\tau$ is obtained from the graph of $\pi$ by adding several elements (shown as points in Figure 5.3), and $\tau$ has a pattern that is avoided in $\pi$, then this pattern must involve at least one added element. For lack of space we prove in detail only one such statement, that if $\pi$ avoids the pattern 2431, then so does $g_3(\pi)$. All the other proofs are identical in nature.

Refer again to the right-hand side of Figure 5.3(c), and assume for contradiction that $\tau = g_3(\pi)$ contains the pattern 2431. That is, there are indices $1 \leq i < j < k < \ell \leq n$ such that $\tau(\ell) < \tau(i) < \tau(k) < \tau(j)$. In such a case we must have $j = n - 3$. This is justified as follows. First, $j \in \{n-3, n-1, n\}$, otherwise we have $\tau(i), \tau(j), \tau(k), \tau(\ell) \leq n-3$, and, therefore, $\pi$ also has the pattern 2431, which is a contradiction. Second, if $j = n - 1$ or $j = n$, then the indices $k$ and $\ell$ cannot exist as we assumed. Now, since $j = n - 3$ and $k > \ell$, we must have $k = n - 2$ or $k = n - 1$. ($k \neq n$ since otherwise the index $\ell$ cannot exist.) However, both options lead to a contradiction. If $k = n - 2$, then $\ell \in \{n - 1, n\}$, which is impossible since both cases imply that $\tau(k) < \tau(\ell)$ (due to the facts that $\tau(k) = \tau(n-2) \leq n-3$ and $\tau(\ell) \in \{n-1, n-2\}$). Finally, if $k = n - 1$, then we must have $\ell = n$, which is also impossible since this implies that $\tau(\ell) > \tau(i)$ (due to the facts that $\tau(\ell) = \tau(n) = n - 2$ and $\tau(i) \leq n - 3$).

We continue with proving by induction on $n$ that a permutation $\tau \in F_n$ is also in $B_n$. For $n = 1, 2, 3$, the claim is clear. Assume, then, that $n \geq 4$. Our goal is to show that $\tau$ is either $g_1(\pi), g_2(\pi), g_3(\pi), g_4(\pi), g_5(\pi)$, for some permutation $\pi$ of either $[n-1], [n-2]$, or $[n-3]$. In all cases, $\pi$ is a subpermutation of $\tau$, hence, it avoids the eight forbidden

---

4The graph of a permutation $\tau \in S_n$ is the set of points $\{(i, \tau(i)) : 1 \leq i \leq n\}$.
patterns. Therefore, by the induction hypothesis, \( \pi \in \mathcal{B}_{n-1} \cup \mathcal{B}_{n-2} \cup \mathcal{B}_{n-3} \), which would imply that \( \tau \in \mathcal{B}_n \).

To this end we analyze all possible suffixes of the permutation \( \tau \).

- \( \tau(n) = n \). \( \pi \) is the permutation of \([n-1]\) defined by \( \pi(i) = \tau(i) \) for all \( 1 \leq i \leq n - 1 \). In this case \( \tau = g_1(\pi) \).

- \( \tau(n-1) = n \) and \( \tau(n) = n-1 \). \( \pi \) is the permutation of \([n-2]\) defined by \( \pi(i) = \tau(i) \) for all \( 1 \leq i \leq n - 2 \). In this case \( \tau = g_3(\pi) \).

- \( \tau(n-1) = n \) and \( \tau(n) < n-1 \). \( \pi \) is the permutation of \([n-1]\) defined by \( \pi(i) = \tau(i) \) for all \( 1 \leq i \leq n - 2 \) and \( \pi(n-1) = \tau(n) \). In the case \( \tau = g_2(\pi) \).

- \( \tau(n-2) = n \), \( \tau(n-1) = n-1 \), and \( \tau(n) = n-2 \). \( \pi \) is the permutation of \([n-3]\) defined by \( \pi(i) = \tau(i) \) for all \( 1 \leq i \leq n - 3 \). In the case \( \tau = g_4(\pi) \).

- \( \tau(n-2) = n \) and \( \tau(n) = n-1 \). \( \pi \) is the permutation of \([n-1]\) defined by \( \pi(i) = \tau(i) \) for all \( 1 \leq i \leq n - 3 \) and \( \pi(n-2) = \tau(n-1) \), and \( \pi(n-1) = \tau(n) \). In the case \( \tau = g_2(\pi) \).

- \( \tau(n-2) = n \), \( \tau(n-1) = n-1 \), and \( \tau(n) < n-2 \). This combination is impossible since in this case \( \tau \) contains the forbidden pattern 2431 (with \( i = \tau^{-1}(n-2), j = n-2, k = n-1, \) and \( \ell = n \)).

- \( \tau(n-2) = n \) and \( \tau(i) = n-1 \) for \( i < n-3 \). This combination is also impossible. We either have \( \tau(n-1) < \tau(n) \) or \( \tau(n-1) > \tau(n) \). In the former case, \( \tau \) contains the forbidden pattern 3412, while in the latter case, \( \tau \) contains the forbidden pattern 3421 (both with \( i = \tau^{-1}(n-1), j = n-2, k = n-1, \) and \( \ell = n \)).

- \( \tau(n-3) = n \), \( \tau(n-1) = n-1 \), and \( \tau(n) = n-2 \). \( \pi \) is the permutation of \([n-3]\) defined by \( \pi(i) = \tau(i) \) for all \( 1 \leq i \leq n - 4 \) and \( \pi(n-3) = \tau(n-2) \). In the case \( \tau = g_5(\pi) \).

- All other cases in which \( \tau(n-3) = n \) are impossible. In order to see this, notice that all the patterns of the form 4***, except 4132, are forbidden. Therefore, in this case we have \( \tau(n-2) < \tau(n) < \tau(n-1) \). This implies that \( \tau(n-1) = n-1 \), otherwise \( \tau \) contains the forbidden pattern 3412 (with \( i = \tau^{-1}(n-1), j = n-3, k = n-1, \) and \( \ell = n \)). Furthermore, we necessarily have \( \tau(n) = n-2 \), otherwise \( \tau \) contains the forbidden pattern 2431 (with \( i = \tau^{-1}(n-2), j = n-3, k = n-1, \ell = n \)). Hence, we arrive at the previous case.

- \( \tau(k) = n \) for \( k < n-3 \). This case is also impossible. Otherwise, applying the reasoning as in the previous paragraph twice, first for \( n-1 \) and \( n \), and the for \( n-2 \) and \( n-1 \), one concludes that \( \tau(n-1) = n-1 \) and \( \tau(n) = n-2 \) simultaneously with \( \tau(n-2) = n-1 \) and \( \tau(n-1) = n-2 \). This is clearly impossible.

By combining Steps 1 and 2, we essentially establish a recursion-preserving bijection \( \varphi_n \) between \( \mathcal{A}_{3,n} \) and \( \mathcal{P}_n \). Specifically, for \( n = 1, 2, 3 \), \( \varphi_n \) is defined as is shown in Figure 5.4. For \( n \geq 4 \), a polyomino is transformed into a permutation as follows. Let \( Q \in \mathcal{A}_{3,n} \) with
Let $P$ be the polyomino of size $m$ (for $n - 3 \leq m \leq n - 1$) for which $Q = f_i(P)$ (for some $1 \leq i \leq 5$). Let $\pi = \varphi_m(P)$. Then, $\varphi_n(Q)$ is defined as $g_i(\pi)$.

Thus, the union $\varphi = \bigcup_{m \in \mathbb{N}} (\varphi_m)$ is a recursion- and size-preserving bijection between $A_3$, the set of polyominoes on the twisted cylinder of width 3, and $F$, the set of $(2431, 3412, 3421, 4123, 4213, 4231, 4312, 4321)$-avoiding permutations. In fact, we proved two more bijections between $A_3$ and two other sets of permutations, $F'$ and $F''$, avoiding the patterns $(2413, 3412, 4123, 4132, 4213, 4312, 4321)$ and $(1342, 1432, 3142, 4123, 4132, 4213, 4312)$, respectively. The details of the two additional bijections are very similar to those of the bijection shown above, and are, thus, omitted. Note that the conjunction of the three bijections is an indirect proof that the three sets of permutations, $F$, $F'$, and $F''$, are in the same Wilf class, that is, for any fixed $n$, there is the same number of permutations of $[n]$ avoiding either set of patterns.

The Maple package VATTER [43] (based on Zeilberger’s original package WILF [42]) readily produces an efficient (polynomial-time) enumeration scheme of the polyominoes in $F$. The command

```plaintext
seq := SeqS(SchemeFast([[2, 4, 3, 1], [3, 4, 1, 2], [3, 4, 2, 1], [4, 1, 2, 3],
[4, 2, 1, 3], [4, 2, 3, 1], [4, 3, 1, 2], [4, 3, 2, 1]], 3, 1), 20);
```

computes instantly the first 20 values of the sequence. It takes less than a minute to compute the first 500 values of this sequence. Then, feeding just a few consecutive values either to the same Maple package (by typing “findrec(seq,n,N,4);”) or to another mathematics software (e.g., by using the Mathematica command “FindLinearRecurrence[{1,2,6,16,42,112,298,792,2106,5600}]”) yields the expected recurrence formula, $a_n = 2a_{n-1} + a_{n-2} + 2a_{n-3}$. 

Figure 5.4: Initializing the recursion
Chapter 6

Conclusions and Open Problems

In this research we have studied several different approaches, both computational and theoretical, for the enumeration problem of lattice animals. We review them briefly and suggest further directions and improvements that can be pursued in future work.

**Enumeration algorithms.** We have used our generalized, parallel version of Redelmeier’s algorithm to count various types of lattice animals, but by no means all possible types. A natural extension of our work will be the application of the algorithm to additional types of lattice animals. The algorithm itself can be further optimized to yield even better results in some cases; some work in this direction was done in a yet unpublished paper [28] which improves our implementation and achieves better results for $d$-dimensional orthogonal polycubes.

**Growth constants.** The upper and lower bounds for $\lambda_2$ remain the major open problem in the field. An extremely promising approach for improving the lower bound is via the twisted-cylinder polyominoes described in Chapter 5. However, obtaining such bounds using the current methods requires dealing with extremely high numbers and large matrices. Although this is possible in practice for a few more values, the obtained bound might still be far from the true value of $\lambda_2$.

Another possible approach not dealt with in this research is to use a method similar to that in Section 3.2 and count “proper” polyominoes on twisted cylinder—polyominoes that can be embedded on cylinder of width $w$ but cannot be embedded in any cylinder of a smaller width. One can derive formulas for the first few diagonals of tables of proper cylinder polyominoes as well, and this might lead to a better understanding of the limiting behavior of the growth constant for twisted cylinder, and so to a better lower bound on $\lambda_2$ itself.

The upper bound remained unchanged since 1973. Using modern computers, the method of [23] might be pushed a little further, but we believe that a whole new approach is needed to obtain a significant improvement. Such an approach is yet to be discovered, but perhaps the novel injection from polyominoes into permutations introduced in Chapter 4 will prove fruitful in this regard.

Another question is whether or not, and if yet, to which extent, the upper-bound and lower-bound methods can be generalized to other types of lattice animals. The upper bound method of [23] was adapted in [41] to hexagonal lattice animals, but we are not
aware of anything else. Because it depends very much on the limited number of “far” neighbors each cell has, this method might be very difficult to adapt (if at all possible) to high-dimensional polycubes.

As for the lower-bound method, it might be useful for hexagonal and triangular lattices (although some technical problems arise when attempting to adapt it), but, again, in high dimensions the method is much harder to use for the same reason the transfer matrix counting algorithm of [19] fails—the transfer matrix is too big since there are too many possible “frontlines”.

**Proper polycubes and diagonal formulas.** We have seen in Chapter 3 that proper polycubes are the key for understanding the behavior of high-dimensional polycubes. A very good estimate of $\lambda_d$ and $\lambda_d^T$ was obtained using relatively simple analysis of the diagonals in the table counting proper polycube. As more diagonal formulas are found, the bounds can be further improved. The question yet remains open if a general, simple pattern for all the diagonals exist.

**Polyomino-permutations bijection.** In Chapter 4 we presented a method for encoding polyominoes by permutations. This is a very natural and fruitful method, and has a very nice geometric representation, but it is by no means the only possible such method. A promising future direction of research is to consider other bijections which preserve some of the structure of the original polyominoes in a way that enables classes of polyominoes to be defined using some characterization of sets of permutations (most notably, using forbidden patterns). Our method might also characterize more classes of polyominoes other than the ones already found.
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המחקק מספר המפתח פורפ' על ברכך בפכקלות למודע המוחש

רואותיכו, ברצוני לחרותך ממגיה של, פורפ' על ברכך. שפילות ו SATA צוות עז המעמד מהזואר הראשות
עד לסלים וdıkוטור. עלי הбросו אתי כמלט של לארט סדר וחברות בפכקלות בה.
רואיתו, קר אסף, серии הציררכיות של החרמתנות עז ביבוא. שחרור עלי השראה לכל אורח
ולימדיך. ווף, הוא הינו מדריך מעלה בו כל מעשי האקדמיה הפמוד.

ברצוני לחרותך לפרסום מספר מספר אשר ותעון את החרלבהו והאהבה להמדת
тикなくなית המışı. במציאת ארצות צייני את פורפ', أفיק קשורパソコン שלמד אזרי מספר קריסים
ב 사건י הסבוכיות. או פורפ', וו אגרונום שלמד אתל ליגוד ממסחים: את פורפ', אלי ביות
שלימו אתיך קריפלוסוף. מכיגים ריבס יספם ל edm אתל ברורה מיצורית ישראה ומלאה
החרלתה שלידים יתיית למחרת שיאצל. ב deseaו בין לחרות עמד ווד וייאל
אשר און מכ למהדיק אכסל, ספר "אגרונומית" הוא שחרית מביר לארטתא את פימס
של מעשי המışı המממד ברב בזתות פניתי אילאמודה.

אני רוצה לחרותך למשתףיהם שיתאמכו מגמד. מספר ברמתו, והתרدوا גם אל ביאל
עד עת אחרים בסחי החרלות הלאמדת.

לכוסף. אני רוצה לחרותך ביאו. עד ווף, שפילות ולאפי מחרלון של התאר הראשה
בזוכותה תכופה וחייתו המוחה בוחר ביאי כל.

אני מודה לכסוף על החרלות הספנסר המרימה בחרלדות. ממ כ ברצוני לחרות לקרון על
שש גייריבס פמי על המплод המרימה שדעגנעק ל המשחל הלאמדיך.
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