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Abstract

Graph polynomials are powerful and well-developed tools to express graph parameters. Usually graph polynomials are compared to each other by ad-hoc means allowing to decide whether a newly defined graph polynomial generalizes (or is generalized) by another one. We study their distinctive power and introduce the notions of \textit{dp-completeness} and \textit{universality} of graph polynomials in order to formalize dependencies between them.

Many known graph polynomials satisfy linear recurrence relations with respect to some set of edge- or vertex-elimination operations. Inspired by the work of Brylawski and Oxley on the Tutte polynomial, we define several classes of graph polynomials according to their recurrence relations, and prove \textit{dp-completeness} and \textit{universality} results for those classes. We also extend the results above to classes of \textit{labeled} graph polynomials.

We provide several observations regarding computational complexity of the discussed \textit{dp-complete} graph polynomials. Notably, we exploit definability properties of these polynomials to show that they can be computed efficiently when input graphs are limited by certain parameter, and present some explicit algorithms.
Abbreviations and Notations

\begin{itemize}
  \item \textit{FOL} — First Order Logic
  \item \textit{MSOL} — Monadic Second Order Logic
  \item \textit{PNGI} — Parameterized Numeric Graph Invariant
  \item $a \prec_\omega b$ — $a$ precedes $b$ in order $\omega$
  \item $TCI(R)$ — The transitive closure of the relation $R$
  \item $G_1 \simeq G_2$ — Graphs $G_1$ and $G_2$ are isomorphic
  \item $G_1 \sqcup G_2$ — Disjoint Union of two graphs
  \item $G(A)$ — Spanning subgraph of $G$ with edge set $A$
  \item $G[U]$ — Induced subgraph of $G$ with vertex set $U$
  \item $k(G)$ — Number of connected components of the graph $G$
  \item $k_{cov}(G)$ — Number of connected components of the graph $G$ covered by edges, i.e. not singletons
  \item $r(G)$ — Rank of the graph $G$, defined as $|V| - k(G)$
  \item $s(G)$ — Nullity of the graph $G$, defined as $|E| - r(G)$
  \item \textit{bridge} — An edge $e = \{u,v\}$ that connects between two vertices such that there is no path between them if the edge $e$ is removed
  \item \textit{loop} — An edge that connects a vertex to itself.
\end{itemize}
Chapter 1

Introduction

Let \( G \) be the class of all graphs. A graph invariant is a function \( f : G \to R \) which maps graphs into some range \( R \) such that for isomorphic graphs \( G_1 \cong G_2 \), \( f \) gets the same value: \( f(G_1) = f(G_2) \). Graph invariants vary in their range \( R \). For example, when \( R \) is a two-elements set \( \{0, 1\} \), we speak of graph properties, e.g. being connected, planar, Eulerian, Hamiltonian, etc. When \( R \) is either \( \mathbb{Z} \) or \( \mathbb{R} \), such graph invariant is called a graph parameter, or a numeric graph invariant. Examples of numeric graph invariants are number of vertices, number of edges, number of connected components, number of proper 3-colorings etc. When \( R \) is a ring of polynomials, \( \mathbb{Z}[\bar{X}] \) or \( \mathbb{R}[\bar{X}] \), over some set of indeterminates \( \bar{X} \), such graph invariants are called graph polynomials. Graph polynomials encode an infinite number of graph invariants in their evaluations, coefficients, degrees and zeros. Among other graph invariants encoded by a graph polynomial, there are graph polynomials too; they can be obtained, for example, by substitution of variables, or by some transformation over set of coefficients. In such cases we speak about one graph polynomial generalizing another.

Historically, graph polynomials emerged one by one, and they were compared to each other by ad hoc means, mainly to make more or less precise whether a new graph polynomial was or was not a generalization of some graph polynomial previously defined in the literature.

To show that certain graph polynomial \( p \) does not generalize some graph invariant \( q \), authors usually show two graphs \( G_1 \) and \( G_2 \), such that \( p(G_1) = p(G_2) \), but \( q(G_1) \neq q(G_2) \). To show that \( p \) does generalize \( q \), a different technique is usually applied: authors show a supposedly simple transformation
which uniformly produces \( q \) from \( p \). These transformations vary in different papers, using variable substitutions only, or allowing simple algebraic operations in the polynomial ring, or simple graph transformations.

Many graph polynomials described in the literature satisfy linear recurrence relations with respect to certain edge- or vertex-elimination operations. A catalogue of graph polynomials discussed in the thesis and the survey of the literature is given in Chapter 2.

Let \( S \) be a class of graph polynomials that satisfies certain linear recurrence relation. Is there a graph polynomial in \( S \) that generalizes all the others graph polynomials of \( S \)? In order to answer this, we use in this thesis relations \( \preceq_{dp} \) and \( \preceq_{subst} \) between graph polynomials, which express respectively the ability of graph polynomials to distinguish between graphs and the power to encode other graph invariants by a variable substitution. Based on those relations we define notions of universality and \( dp \)-completeness of graph polynomials with respect to certain class of graph invariants. We introduce several classes of graph invariants with respect to their satisfied recurrence relations, and provide universality and \( dp \)-completeness results for these classes.

The main part of this thesis (Chapters 2 - 4) is dedicated to this structural theory. We classify several known graph polynomials and state their \( dp \)-completeness and universality features where applicable. Then, in Chapter 3 we introduce new graph polynomials and show their \( dp \)-completeness and, if possible, universality, with respect to their classes. Finally, in Chapter 4 we extend our framework to labeled graphs and labeled graph invariants, providing results similar to those obtained in the Chapter 3 for unlabeled graphs.

Our results in complexity theory are presented in Chapter 5. We use definability features of the new graph polynomials we introduce, in order to show that the general parameterized complexity results available in \([19, 12, 41, 16, 45]\) are applicable. Then in Appendix A we show explicit efficient algorithms for computing of new graph polynomials on graph classes of bounded tree-width that significantly improve theoretical run time upper bounds provided by the general theorems. Moreover, we show an explicit algorithm for computing of bivariate matching polynomial on graph classes of bounded clique-width. This result is completely new: it does not follow from the general theorems above.
The rest of this chapter is organized as follows: we first provide the necessary definitions and define notation (Section 1.1). Then we define our tools for comparing graph invariants and introduce the classes of graph invariants we want to study (Section 1.2). Finally, in Section 1.3 we give an overview of obtained results.

1.1 Preliminaries

1.1.1 Used notation of graphs and graph-like structures

Undirected graphs

A simple graph $G$ is a pair $\langle V, E \rangle$, where $V$ is a (final) set of vertices, and $E$ is a binary relation $E \subseteq V \times V$ representing the edges of graph. In multigraph instead, multiple edges are allowed, so, for every pair in $V \times V$, a multiplicity $m_e$ of the edge is given. The standard presentation of a graph is its adjacency matrix, defined as

$$A = \begin{pmatrix}
a_{1,1} & a_{1,2} & \cdots & a_{1,n} \\
a_{2,1} & a_{2,2} & \cdots & a_{2,n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n,1} & a_{n,2} & \cdots & a_{n,n}
\end{pmatrix},$$

where $a_{i,j} \in \mathbb{N}$ represents the multiplicity $m_e$ of the edge $e = \{v_i, v_j\}$ between vertices $v_i$ and $v_j$ in graph $G = \langle V, E \rangle$ with vertex set $V = \{v_1, v_2, \ldots, v_n\}$.

Trivially, both the adjacency matrix and the edge relation $E$ of an undirected graph are symmetric.

Alternatively, an undirected graph can be represented by a two-sorted structure $G = \langle V, E, R \rangle$, where $V$ is a vertex set, $E$ is an edge set, and $R$ is a binary relation $R \subseteq V \times E$ that defines the incidence of vertices and edges. Here, the relation $R$ is limited such that any edge is incident to exactly two vertices (or just one vertex in case of a loop). On the other hand, the multiplicity of edges does not require any special representation.

The standard presentation of a graph $G = \langle V, E, R \rangle$ with vertex set is $V = \{v_1, v_2, \ldots, v_n\}$ and edge set is $E = \{e_1, e_2, \ldots, e_m\}$ is its incidence
matrix, defined as

\[
B = \begin{pmatrix}
  b_{1,1} & b_{1,2} & \cdots & b_{1,n} \\
  b_{2,1} & b_{2,2} & \cdots & b_{2,n} \\
  \vdots & \vdots & \ddots & \vdots \\
  b_{m,1} & b_{m,2} & \cdots & b_{m,n}
\end{pmatrix},
\]

where

\[
b_{i,j} = \begin{cases}
  1 & \text{if } (v_i, e_j) \in R \\
  0 & \text{otherwise}
\end{cases}.
\]

**Directed graphs**

A directed graph (or a digraph) is a directed graph (or a digraph) is a pair \( \langle V, E \rangle \), where \( V \) is a (final) set of vertices, and \( E \) is a binary relation \( E \subseteq V \times V \) representing the directed arcs of the graph, not necessarily symmetric. The entry \( a_{i,j} \) of the adjacency matrix of a digraph represents the number of arcs from \( v_i \) to \( v_j \).

The incidence matrix of a digraph is defined by

\[
b_{i,j} = \begin{cases}
  -1 & \text{if } e_j \text{ leaves the vertex } v_i \\
  1 & \text{if } e_j \text{ enters the vertex } v_i \\
  0 & \text{otherwise}
\end{cases}.
\]

A digraph \( D \) is an orientation of an undirected graph \( G \) if \( b_{i,j}^G = |b_{i,j}^D| \) for every \( i, j \).

An **oriented incidence matrix** of an undirected graph \( G \) is the incidence matrix, in the sense of directed graphs, of any orientation of \( G \). That is, in the column of edge \( e \), there is a +1 in the row corresponding to one vertex of \( e \) and a −1 in the row corresponding to the other vertex of \( e \), and all other rows have 0. All oriented incidence matrices of \( G \) differ only by negating some set of columns.

**Labeled graphs**

A graph can be **vertex-labeled** and/or **edge-labeled**. This means that additionally to \( V \) and \( E \), there are sets of labels \( \Lambda_V \) and \( \Lambda_E \), and respective vertex and edge labeling functions \( \text{lab}_V : V \mapsto \Lambda_V \) and \( \text{lab}_E : E \mapsto \Lambda_E \). We intentionally use the term *labeling* instead of coloring, to prevent possible
confusion with colorings in context of chromatic and generalized chromatic polynomials.

**Special graphs**
We use in the text the following special graphs:

- Null graph: $\emptyset$ – a graph with no vertices and no edges;
- Empty graph: $E_n$ – a graph with $n$ vertices and no edges;
- Path: $P_n$ – a path graph with $n$ vertices;
- Star: $S_n$ – a tree with one root and $n$ leaves adjacent to the root;
- Cycle: $C_n$ – a cycle graph with $n$ vertices;
- Clique: $K_n$ – a complete graph with $n$ vertices such that every two vertices are connected by an edge;

**Definition 1 Rank and Nullity**
Let $G = \langle V, E \rangle$ be an undirected graph. The **rank** $r(G)$ is defined based on the number of the connected components in the graph $k(G)$ (including the isolated vertices):

$$r(G) = |V| - k(G)$$

and the **nullity** of the graph $s(G)$ is defined by $s(G) = |E| - r(G)$.

**Definition 2 Graph Isomorphism**
Graphs $G_1 = \langle V_1, E_1 \rangle$ and $G_2 = \langle V_2, E_2 \rangle$ are isomorphic (denoted as $G_1 \simeq G_2$) if there is a bijection $f : V_1 \cup E_1 \to V_2 \cup E_2$ such that

$$e = \{u, v\} \in E_1 \leftrightarrow f(e) = \{f(u), f(v)\} \in E_2$$

**Definition 3 Subgraphs, Induced Subgraphs and Spanning Subgraphs**
A graph $G' = \langle U, F \rangle$ is a **subgraph** of a graph $G = \langle V, E \rangle$ if

$$U \subseteq V \text{ and } F \subseteq (U^2 \cap E)$$

Historically, the rank of a graph denoted the rank of its oriented incidence matrix, cf. for example [2].
A graph $G' = \langle U, F \rangle$ is an **induced subgraph** of a graph $G = \langle V, E \rangle$ if 

$$U \subseteq V \text{ and } F = (U^2 \cap E)$$

A graph $G' = \langle U, F \rangle$ is an **spanning subgraph** of a graph $G = \langle V, E \rangle$ if 

$$U = V \text{ and } F \subseteq (U^2 \cap E)$$

**Definition 4 Disjoint Union**

Given two graphs $G_1 = \langle V_1, E_1 \rangle$ and $G_2 = \langle V_2, E_2 \rangle$ with disjoint vertex sets, the disjoint union $G_1 \sqcup G_2$ is defined by 

$$G_1 \sqcup G_2 = \langle V_1 \cup V_2, E_1 \cup E_2 \rangle$$

**Spanning trees and spanning forests**

**Definition 5** Let $G = \langle V, E \rangle$ be a connected graph. $T = \langle V', E' \rangle$ is a **spanning tree** of $G$ if 

- $T$ is a tree;
- $V' = V$ and $E' \subseteq E'$.

If the graph $G$ is not connected, and consists of connected components $G = G_1 \sqcup G_2 \ldots G_k$ then a **spanning forest** $S$ of $G$ is defined as a disjoint union of the spanning trees of its components $^2$: 

$$S = T_1 \sqcup T_2 \sqcup \ldots \sqcup T_k$$

A total order $\prec_\omega$ over the edges of the graph uniquely defines a **minimum spanning tree** $T_{\text{min}} = \langle V, E' \rangle$ of a connected graph (or respectively a minimum spanning forest $S_{\text{min}} = \langle V, E' \rangle$ of a graph which is not connected), in the following manner: for every edge $e_{\text{ext}} \in E \setminus E'$, the graph $\langle V, E' \cup \{e_{\text{ext}}\} \rangle$ has a cycle $(e_1, e_2, \ldots , e_k, e_{\text{ext}})$, such that $\forall 1 \leq i \leq k(e_i \prec_\omega e_{\text{ext}})$.

$^2$We shall use this definition of a spanning forest, instead of the graph-theoretical “$S$ is a forest and its vertex set is $V$.”
1.1.2 Vertex elimination

We define three basic vertex elimination operations on graphs:\footnote{The vertex elimination operations are defined on simple graphs. Extending this definition to multigraphs is straightforward; however, note that self-loops and multiple edges do not affect graph decomposition. Note also that all the vertex elimination operations preserve simplicity of the graph.}

- **Deletion.** For a given vertex \( v \in V(G) \), let \( G-v \) be the graph obtained from \( G \) by removal of \( v \) and all edges that are incident to \( v \). We call this operation *vertex deletion*:

  \[
  G-v = \langle V \setminus \{v\}, E \setminus \{(v, x) : x \in V\}\rangle
  \]

- **Extraction.** Similarly, let \( G-X \) be the graph obtained from \( G \) by removal of all vertices of the set \( X \subseteq V \). Let \( N(v) \) be the set of vertices that are adjacent to \( v \) in \( G \) (the neighborhood of \( v \), not including \( v \)). We denote by \( N[v] \) the *closed neighborhood* of a vertex \( v \) in \( G \), i.e. the set of all vertices adjacent to \( v \) including \( v \) itself. The operation is denoted by \( G \uparrow v \) and called *vertex extraction*:

  \[
  G \uparrow v = G - N[v]
  \]

- **Contraction:** The graph \( G/v \) obtained from \( G \) by removal of \( v \) and insertion of edges between all pairs of non-adjacent neighborhood vertices of \( v \). Figure 1.1 shows an example graph and the graph obtained by vertex contraction.

  \[
  G/v = \langle V \setminus \{v\}, E(G-v) \cup \{(x, y) : x, y \in N(v)\}\rangle
  \]

1.1.3 Edge elimination

We define three basic edge elimination operations on *multigraphs*:

- **Deletion.** For a given edge \( e \in E(G) \), let \( G-e \) be the graph obtained from \( G \) by removal of the edge \( e \):

  \[
  G-e = \langle V, E \setminus \{e\}\rangle
  \]
• **Extraction.** For a given edge $e \in E(G)$, let $G\upharpoonright e$ be the subgraph of $G$ induced by $V \setminus \{u, v\}$ provided $e = (u, v)$. Note that this operation removes also all the edges adjacent to $e$.

\[
G \upharpoonright e = G - \{u, v\}
\]

• **Contraction.** For a given edge $e = (u, v) \in E(G)$, let $G/e$ be the graph obtained from $G$ by unifying the endpoints $u$ and $v$ of $e$ into a new vertex $w$; the edge set of $G$ is preserved, except for the edge $e$ itself. Note that this operation can produce multiple edges (if $u$ and $v$ have common neighbors), and self loops (when the edge $e$ has some parallel edges).

\[
V(G/e) = V \setminus \{u, v\} \cup \{w\},
\]

\[
E(G/e) = (E \setminus \{e\})[u \mapsto w, v \mapsto w].
\]

Figure 1.1: Vertex elimination operations

Figure 1.2: Edge elimination operations
1.1.4 \( k \)-sum, join and complement of a graph

Let \( \Lambda = [k] \) be \( k \) distinct labels. Let \( U_1 \subseteq V_1 \) and \( U_2 \subseteq V_2 \) be subsets of size \( k \), respectively, of \( V_1 \) and \( V_2 \), and let the vertices of \( U_1 \) and vertices of \( U_2 \) be labeled by \( 1 \ldots k \).

Then \( k \)-sum of two graphs \( G_1 \sqcup_k G_2 \) is obtained from \( G_1 \sqcup G_2 \) by unifying vertices from \( U_1 \) and \( U_2 \) having the same label. The edge sets are preserved (may produce multiple edges).

The \emph{join} of two graphs denoted \( G = G_1 \bowtie G_2 \) is defined as a union of two graphs with disjoint vertex sets, and connecting every vertex of \( G_1 \) to every vertex of \( G_2 \) (the original edge sets are preserved):

\[
G = \langle V_1 \sqcup V_2, E_1 \sqcup E_2 \sqcup (V_1 \times V_2) \rangle
\]

Given a simple loop-free graph \( G = \langle V, E \rangle \), its \emph{complement} denoted by \( \overline{G} \) is defined as

\[
\overline{G} = \langle V, (V \times V) \setminus E \setminus \{(v,v) : v \in V\} \rangle
\]

Note that if \( G_1 \) and \( G_2 \) are two simple loop-free graphs, their join can be obtained by complementing of the disjoint union of their complements:

\[
G_1 \bowtie G_2 = \overline{G_1 \sqcup G_2}
\]

\textbf{Graph invariants and graph polynomials}

\textbf{Definition 6} A \emph{graph invariant} is a function from the class of (finite) graphs \( \mathcal{G} \) into some range \( \mathcal{D} \) such that isomorphic graphs have the same picture:

\[ f : \mathcal{G} \mapsto \mathcal{D} \]

such that

\[ G_1 \simeq G_2 \rightarrow f(G_1) = f(G_2) \]

\textbf{Definition 7} A \emph{graph polynomial} is a graph invariant, which has a polynomial ring \( \mathbb{Z} \), or, more generally, any commutative ring \( \mathcal{R} \), over some (not necessarily finite) set of indeterminates \( \overline{X} \), as its range:

\[ p : \mathcal{G} \mapsto \mathcal{R}[\overline{X}] \]
While graph polynomials can in principle be defined over any polynomial ring, many of the definitions and proofs in the sequel assume the underlying ring to be a field such as \( \mathbb{R} \). We henceforth use this assumption unapologetically.

**Additive and multiplicative graph invariants**

**Definition 8** Let \( G = G_1 \sqcup G_2 \) denote the disjoint union of two graphs. A graph invariant \( p \) is additive if

\[
p(G) = p(G_1) + p(G_2)
\]

Observation: for every additive graph invariant \( p \),

\[
p(\emptyset) = 0.
\]

**Definition 9** A graph invariant \( q \) is multiplicative if

\[
q(G) = q(G_1) \cdot q(G_2)
\]

Observation: for every multiplicative graph invariant \( q \),

\[
q(\emptyset) = 1.
\]

**1.1.5 Line graph and source graph of a line graph**

Given a graph \( G = \langle V, E \rangle \), the line graph of \( G \) denoted as \( L(G) \) is \( L(G) = \langle E, F \rangle \), where

- The vertex set of \( L(G) \) is the edge set of \( G \);
- Two vertices of \( L(G) \) are connected by an edge if the corresponding edges of \( G \) share a vertex.

The graph \( G \) is called the source graph of \( L(G) \). For every graph one can build its line graph, but not for any graph there is a source graph \(^4\).

\(^4\)Usually in the literature only simple source graphs are considered. However, a line graph can be built for a multigraph too, using the same rules.
Any two non-isomorphic connected simple loop-free graphs $G_1$ and $G_2$
have non-isomorphic line graphs, with exception of the pair $S_3$ and $C_3$ (a
star and a cycle with 3 edges each), which share the same line graph $C_3$.

There are efficient algorithms, for example, [38], that can output the
simple source graph of an input graph if it is a line graph, or conclude that
the input graph is not a line graph of any simple source graph.

### 1.2 Background

#### 1.2.1 Comparing graph invariants

We shall use the following notions for comparing graph invariants:

**Definition 10** Distinctive power of graph invariants:
Let $p : G \rightarrow \mathcal{R}_1$ and $q : G \rightarrow \mathcal{R}_2$ be two graph invariants. We say that the
distinctive power of $p$ does not exceed that of $q$, and write $p \preceq_{dp} q$ iff for
every pair of graphs $G_1$ and $G_2$

$$q(G_1) = q(G_2) \rightarrow p(G_1) = p(G_2)$$

If $p \preceq_{dp} q$ and $q \preceq_{dp} p$ we say that the graph invariants $p$ and $q$ have the
same distinctive power and write $p \simeq_{dp} q$. If neither $p \preceq_{dp} q$ nor $q \preceq_{dp} p$, we
say that the graph invariants $p$ and $q$ have incomparable distinctive power.

**Definition 11** Substitution instance:
Let $p : G \rightarrow \mathcal{R}[\bar{X}]$ and $q : G \rightarrow \mathcal{R}[\bar{Y}]$ be two graph polynomials with sets
of indeterminates respectively $\bar{X}$ and $\bar{Y}$. We say that $p$ is a substitution
instance of $q$ and write $p \preceq_{subst} q$ iff there is a variable substitution $\sigma : \bar{Y} \rightarrow
\mathcal{R}[\bar{X}]$ such that for all graphs $G$, $q(G, \bar{Y})$ under $\sigma$ evaluates to $p(G; \bar{X})$:

$$p(G; \bar{X}) = \sigma(q(G; \bar{Y}))$$

#### 1.2.2 $DP$-completeness and universality

Using the notions above, we can now define the “strongest” graph invariants
in the following manner:

**Definition 12** Let $S$ be a class of graph invariants.
We say that $q$ is $dp$-complete for $S$ iff $q \in S$ and for every $p \in S$, $p \preceq_{dp} q$. 

\[13\]
Definition 13 Let $S$ be a class of graph invariants. We say that $q$ is universal for $S$ iff $q \in S$ and for every $p \in S$, $p \preceq_{\text{subst}} q$.

As follows from the definitions of $\preceq_{dp}$ and $\preceq_{\text{subst}}$, a universal invariant is also $dp$-complete. However, a $dp$-complete invariant is not necessary universal.

1.2.3 Edge elimination and vertex elimination

In this thesis we are interested in graph invariants which are multiplicative with respect to disjoint unions, and which satisfy certain linear recurrence relation with respect to some set of edge elimination or vertex elimination operations, defined respectively in Subsections 1.1.2 and 1.1.3.

Definition 14 Classes of multiplicative graph invariants with respect to their recurrence relations:

Let $p : G \to \mathbb{R}$, where $\mathbb{R}$ is either a field or a polynomial ring $\mathbb{F}[X]$ with an underlying field $\mathbb{F}$, be a multiplicative graph invariant. Recall that for any multiplicative graph invariant the following boundary conditions are satisfied:

$$
p(\emptyset) = 1 \text{ and } p(E_1) = \nu \text{ for some } \nu \in \mathbb{R} \quad (1.2.1)
$$

We say that the graph invariant $p$ is a

- **C-invariant** (chromatic invariant) and write $p \in C$ iff

  1. There are elements $\alpha, \beta \in \mathbb{R}$ such that for every graph $G \in \mathcal{G}$ and every edge $e \in E(G)$,

  $$
p(G) = \alpha p(G - e) + \beta p(G/e)
$$

  2. The invariant $p$ is uniquely defined by this recurrence relation and the initial conditions (1.2.1).

  If $\alpha = 1$ we call $p$ a **special chromatic invariant** and write $p \in sC$.

- **TG-invariant** (Tutte-Grothendieck invariant) and write $p \in TG$ iff
1. There are elements $x, y, \sigma, \tau \in \mathbb{R}$ such that for every graph $G \in \mathcal{G}$ and every edge $e \in E(G)$,

$$p(G) = \begin{cases} 
x p(G/e) & \text{if } e \text{ is a bridge}, 
yp(G - e) & \text{if } e \text{ is a loop}, 
\sigma p(G - e) + \tau p(G/e) & \text{otherwise}.
\end{cases}$$

2. The invariant $p$ is uniquely defined by this recurrence relation and the initial conditions (1.2.1).

- **M-invariant** (Matching invariant) and write $p \in M$ iff

  1. There are elements $\alpha, \beta \in \mathbb{R}$ such that for every graph $G \in \mathcal{G}$ and for every edge $e \in E(G)$,

     $$p(G) = \alpha p(G - e) + \beta p(G \uparrow e);$$

  2. The invariant $p$ is uniquely defined by this recurrence relation and the initial conditions (1.2.1).

  If $\alpha = 1$ we call $p$ a special matching invariant and write $p \in sM$.

- **EE-invariant** (Edge Elimination invariant) and write $p \in EE$ iff

  1. There are elements $\alpha, \beta, \gamma \in \mathbb{R}$ such that for every graph $G \in \mathcal{G}$ and for every edge $e \in E(G)$,

     $$p(G) = \alpha p(G - e) + \beta p(G/e) + \gamma p(G \uparrow e);$$

  2. The invariant $p$ is uniquely defined by this recurrence relation and the initial conditions (1.2.1).

  If $\alpha = 1$ we call $p$ a special EE invariant and write $p \in sEE$.

- **VE-invariant** (Vertex Elimination invariant) and write $p \in VE$ iff

  1. There are elements $\alpha, \beta, \gamma \in \mathbb{R}$ such that for every graph $G \in \mathcal{G}$ and for every vertex $v \in V(G)$,

     $$p(G) = \alpha p(G - v) + \beta p(G/v) + \gamma p(G \uparrow v);$$
2. The invariant $p$ is uniquely defined by this recurrence relation and the initial conditions (1.2.1).

Note that the set of EE-invariants trivially includes the entire sets of C-invariants and M-invariants. Additionally, we will show that the set of TG-invariants includes the entire set of C-invariants \(^5\).

The main questions we study in this thesis:

Let $X$ be the set of $X$-invariants ($X \in \{C, TG, M, EE, VE\}$).

1. Does $X$ have some $dp$-complete element $U_X$?
2. Does $X$ have some universal element?
   If not, for what largest subclass $S$ of $X$ can we define such a universal element? Can we characterize $X \setminus S$?
3. In general, what is the relationship between $\preceq_{dp}$ and $\preceq_{subst}$ on $X$?
4. If $U_X$ is $dp$-complete, how hard is it to describe? Can we obtain the coefficients of $U_X$ without resorting to the recurrence relation \(^6\)?
5. What can we say about the complexity of the polynomials in $X$?

In all the recurrence relations above, the coefficients are fixed for all graphs. However, if labeled graphs are considered, the coefficients may depend on the label of the edge or the vertex which is being eliminated. Such cases have been studied in the literature: for labeled TG invariants see \([14, 49]\), for labeled M invariants see \([34]\). In chapter 4 we address similar questions with respect to the labeled graph invariants \(^7\).

1.3 Results

The presented research was partially supported by the Graph Polynomials Project led by Prof. J.A. Makowsky. The project aims to conduct a wide

\(^5\)C-invariants are special cases of TG-invariants. In the book \([1]\) by M.Aigner for both the term C-invariant is used. However, in most of the literature about Tutte polynomials the notion “Tutte-Grothendieck invariant” is is used.

\(^6\)In the case of TG-invariants, $U_{TG}$ has been determined and to be shown universal, and it has various explicit definitions.

\(^7\)The authors of \([14]\) use a term edge-colorings rather than edge-labelings. As we also discuss chromatic polynomials we prefer our terminology as it avoids confusions.
fundamental comparative study of graph polynomials. This thesis presents a part of results obtained in the framework of the project \(^8\).

- We propose a general scheme that allows to compare graph invariants and in particular graph polynomials.
- We define notions of “dp-completeness” and “universality” of graph invariants within certain class.
- We use as a paradigm the universal Tutte polynomial and the class of Tutte-Grothendieck invariants. We introduce three more classes of graph invariants that include various existing graph polynomials. For every such class we introduce a new graph polynomial that appears to be dp-complete in this class. We also prove universality property of the new polynomials if it is possible. Otherwise we define the subclass, for which the new graph polynomial is universal, and describe the (relatively small) exception set.

DP-completeness and universality theorems:

**Theorem 1.3.1** *The most distinctive matching polynomial*

There is a graph polynomial \( U_M(G; x, y) \) which is dp-complete in the class of \( M \)-invariants. It has subset expansion as follows:

\[
U_M(G; x, y) = \sum_{M \subseteq E, M \text{ is a matching}} y^{|M|} x^{|V| - 2|M|} \tag{1.3.1}
\]

**Theorem 1.3.2** \( U_M(G; x, y) \) is universal in the class of \( sM \)-invariants. The exception subset of invariants \( M \setminus sM \) consists of invariants of the kind \( p(G) = x^{|V(G)|} y^{|E(G)|} \).

**Theorem 1.3.3** *The most distinctive edge elimination polynomial*

There is a graph polynomial \( \xi(G; x, y, z) \) which is dp-complete in the class of \( EE \)-invariants. It has subset expansion as follows:

\[
\xi(G; x, y, z) = \sum_{(A \cup B) \subseteq E} x^{k(A \cup B) - k_{cov}(B)} \cdot y^{|A| + |B| - k_{cov}(B)} \cdot z^{k_{cov}(B)}. \tag{1.3.2}
\]

\(^8\)Only structural theorems are stated here. Our results in the complexity theory are presented in Chapter 5.
where \( k \) and \( k_{\text{cov}} \) denote respectively the number of spanning and covered connected components with certain edge set. For a more precise notation please refer to Subsection 3.3.3.

**Theorem 1.3.4** \( \xi(G; x, y, z) \) is universal in the class of \( sEE \)-invariants. The exception subset \( EE \setminus sEE \) consists of the chromatic invariants which are not special.

**Theorem 1.3.5** The most distinctive vertex elimination polynomial

There is a graph polynomial \( Q_0(G; x, y) \) which is \( dp \)-complete in the class of \( VE \)-invariants. It has subset expansion as follows:

\[
U_{VE}(G; x, y) = \sum_{U \subseteq V} x^{|U| - k(G[U])}(x + y)^{k(G[U])}, \tag{1.3.3}
\]

where \( G[U] \) denotes the induced subgraph of \( G \) with vertex set \( U \), and \( k(G[U]) \) denotes number of spanning connected components in \( G[U] \).

**Theorem 1.3.6** \( U_{VE}(G; x, y) \) is universal in the class of \( VE \)-invariants.
Chapter 2

A catalogue of graph polynomials and a survey of the literature

There is a variety of graph polynomials discussed in the literature. A very comprehensive (though, not exhaustive) survey of known graph polynomial by J. Ellis-Monaghan and C. Merino can be found at [23, 24]. We present here several graph polynomials and state to which class of graph invariants (from \{C, TG, M, EE, VE\} defined in the Subsection 1.2.3) they belong.

2.1 Chromatic Invariants

2.1.1 Chromatic polynomial $\chi(G; x)$

**Definition:** Given a simple loop-free graph $G = \langle V, E \rangle$ and a natural $k$, the graph parameter $\chi(G; k)$ is defined as the number of proper vertex colorings of $G$ by $k$ colors. G. Birkhoff, who introduced it in [9], proved that $\chi(G, k)$ is a polynomial in $k$. A survey monograph is [22].

**Subset expansion formula:** Birkhoff proved that if $G = \langle V, E \rangle$ has $m_{ij}$ spanning subgraphs of rank $i$ and nullity $j$ then

$$\chi(G; x) = \sum_{i,j} (-1)^{i+j} m_{ij} x^{|V|-i},$$
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This definition can be rewritten in terms of edge subset expansion, using
\( r(G) = |V| - k(G) \), and \( s(G) = |E| - |V| + k(G) \), where \( k(G) \) is a number
of spanning connected components:

\[
\chi(G; x) = \sum_{A \subseteq E} (-1)^{|r(A) + s(A)|} x^{|V| - r(A)} = \sum_{A \subseteq E} (-1)^{|A|} x^{k(A)},
\]

where by slight abuse of notation \( k(A) \) denotes the number of connected
components of the spanning subgraph of \( G \) with edge set \( A \).

Recurrence relations. The chromatic polynomial is multiplicative with
respect to disjoint union of graphs:

\[
\chi(G_1 \sqcup G_2; x) = \chi(G_1; x) \cdot \chi(G_2; x)
\]

It satisfies a linear recurrence relation with respect to edge deletion and edge
contraction operations:

\[
\chi(G; x) = \chi(G - e; x) - \chi(G/e; x),
\]

with initial conditions \( \chi(\emptyset) = 1 \) and \( \chi(E_1) = x \).

Based on this recurrence relation, we can conclude:

**Proposition 2.1.1** The chromatic polynomial is a special \( C \)-invariant.

Additional combinatorial interpretations.

\((−1)^{|V|}\chi(G; −1)\) counts the number of acyclic orientations, [50].

**Corollary 2.1.2** The graph parameter “number of acyclic orientations” is
a special \( C \)-invariant.

**Proof.** Let \( a(G) \) denote the number of acyclic orientations of \( G \). By the
results of [50], \( a(G) = (−1)^{|V|}\chi(G; −1) \). Applying the recurrence relation of
\( \chi(G; x) \), we have

\[
a(G) = (−1)^{|V|}(\chi(G - e; −1) - \chi(G/e; −1)) = a(G - e) + a(G/e).
\]

\[\blacksquare\]
2.1.2 Dichromatic polynomial $Z(G; q, v)$

**Definition:** Given a multigraph $G = \langle V, E \rangle$, $Z(G; q, v)$ is the unique polynomial in $\mathbb{Z}[q, v]$ defined recursively as follows:\footnote{The proof is available for example in [13].}

- $Z(\emptyset; q, v) = 1$
- $Z(E_n; q, v) = q^n$ for every $n \geq 1$
- $Z(G_1 \sqcup G_2; q, v) = Z(G_1; q, v) \cdot Z(G_2; q, v)$
- $Z(G; q, v) = Z(G - e; q, v) + v \cdot Z(G/e; q, v)$ for any edge $e \in E$

By definition, it is a multiplicative graph invariant satisfying a recurrence relation with respect to edge deletion and edge contraction. We can conclude:

**Proposition 2.1.3** The dichromatic polynomial $Z(G; q, v)$ is a special $C$-invariant.

**Subset expansion formula:** The dichromatic polynomial has edge subset expansion:

$$Z(G; q, v) = \sum_{A \subseteq E} q^{k(A)} v^{\left| A \right|}, \quad (2.1.1)$$

where $k(A)$ denotes the number of spanning connected components of $\langle V, A \rangle$.

Now we provide two models from Statistical Mechanics that are strongly related to the dichromatic polynomial [13]:

**The partition function of the Potts ferromagnetic model** with $q$ states and inverse temperature $\beta$ relates to the dichromatic polynomial as follows:

$$P(G; q, \beta) = e^{-\beta |E|} Z(G; q, e^\beta - 1)$$

**Proposition 2.1.4** $P(G; q, \beta)$ satisfies a linear recurrence relation as follows:

$$P(G; q, \beta) = e^{-\beta} P(G - e; q, \beta) + (1 - e^{-\beta}) P(G/e; q, \beta)$$
Proof. We observe that both \( G - e \) and \( G/e \) have exactly 1 edge less than \( G \). Therefore, in order to obtain factor of \( e^{-\beta |E|} \), we need to multiply every summand in the recurrence relation of \( Z(G; q, e^\beta - 1) \) by \( e^{-\beta} \). ■

Corollary 2.1.5 The partition function of the Potts model \( P(G; q, \beta) \) is a \( C \)-invariant (though, it is not special).

Note that \( P(G; q, \beta) \) is not a polynomial in \( \beta \).

The partition function of the random cluster model with parameters \( p \) and \( q \) relates to the dichromatic polynomial as follows:

\[
P(G; q, p) = (1 - p)^{|E|} Z(G; q, \frac{p}{1 - p})
\]

Proposition 2.1.6 \( P(G; q, p) \) satisfies a linear recurrence relation as follows:

\[
P(G; q, p) = (1 - p)P(G - e; q, p) + pP(G/e; q, p)
\]

Corollary 2.1.7 The partition function of the random cluster model \( P(G; q, p) \) is a \( C \)-invariant (though, it is not special).

2.1.3 Bad Coloring Polynomial \( B(G; x, y) \)

The Bad Coloring Polynomial \( B(G; x, y) \) [23] is the generating function

\[
B(G; \lambda, t) = \sum_{j \geq 0} b_j(G; \lambda) t^j,
\]

where \( b_j(G; \lambda) \) is the number of \( \lambda \)-colorings of \( G \) with exactly \( j \) “bad” edges (i.e. the edges that connect vertices colored by the same color). It can be also written as

\[
B(G; \lambda, t) = \sum_{f: V \rightarrow [\lambda]} t^{|b(f)|},
\]

where \( b(f) \) denotes the set of “bad” edges in the coloring \( f \).

Proposition 2.1.8 S. D. Noble (published in [23])

\[
B(G; \lambda, t) = \sum_{A \subseteq E} \lambda^{k(A)}(t - 1)^{|A|}
\]
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Proof.

\[ B(G; \lambda, t) = \sum_{f: V \to |\lambda|} t^{|b(f)|} = \]
\[ = \sum_{f: V \to |\lambda|} \sum_{A \subseteq b(f)} (t - 1)^{|A|} = \]
\[ = \sum_{A \subseteq E} \sum_{f: V \to |\lambda| \mid A \subseteq b(f)} (t - 1)^{|A|} = \]
\[ = \sum_{A \subseteq E} \lambda^{k(A)}(t - 1)^{|A|} = \]
\[ = Z(G; \lambda, t - 1). \]

\[ \Box \]

Corollary 2.1.9 \( B(G; \lambda, t) \) is a substitution instance of \( Z(G; q, v) \) and it is a special \( C \)-invariant.

2.1.4 Universality and dp-completeness for \( C \)

Proposition 2.1.10 The following graph invariant is \( C \)-universal graph polynomial:

\[ U_C(G; w, q, v) = w^{|E|} Z(G; q, v). \]

Proof.

• \( U_C(G; w, q, v) \) is a \( C \)-polynomial:

  It is multiplicative since both \( w^{|E|} \) and \( Z(G; q, v) \) are multiplicative.

  Moreover, it satisfies a linear recurrence relation

  \[ U_C(G; w, q, v) = wU_C(G - e; w, q, v) + vU_C(G/e; w, q, v) \]

  by a similar argument as for Potts model partition function. Therefore it is a \( C \)-invariant, and it is a graph polynomial.

• For every \( C \)-invariant \( p: \mathcal{G} \to \mathcal{R}, \) \( p(G) \leq_{\text{subst}} U_C(G; w, q, v) \)

Since \( p \) is multiplicative, there is some \( \nu \in \mathcal{R} \) such that \( p(E_n) = \nu^n. \)

Moreover, since \( p \) is a \( C \)-invariant, there are some \( \alpha, \beta \in \mathcal{R} \) such that

\[ p(G) = \alpha p(G - e) + \beta p(G/e) \]
Therefore, under the substitution $\sigma = \{ q \rightarrow \nu, w \rightarrow \alpha, v \rightarrow \beta \}$, $U_C(G;w,q,v)$ evaluates to $p$.

\[ \]  

**Corollary 2.1.11** $U_C(G;w,q,v)$ is dp-complete in the class of C-invariants.

**Proposition 2.1.12** The dichromatic polynomial $Z(G;q,v)$ is dp-complete in the class of C-invariants.

**Proof.** We use the fact that $w^{|E|}$ is an evaluation of $Z(G;q,v)$ at $q = 1; v = (w - 1)$. Indeed,

\[ Z(G;1,w-1) = \sum_{A \subseteq E} (w - 1)^{|A|} = w^{|E|} \]

Hence, $U_C(G;w,q,v) = Z(G;1,w-1) \cdot Z(G;q,\frac{w}{w})$, therefore $Z(G_1) = Z(G_2) \rightarrow U_C(G_1) = U_C(G_2)$. 

\[ \]

### 2.2 Tutte-Grothendieck invariants

#### 2.2.1 Tutte polynomial

The dichromate, named later the Tutte polynomial, has been introduced by W.T. Tutte [55] in 1954, building on H. Whitney’s work on coefficients of the chromatic polynomial [56]. Monographs dealing with the Tutte polynomial are [13, 30].

**Definition.** The original definition of the Tutte polynomial uses spanning tree expansion. Let $G = (V,E)$ be a connected graph, and let $T = (V,F)$, $F \subseteq E$ be a spanning tree of $G$. For every edge $e \in E \setminus F$, let $\text{cyc}(T \cup e)$ denote the edges of the unique cycle in $T \cup e$. For each edge $f \in F$, let $\text{cut}(T - f)$ denote the set of edges of $G$ that connect components of $T - f$. Finally, let $\phi : E \rightarrow 1,2,3 \ldots |E|$ be an auxiliary total order over $E$.

An edge $e \in E \setminus F$ is called externally active with respect to $T$ under order $\phi$ if it is the smallest edge (under $\phi$) in the $\text{cyc}(T - e)$. Otherwise, this edge is called externally inactive.
An edge $f \in F$ is called \textit{internally active} with respect to $T$ under order $\phi$ if it is the smallest edge (under $\phi$) in the \textit{cut}(T − f). Otherwise, this edge is called \textit{internally inactive}.

The Tutte polynomial is defined by

$$T(G; x, y) = \sum_{i,j} t_{i,j} x^i y^j, \quad (2.2.1)$$

where $t_{i,j}$ denotes the number of spanning trees with exactly $i$ internally active and $j$ externally active edges. Tutte proved that $T(G; x, y)$ does not depend on the used auxiliary order $\phi$.

This definition given for connected graphs, but it is naturally extended to all graphs by a multiplication rule:

$$T(G; x, y) = \prod_{i=1}^{k}(G_i; x, y),$$

where $G_1 \ldots G_k$ are the connected components of $G$.

**Subset expansion formula.** The Tutte polynomial can be represented by an edge subset expansion using notations of rank and nullity:

$$T(G; x, y) = \sum_{A \subseteq E} (x - 1)^{r(G) - r(A)} (y - 1)^{s(A)}, \quad (2.2.2)$$

which can be simply rewritten in terms of spanning connected components:

$$T(G; x, y) = \sum_{A \subseteq E} (x - 1)^{k(A) - k(E)} (y - 1)^{|A| + k(A) - |V|} \quad (2.2.3)$$

**Recurrence relations.** The Tutte polynomial is multiplicative with respect to the disjoint union of two graphs and with respect to one-connection of two graphs (in the latter case, $G_1$ and $G_2$ share exactly one vertex).

$$T(G_1 \sqcup G_2; x, y) = T(G_1 \sqcup_1 G_2; x, y) = T(G_1; x, y) \cdot T(G_2; x, y)$$
Additionally, it satisfies a linear recurrence relation with respect to edge deletion and edge contraction operations, with distinction between three kinds of edges: a bridge, a loop and neither bridge or loop.

\[
T(G; x, y) = \begin{cases} 
  xT(G/e; x, y) & \text{if } e \text{ is a bridge,} \\
  yT(G - e; x, y) & \text{if } e \text{ is a loop,} \\
  T(G/e; x, y) + T(G - e; x, y) & \text{otherwise}
\end{cases}
\]

(2.2.4)

with initial conditions \( T(\emptyset) = T(E_1) = 1 \).

Based on this recurrence relation, we can conclude:

**Proposition 2.2.1** The Tutte polynomial is a TG-invariant.

### 2.2.2 Whitney’s rank generating polynomial, Whitney-Tutte dichromatic polynomial and the flow polynomial

In the next few paragraphs we provide several graph polynomials which are strongly related to the Tutte polynomial:

**Whitney’s Rank Generating Polynomial** \( R(G; x, y) \) [56] is defined as follows:

\[
R(G; x, y) = \sum_{A \subseteq E} x^{r(G) - r(A)} y^{s(A)},
\]

and it relates to the Tutte polynomial via \( T(G; x, y) = R(G; x - 1, y - 1) \), and therefore it is a TG-invariant.

**Whitney-Tutte Dichromatic Polynomial** \( Q(G; t, z) \) is defined by

\[
Q(G; t, z) = \sum_{A \subseteq E} t^{k(A)} z^{s(A)},
\]

(2.2.5)

and it relates to the Tutte polynomial as

\[
T(G; x, y) = (x - 1)^{-k(G)} Q(G; (x - 1), (y - 1))
\]

\( Q(G; t, z) \) satisfies the following recurrence relation (cf. [14]):

\[
Q(G; t, z) = \begin{cases} 
  (z + 1)Q(G - e; t, z) & \text{if } e \text{ is a loop,} \\
  Q(G - e; t, z) + Q(G/e; t, z) & \text{otherwise.}
\end{cases}
\]
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One can rewrite this recurrence relation as

\[
Q(G; t, z) = \begin{cases} 
(t + 1)Q(G/e; t, z) & \text{if } e \text{ is a bridge}, \\
(z + 1)Q(G - e; t, z) & \text{if } e \text{ is a loop}, \\
Q(G - e; t, z) + Q(G/e; t, z) & \text{otherwise}.
\end{cases}
\]

Indeed, if \( e \) is a bridge, according to the explicit definition 2.2.5, \( Q(G - e; t, z) = t Q(G/e; t, z) \), as for any \( A \subseteq (E \setminus \{e\}) \), the rank \( r(A) \) and the nullity \( s(A) \) are preserved, whereas the number of connected components \( k(A) \) is increased by 1. Therefore, we can state that \( Q(G; t, z) \) is a TG-invariant.

**Flow Polynomial** \( C^*(G; u) \) (cf. [36] for survey) can be obtained from the Tutte polynomial by

\[
C^*(G; u) = (-1)^{|E| - r(G)} T(G; 0, 1 - u)
\]

Using the subset expansion (2.2.4) of \( T(G; x, y) \) we have:

\[
C^*(G; u) = \begin{cases} 
0 & \text{if } e \text{ is a bridge}, \\
(u - 1)C^*(G - e; u) & \text{if } e \text{ is a loop}, \\
C^*(G/e; u) - C^*(G - e; u) & \text{otherwise}.
\end{cases}
\]

We can conclude that \( C^*(G; u) \) is a TG-invariant.

### 2.2.3 Connection to C-invariants

The **universal chromatic invariant** \( U_C(G; w, q, v) \) discussed in Section 2.1, is defined as

\[
U_C(G; w, q, v) = w^{|E|} Z(G; q, \frac{v}{w}),
\]

where

\[
Z(G; q, v) = \sum_{A \subseteq E} q^{k(A)} v^{|A|}
\]
is a dichromatic polynomial. Recall that $U_C(G; w, q, v)$ is uniquely defined by its recurrence relation and initial conditions:

$$U_C(E_n; w, q, v) = q^n; \quad (2.2.6)$$
$$U_C(G; w, q, v) = wU_C(G - e; w, q, v) + vU_C(G/e; w, q, v) \quad (2.2.7)$$

One can rewrite this recurrence relation to the form of TG-invariants, using two facts:

1. If $e$ is a loop, then $U_C(G/e; w, q, v) = U_C(G - e; w, q, v)$;
2. If $e$ is a bridge, then $U_C(G - e; w, q, v) = q \cdot U_C(G/e; w, q, v)$.

These facts can be checked using the subset expansion of $Z(G; q, v)$ (2.1.1).

Hence, we can rewrite the recurrence relation (2.2.7) as follows:

$$U_C(E_n) = q^n;$$
$$U_C(G) = \begin{cases} (wq + v)U_C(G/e) & \text{if } e \text{ is a bridge,} \\ (w + v)U_C(G - e) & \text{if } e \text{ is a loop,} \\ wU_C(G - e) + vU_C(G/e) & \text{otherwise.} \end{cases}$$

This allows us to state:

**Proposition 2.2.2** The universal chromatic invariant is also a TG-invariant.

**Corollary 2.2.3** The entire class of C-invariants is included in the class of TG-invariants.

### 2.2.4 Universality and dp-completeness for TG

**The universal TG-invariant** $U_{TG}(G; x, y, \alpha, \sigma, \tau)$

**Theorem 2.2.4** Brylawski [15]

The universal TG-invariant is uniquely defined by

$$U_{TG}(E_n) = \alpha^n$$
$$U_{TG}(G) = \begin{cases} xU_{TG}(G/e) & \text{if } e \text{ is a bridge,} \\ yU_{TG}(G - e) & \text{if } e \text{ is a loop,} \\ \sigma U_{TG}(G - e) + \tau U_{TG}(G/e) & \text{otherwise.} \end{cases}$$
Furthermore, Oxley and Welsh showed in [47] that

\[ U_{TG}(G) = \alpha^{k(G)} \sigma^{s(G)} \tau^{r(G)} T(G; \frac{x}{\tau}, \frac{y}{\tau}), \]

where \( k(G) \), \( r(G) \) and \( s(G) \) are respectively the number of connected components, rank and nullity of \( G \).

**Corollary 2.2.5** \( U_{TG}(G; x, y, \alpha, \sigma, \tau) \) is a dp-complete TG-invariant.

Note that the Tutte polynomial \( T(G; x, y) \) is not a dp-complete TG-invariant:

\[ T(E_n; x, y) = 1 \quad \text{whereas} \quad U_{TG}(E_n; x, y, \alpha, \sigma, \tau) = \alpha^n \]

However, the following can be shown:

**Proposition 2.2.6** The dichromatic polynomial \( Z(G; q, v) \) is dp-complete in the class of TG-invariants.

**Proof.** We use the known connections: the first is due to the results of [47], the others follow directly from the subset expansion of \( Z(G; q, v) \):

- Between \( T(G; x, y) \) and \( U_{TG}(G; x, y) \)
  \[ U_{TG}(G) = \alpha^{k(G)} \sigma^{s(G)} \tau^{r(G)} T(G; \frac{x}{\tau}, \frac{y}{\tau}), \]

- Between \( Z(G; q, v) \) and \( T(G; x, y) \):
  \[ T(G, x, y) = (x - 1)^{-k(E)}(y - 1)^{-|V|} Z(G, (x - 1)(y - 1), y - 1) \]

- Between \( Z(G; q, v) \) and the number of vertices:
  \[ x^{|V|} = Z(G; x, 0) \]

- Between \( Z(G; q, v) \) and the number of edges:
  \[ y^{|E|} = Z(G; 1, y - 1) \]

- Between \( Z(G; q, v) \) and the number of connected components:
  \[ q^{k(G)} = \lim_{v \to \infty} \frac{Z(G; q, v)}{Z(G; 1, v - 1)} \]
For the last connection, $q^{k(G)}$ is the coefficient of the highest degree of $v$ in $Z(G; q, v)$. The denominator equals $v^{|E|}$, the numerator has only one summand of the same degree of $v$. The equality follows by $\lim_{x \to \infty} \frac{1}{x} = 0$.

Using the connections above, we get:

$$Z(G_1; q, v) = Z(G_2; q, v) \quad \longrightarrow \quad U_{TG}(G_1; x, y) = U_{TG}(G_2; x, y)$$

\[ \square \]

### 2.3 Matching invariants

#### 2.3.1 Matching polynomial

The matching polynomial was introduced by C.J. Heilmann and E.H. Lieb in 1972 [34] motivated by a monomer-dimer problem in statistical physics. In combinatorics it was introduced by I. Gutman [32] and E.J. Farrell [25]. It is discussed in the monographs [40, 31]. It has appeared also in chemical literature (so-called topological resonance energy [53, 7, 8]).

**Definition.** Let $G(V, E)$ be a simple undirected loop-free graph with $|V| = n$ vertices. A $k$-matching in a graph $G$ is a subset $M \subseteq E$ of $k$ edges, no two of which have a vertex in common.

We denote by $m_k(G)$ the number of $k$-matchings of a graph $G$, when we define $m_0(G) = 1$ by convention. Of course, for $k > \frac{n}{2}$ always $m_k(G) = 0$. We denote by $V(M)$ the set of the vertices, which participate in the matching.

The most common form of matching polynomial (known in literature as *acyclic* or *matching defect* polynomial) was defined as:

$$\mu(G; x) = \sum_{k=0}^{\frac{n}{2}} (-1)^{k} m_k(G)x^{n-2k}$$

Another, may be a bit more natural form is called in the literature the *matching generating* polynomial. It is defined by a simple generating function:

$$g(G; x) = \sum_{k=0}^{\frac{n}{2}} m_k(G)x^k$$
The two forms above are related:

$$\mu(G, x) = x^n g(G, (-x^{-2}))$$

The matching polynomials are definable via subset expansion:

$$\mu(G; x) = \sum_{M \subseteq E, \text{M is a matching}} \prod_{e \in M} (-1) \prod_{v \notin V(M)} x$$

$$g(G; x) = \sum_{M \subseteq E, \text{M is a matching}} \prod_{e \in M} x$$

**Recurrence relations:** Both $\mu(G; x)$ and $g(G; x)$ are multiplicative under disjoint union and satisfy recurrence relations with respect to edge deletion and edge extraction:

The matching defect polynomial:

$$\mu(G; x) = \mu(G - e; x) - \mu(G \uparrow e; x)$$

The matching generating polynomial:

$$g(G; x) = g(G - e; x) + x \cdot g(G \uparrow e; x)$$

Hence, we can conclude:

**Proposition 2.3.1** Both the matching defect polynomial $\mu(G; x)$ and the matching generating polynomial $g(G; x)$ are $M$-invariants.

### 2.3.2 The Rook polynomial

The rook polynomial was introduced by J. Riordan in [48] as a generalization of the Rook problem.

**Definition:**
A generalized chessboard is a square matrix of $n \times n$ cells, where part of the cells are marked as “prohibited”, i.e. no figure can be placed there. Given a generalized chessboard $B$, the rook polynomial is defined as a generating
function:
\[ R(B, x) = \sum_{k=0}^{\left| B \right|} r_k(G)x^k, \]
where \( r_k \) denotes the number of possibilities to place \( k \) non-attacking rooks on the chessboard \( B \).

**Recurrence relations:**
First, the rook polynomial is multiplicative with respect to disjoint union: let \( B_1 \) and \( B_2 \) be two disjunct chessboards, then
\[ R(B_1 \sqcup B_2; x) = R(B_1; x) \cdot R(B_2; x). \]

Let \( a \) denote some cell of the chessboard \( B \), and let \( r_a \) and \( c_a \) denote respectively the row and the column of \( a \). Then the rook polynomial is determined by the following recurrence relation with initial conditions:
\[ R(B; x) = R(B - a; x) + xR(B - c_a - r_a; x); \]
\[ R(\emptyset; x) = 1; \]
where \( B - a \) denotes the chessboard \( B \) with removed cell \( a \), and \( B - c_a - r_a \) denotes the chessboard \( B \) with removed both column and row of \( a \) (cf. [44]).

**Connection to the matching polynomial:**
Let \( G_B = (V_r \sqcup V_c, E) \) be a bipartite graph constructed from the chessboard \( B \) by the following way:
- Each vertex of \( V_r \) corresponds to a row and each vertex of \( V_c \) corresponds to a column;
- Two vertices \( u \in V_r \) and \( v \in V_c \) are connected by an edge iff there is a cell in \( B \) at the intersection of the corresponding row and column.

**Proposition 2.3.2** (Farrell, [26]) The rook polynomial \( R(B; x) \) relates to the matching generating polynomial as follows:
\[ R(B; x) = g(G_B; x) = \sum_k m_k(G_B)x^k, \]
where \( m_k \) denotes the number of \( k \)-matchings in graph \( G_B \).
The proof is based on an observation that every $k$-matching in $G_B$ corresponds to a placement of $k$ non-attacking rooks on the chessboard $B$.

The associated rook polynomial and the rook polynomial of a graph:

Let $r_k(B)$ denote the number of possibilities to place $k$ non-attacking rooks on a chessboard $B$ with $n$ rows and $n$ columns. Then the associated rook polynomial is defined by

$$r(B; x) = \sum_{k=0}^{n} r_k(B)(-1)^k x^{n-k} = x^n R(B; -\frac{1}{x})$$

In the book by L. Lovasz and M. D. Plummer [40] the authors use this version of the rook polynomial. Furthermore, they define the rook polynomial on graphs rather than on chessboards:

**Definition 15** The rook polynomial of a graph from [40]

Let $G = \langle V_1 \sqcup V_2, E \rangle$ be a bipartite graph with $|V_1| = |V_2| = n$. Then the rook polynomial is defined by

$$\rho(G; x) = \sum_{k=0}^{n} m_k(G)(-1)^k x^{n-k},$$

where $m_k$ is a number of $k$-matchings in $G$.

**Proposition 2.3.3** The rook polynomial of [40] is multiplicative under disjoint union and satisfies a linear recurrence relation as follows:

$$\rho(G; x) = \rho(G - e; x) - \rho(G \upharpoonright e; x)$$

Moreover, it is determined by this recurrence relation with initial conditions $\rho(\emptyset; x) = 1$ and $\rho(E_1; x) = \sqrt{x}$.

For the proof one can analyze the matchings that do not include the edge $e$ and therefore counted by $\rho(G - e; x)$, and those that include it and therefore counted by $\rho(G \upharpoonright e; x)$. Note that $\rho(G; x)$ is a graph invariant for every graph, though, it is a graph polynomial iff the number of vertices is even.
Corollary 2.3.4 Both the original rook polynomial of [48] (via its connection to \( g(G; x) \)) and the rook polynomial of a graph \( \rho(G; x) \) of [40] are \( M \)-invariants.

2.3.3 Universality and dp-completeness for \( M \)

The most distinctive matching polynomial \( U_M(G; x, y) \) subsumes both matching generating polynomial and matching defect polynomial as its substitution instances:

\[
U_M(G; x, y) = \sum_{k=0}^{\frac{n}{2}} m_k(G)x^{n-2k}y^k
\]

The most distinctive matching polynomial is multiplicative under disjoint union of graphs and satisfies a linear recurrence relation

\[
U_M(G; x, y) = U_M(G; x, y) + y \cdot U_M(G; x, y)
\]

Moreover, it is determined by this recurrence relation and the initial conditions \( U_M(E_n; x, y) = x^n \).

In this thesis we prove that the most distinctive matching polynomial \( U_M(G; x, y) \) is dp-complete in the class of \( M \)-invariants. Moreover, it is universal in the class of \( sM \)-invariants, when the exception subset of invariants \( M \setminus sM \) consists of invariants of the kind \( p(G) = x^{|V(G)|}y^{|E(G)|} \) (Theorems 1.3.1 and 1.3.2).

2.4 Edge Elimination invariants

In this section we introduce a new class of graph invariants. We start with the bivariate chromatic polynomial of [20], which turns out to satisfy a linear recurrence relation with respect to edge deletion, edge contraction and edge extraction operations defined in Subsection 1.1.3.

2.4.1 The Bivariate Chromatic polynomial

The bivariate chromatic polynomial was introduced by K.Dohmen, A.Pönitz and P.Tittmann in [20] as a natural extension of the chromatic polynomial. The authors of [20] noticed that the distinctive power of this polynomial
exceeds this of the chromatic polynomial, the matching polynomial and the vertex cover polynomial.

**Definition:** Let $G = (V, E)$ be a graph, and let $Y$ and $Z$ be two disjoint sets of colors. We call $X$ the union of the sets: $X = Y \cup Z$. Let $\varphi : V \mapsto X$ be a valid coloring of graph $G$ if

$$\forall \{u, v\} \in E \ (\varphi(u) \in Y \land \varphi(v) \in Y) \rightarrow \varphi(u) \neq \varphi(v)$$

In other words, two adjacent vertices can have the same color $c$ only if $c \in Z$.

We call the colors from the set $Y$ “proper”, and the colors from the set $Z$ “improper”.

The polynomial $P(G; x, y)$ is defined as the number of valid colorings of a graph $G$ with total $|X| = x$ colors, when exactly $|Y| = y$ of them are proper.

Note that this combinatorial definition is valid only for positive integers $x \geq y$. Moreover, it is not trivial that it determines a polynomial in $x$ and $y$. The following solves this issue:

**Connection to the chromatic polynomial $\chi(G)$:**

First, if all the colors are “proper”, the bivariate chromatic polynomial evaluates to the “classical” chromatic polynomial:

$$P(G; x, x) = \chi(G; x).$$

Moreover, Theorem 1 of [20] states that

$$P(G; x, y) = \sum_{U \subseteq V} (x - y)^{|U|} \chi(G - U; y),$$

where $G - U$ denotes the induced subgraph of $G$ with vertex set $V \setminus U$. Therefore, $P(G; x, y)$ is a polynomial in $x$ and $y$ and its value can be extrapolated to any $x, y \in \mathbb{R}$.

**Recurrence relations:**

The authors of [20] state the multiplicativity of the bivariate chromatic polynomial with respect to disjoint union. We prove in this thesis the following theorem (the proof appears in Subsection 3.3.1):
Theorem 2.4.1  The bivariate chromatic polynomial satisfies a linear recurrence relation with respect to edge deletion, edge contraction and edge extraction operations:

\[ P(G; x, y) = P(G - e; x, y) - P(G/e; x, y) + (x - y)P(G \uparrow e; x, y), \]

and is determined by this recurrence relation together with initial conditions

\[ P(E_n; x, y) = x^n. \]

From the theorem above we can conclude that

Corollary 2.4.2  The bivariate chromatic polynomial \( P(G; x, y) \) is an sEE-invariant.

2.4.2  The vertex cover polynomial

The vertex cover polynomial was introduced by F.M. Dong, M.D. Hendy, K.L. Teo and C.H.C. Little in [21], motivated by biological systematics and theoretical chemistry.

Definition:  Let \( vc(G, k) \) denote the number of vertex-covers of \( G \) of size \( k \), i.e. subsets \( U \subseteq V \) s.t. \( |U| = k \) and for every edge \( (u, v) \in E \), either \( u \in U \) or \( v \in U \) or both.

\[ \Psi(G, x) = \sum_{k=0}^{\lfloor V \rfloor} vc(G; k)x^k. \]

Proposition 2.4.3  (Corollary 2 from [20])\footnote{The authors of [20] speak about the independent set polynomial instead of the vertex cover polynomial. However, they use the definition of the independent set polynomial as \( I(G; x) := \sum_{n=0}^{\infty} a_i(G)x^i \), where \( a_i \) is the number of independent sets of cardinality \( n - i \), which is exactly the number of vertex covers of cardinality \( i \).}:

The vertex cover polynomial is a substitution instance of the bivariate chromatic polynomial \( P(G; x, y) \):

\[ \Psi(G, x) = P(G; x + 1; 1) \]

Proof.  \( P(G; x + 1; 1) \) counts the number of valid colorings of \( G \) with \( x \) improper colors and 1 proper color. Every vertex cover \( U \subseteq V \) of \( G \)
induces a class of such colorings: the vertices of $U$ are colored by improper colors, and the vertices of $V \setminus U$, which produce an independent set, are colored by the proper color. The size of the class is $x^{|U|}$. The classes are disjoint and they cover all the valid colorings of $G$. The proposition follows by summation over all the vertex covers of size $k$, for every $k$. ■

**Corollary 2.4.4** The vertex cover polynomial is a $sEE$-invariant; it is multiplicative under disjoint union and it satisfies a linear recurrence relation as follows:

$$
\Psi(G, x) = \Psi(G - e, x) - \Psi(G/e, x) + x \cdot \Psi(G \upharpoonright e, x)
$$

with initial conditions $\Psi(E_n, x) = (x + 1)^n$.

**Proof.** This follows from the Proposition 2.4.3 and the recurrence relation of the bivariate chromatic polynomial. ■

**2.4.3 Universality and dp-completeness for $EE$**

We introduce in this thesis a new graph polynomial: the most distinctive edge elimination polynomial $\xi(G; x, y, z)$ (A subset expansion of $\xi(G; x, y, z)$ appears in Subsection 3.3.3.)

We prove that $\xi(G; x, y, z)$ is $dp$-complete in the class of $EE$-invariants. Moreover, we prove that $\xi(G; x, y, z)$ is universal in the class of $sEE$-invariants, when the exception set is $C \setminus sC$ (Theorems 1.3.3 and 1.3.4).

**2.4.4 The covered components polynomial**

Inspired by the edge-subset expansion presentation of $\xi(G; x, y, z)$ published in [3], M. Trinks have introduced a new graph polynomial with remarkable combinatorial features [54]:

**Definition:**

Let $G = \langle V, E \rangle$ be a multigraph. The covered components polynomial $C(G; x, y, z)$ is defined as an ordinary generating function:

$$
C(G; x, y, z) = \sum_{i,j,k} c_{i,j,k}(G)x^i y^j z^k,
$$
where \( c_{i,j,k}(G) \) denotes the number of edge subsets \( A \subseteq E \) of size \( |A| = j \), such that the graph \( (V,A) \) has exactly \( i \) components, from which \( k \) are covered by edges, (i.e. not singletons).

**Recurrence relations:**

M. Trinks proves that the covered components polynomial is multiplicative under disjoint union and that it satisfies a linear recurrence relation as follows:

\[
C(G; x, y, z) = C(G - e; x, y, z) + y \cdot C(G/e; x, y, z) + xy(z-1) \cdot C(G \uparrow e; x, y, z)
\]

with initial condition \( C(E_n; x, y, z) = x^n \).

The following proposition immediately follows from the universality of \( \xi(G; x, y, z) \):

**Proposition 2.4.5** The covered components polynomial is an \( sEE \) invariant, and it is a variable substitution of \( \xi(G; x, y, z) \):

\[
C(G; x, y, z) = \xi(G; x, y, xy(z-1)).
\]

M. Trinks provides a combinatorial proof of the proposition above in [54].

**2.4.5 Connection to \( C \)-invariants, \( TG \)-invariants and \( M \)-invariants**

It follows immediately from the definitions of \( C \), \( M \) and \( EE \) that \( C \subseteq EE \) and \( M \subseteq EE \). Moreover, using our results for \( \xi(G; x, y, z) \) and \( U_M(G; x, y) \), and the \( dp \)-completeness of \( Z(G; q, v) \), one can conclude that

**Corollary 2.4.6** \( \xi(G; x, y, z) \) determines any \( C \), \( M \), or \( TG \) invariant.

**Proof.** We use \( dp \)-completeness of \( U_M(G; x, y) \) for \( M \) and \( Z(G; q, v) \) for \( C \)-invariants. Those polynomials are evaluations of \( \xi(G; x, y, z) \):

\[
U_M(G; x, y) = \xi(G; x, 0, y) \quad \text{and} \quad Z(G; q, v) = \xi(G; q, v, 0).
\]

The conclusion about \( TG \) follows from \( dp \)-completeness for \( TG \) of the dichromatic polynomial \( Z(G; q, v) \). \( ^3 \)

\( ^3 \)We cannot state that \( \xi(G; x, y, z) \) is \( dp \)-complete for the classes \( M \), \( C \) or \( TG \), because it does not belong to any of those classes.
2.5 Vertex Elimination Invariants

2.5.1 The Independent Set polynomial

Introduced by I. Gutman and F. Harary in [33], as a generalization of the matching polynomial.

Definition: Let $in(G, k)$ denote the number of independent sets of size $k$ which are induced subgraphs of $G$.

$$In(G, x) = \sum_{k=0}^{\left|V\right|} in(G, k) \cdot x^k$$

Recurrence relations: $In(G; x)$ satisfies a linear recurrence relation with respect to vertex deletion and vertex extraction (as defined in 1.1.2). Recall that $G - v$ denotes the induced subgraph of $G$ with vertex set $V \setminus \{v\}$, and $G \upharpoonright v$ denotes the graph obtained from $G$ by removing of $v$ together with its neighborhood.

Proposition 2.5.1 (Gutman and Harary, [33])
The independent set polynomial is multiplicative with respect to disjoint union. Moreover, it satisfies a linear recurrence relation as follows:

$$In(G; x) = In(G - v; x) + x \cdot In(G \upharpoonright v; x),$$

and it is determined uniquely by the recurrence relation above and the initial condition $In(\emptyset; x) = 1$.

Corollary 2.5.2 The independent set polynomial $In(G; X)$ is a VE-invariant.

2.5.2 The subgraph component polynomial

The subgraph component polynomial $Q(G; x, y)$ has been proposed by P. Tittmann and further developed in collaboration with J. A. Makowsky and the author in [51]. This graph polynomial arises from analyzing community structures in social networks.
Definition: Let $G = (V, E)$ be a finite undirected graph with $n$ vertices and let $k \leq n$ be a positive integer. For every vertex, decide with probability $q = 1 - p$ whether to remove that vertex or keep it. What is the probability that a subgraph of $G$ with exactly $k$ components survives? The solution of this problem leads to the enumeration of induced subgraphs of $G$ with $k$ components.

For a given vertex subset $U \subseteq V$, let $G[U]$ be the induced subgraph of $G$ with vertex set $U$. We denote by $k(G)$ the number of components of $G$. Let $q_{ij}(G)$ be the number of vertex subsets $U \subseteq V$ with $i$ vertices such that $G[U]$ has exactly $j$ components:

$$q_{ij}(G) = |\{U \subseteq V : |U| = i \land k(G[U]) = j\}|$$

The subgraph component polynomial of $G$ is an ordinary generating function for these numbers:

$$Q(G; x, y) = \sum_{i=0}^{n} \sum_{j=0}^{n} q_{ij}(G) x^i y^j.$$

Note: loops or parallel edges do not affect connectivity properties of a graph.

![Figure 2.1: The star $Star_3 = K_{1,3}$](image)

Example: The star $K_{1,3}$, presented in Figure 2.1, has the subgraph polynomial

$$Q(K_{1,3}; x, y) = 1 + 4xy + 3x^2y + 3x^3y + x^4y + 3x^2y^2 + x^3y^3.$$

The term $3x^2y^2$ tells us that there are 3 possibilities to select two vertices of $G$ that are non-adjacent.

The empty set induces the null graph $\varnothing$ that we consider as being connected by convention, which gives $q_{00}(G) = Q(G; 0, 0) = 1$ for any graph.
Substitution of 1 for $y$ results in an univariate polynomial that is the ordinary generating function for all subsets of $V$, i.e. $Q(G; x, 1) = (1 + x)^n$.

**Recurrence relations:**
In this thesis we prove that the subgraph component polynomial $Q(G; x, y)$ is multiplicative with respect to disjoint union of graphs. Moreover, it satisfies a linear recurrence relation with respect to vertex deletion, contraction and extraction (as defined in 1.1.2). Recall that the vertex contraction is removing vertex and connecting its neighborhood to a clique.

$$Q(G; x, y) = Q(G - v; x, y) + xQ(G/v; x, y) + x(y - 1)Q(G \upharpoonright v; x, y),$$

$Q(G; x, y)$ is uniquely determined by this recurrence relation and the initial conditions $Q(\emptyset; x, y) = 1$ and $Q(E_1; x, y) = 1 + xy$. The proof appears in Section 3.4, Theorems 3.4.1 and 3.4.3.

We can immediately conclude that

**Proposition 2.5.3** The subgraph component polynomial $Q(G; x, y)$ is a $VE$-invariant.

### 2.5.3 Universality and dp-completeness for VE

We introduce in this thesis a new graph polynomial: the most distinctive vertex elimination polynomial $U_{VE}(G; x, y)$:

$$U_{VE}(G; x, y) = \sum_{U \subseteq V} x^{|U| - k(G[U])}(x + y)^{k(G[U])},$$

where $G[U]$ denotes the induced subgraph of $G$ with vertex set $U$, and $k(G[U])$ denotes number of spanning connected components in $G[U]$.

We prove that $U_{VE}(G; x, y)$ is dp-complete in the class of $VE$-invariants. Moreover, we prove that $U_{VE}(G; x, y)$ is universal in the class of $VE$-invariants (Theorems 1.3.5 and 1.3.6).
Chapter 3

DP-complete and Universal Graph Polynomials for Unlabeled Graphs

In this chapter we discuss dp-complete graph polynomials for the classes of $M$, $EE$ and $VE$ invariants. Recall that the classes above are defined as the classes of graph invariants which are

1. Multiplicative with respect to disjoint union of the input graphs;

2. Satisfying a linear recurrence relation according to its class;

3. Uniquely determined by its recurrence relation and initial conditions defined for a null graph $\emptyset = (\emptyset, \emptyset)$ and for a singleton $E_1 = (\{v\}, \emptyset)$.

First, we refer to the problem of unique definition $^1$.

3.1 Recurrence relations that uniquely define graph invariants.

From now on, we consider linear recurrence relations without case distinction. Let the recurrence relation $\mathcal{T} = (\emptyset, \mathcal{W})$ be a set of graph transformations $\emptyset = \{T_1, \ldots, T_k\}$, provided with their weight coefficients $\mathcal{W} :=$

$^1$The first paper to study general conditions under which linear recurrence relations define a graph invariant is D.N. Yetter [57]
\{W_1, \ldots, W_k\}, which are elements of a target ring \( \mathcal{R} \) independent of the graph \( G \). We say that a graph invariant \( p \) satisfies the recurrence relation \( \Upsilon \), if

\[
p(G) = \sum_{i=1}^{k} W_i p(T_i(G)).
\]

(3.1.1)

The recurrence relation should satisfy two important conditions:

- **Well-foundedness**: The set of graph transformations should provide well-founded graph decomposition. In other words, any legal sequence of those transformations should lead, after a finite number of steps, to one of the initial conditions.

- **Order invariance**: Let \( \Omega \) denote the set of all possible orders of decomposition of the graph \( G \) using transformations from \( \vartheta \). Given an input graph \( G \), a well-founded linear recurrence relation \( \Upsilon = (\vartheta, \mathcal{W}) \), a set of initial conditions \( \vartheta_0 \) and some auxiliary **order** \( \omega \in \Omega \) of graph decomposition, one can obtain a map \( p : \mathcal{G} \times \Omega \to \mathcal{R} \). The map \( p \) is a graph invariant if for every two orders \( \omega_1, \omega_2 \in \Omega \) of graph decomposition,

\[
p(G, \omega_1) = p(G, \omega_2)
\]

We use and generalize the ideas of [47, 14] in order to define the most distinctive graph polynomial in the class \( Y \in \{M, EE, VE\} \) of graph invariants defined with respect to some set of decomposition transformations \( \vartheta \) and initial conditions \( \vartheta_0 \):

- **First**, we make sure that the set \( \vartheta \) of graph transformations is well-founded, i.e. for any graph \( G \) and for any order \( \omega \in \Omega \) of decomposition steps from \( \vartheta \), a graph satisfying some condition of \( \vartheta_0 \) is obtained after applying a finite number of decomposition steps on \( G \);

- **Then**, we substitute the weight coefficients \( W \in \mathcal{W} \) by indeterminates. At this point, we have defined a map

\[p : \mathcal{G} \times \Omega \to \mathbb{R}[\bar{X}],\]

where \( \mathcal{G} \) is a class of graphs, \( \Omega \) is the set of all possible orders of graph decompositions using transductions from \( \vartheta \), and \( \bar{X} \) is the set of the
introduced indeterminates.

- We regard the introduced indeterminates as unresolved polynomials \( q_1, q_2, \ldots, q_k \in \mathbb{R}[\bar{X}] \). We look for the minimal set of equations \( \varphi(q_1, q_2, \ldots, q_k) \) that the polynomials \( q_1(\bar{x}), q_2(\bar{x}), \ldots, q_k(\bar{x}) \) should satisfy to make \( p : G \times \Omega \to \mathbb{R}[\bar{X}] \) independent of the order, i.e. for any graph \( G \) and any two orders \( \omega_1, \omega_2 \in \Omega \),

\[
p|_{\varphi}(G, \omega_1; \bar{x}) = p|_{\varphi}(G, \omega_2; \bar{x}) = p|_{\varphi}(G, \bar{x})
\]

It is possible that there are several solutions of \( \varphi(q_1(\bar{x}), q_2(\bar{x}), \ldots q_k(\bar{x})) \) that make the resulting map order-independent. In this case, we look for a solution that makes the map \( p|_{\varphi}(G, \bar{x}) \) \( dp \)-complete in \( Y \). This solution determines the subclass \( sY \) which we call “special \( Y \)-invariants” for which \( p|_{\varphi}(G; \bar{x}) \) is universal.

Now we provide our results regarding \( dp \)-completeness and universality of \( M, EE \) and \( VE \) invariants.

### 3.2 The most distinctive matching polynomial

\[ U_M(G; x, y) \]

Our first example is the most distinctive matching polynomial. We look for the ”most general” matching polynomial, which subsumes all the types of matching polynomials discussed above (as well as many others), as its particular cases.

#### 3.2.1 The recurrence relation

Recall the definition of \( M \)-invariant:

\( p(G) : G \to \mathcal{R} \) is an \( M \)-invariant if

- \( p(G) \) is multiplicative with respect to disjoint union of graphs: for all graphs \( G_1, G_2 \),

\[
p(G_1 \sqcup G_2) = p(G_1) \cdot p(G_2);
\]

- There are \( \alpha, \beta \in \mathcal{R} \) such that for every graph \( G = \langle V, E \rangle \) and every edge \( e \in E \),

\[
p(G) = \alpha p(G - e) + \beta p(G \uparrow e),
\]

\[
(3.2.1)
\]
where $G - e$ and $G \upharpoonright e$ denote graphs obtained from $G$ by respectively deletion and extraction (i.e. deletion together with endpoints) of the edge $e$.

- $p(G)$ is uniquely defined by the recurrence relation (3.2.1) together with the initial conditions

$$p(\emptyset) = 1; \quad p(E_1) = \nu, \quad (3.2.2)$$

where $\nu \in \mathbb{R}$ is some element \(^2\) of the ring $\mathbb{R}$ that does not depend on the graph $G$.

The most general recursive definition of $P(G, \omega; \bar{X})$ is obtained by introducing indeterminates where possible. Any graph decomposition sequence consists of edge removal steps and non-empty disjoint subgraph decomposition steps. Let $\omega \in \Omega$ denote an auxiliary order of decomposition steps.

$$P(G) = \begin{cases} 
yP(G - e) + zP(G \upharpoonright e); & \text{for every edge removal step} \\
P(G_1) \cdot P(G_2); & \text{for every decomposition step} 
\end{cases}$$

$$P(E_1) = x; \quad P(\emptyset) = 1; \quad (3.2.3)$$

**Proposition 3.2.1** The reduction of $P(G, \omega; \bar{X})$ is well-founded.

**Proof.** Indeed, every step of the decomposition reduces either the number of edges or the number of vertices. Hence, after a final number of steps, only singletons and empty sets appear in the decomposition parse tree. ■

Currently, $P(G, \omega; \bar{X})$ is defined recursively for unlabeled graphs and set of indeterminates $\bar{X} = \{x, y, z\}$ onto the ring $\mathbb{R} [\bar{X}]$ and its result depends on the order $\omega$ of graph decomposition steps.

**Theorem 3.2.2** Let $x(\bar{x}), y(\bar{x}), z(\bar{x}) \in \mathbb{R}[\bar{x}]$ be unresolved polynomials, and let $\hat{P}(G, \omega; \bar{x})$ be obtained from $P(G, \omega; \bar{X})$ by substitution of respective in-

\(^2\)Recall that we assume that $\mathbb{R}$ is a polynomial ring with underlying field $\mathbb{R}$ or $\mathbb{Q}$. 
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determinates:
\[ \hat{P}(G, \omega; \bar{x}) = P(G, \omega; \bar{X})[x \mapsto x(\bar{x}), \ y \mapsto y(\bar{x}), \ z \mapsto z(\bar{x})]. \]

Then \( \hat{P}(G, \omega_1; \bar{x}) = \hat{P}(G, \omega_2; \bar{x}) \) for all graphs \( G \) and all pairs of orders \( \omega_1 \) and \( \omega_2 \), if and only if
\[ y(\bar{x})z(\bar{x}) = z(\bar{x}) \quad \text{or} \quad P(G) = x(\bar{x})^{|V|} \]

**Proof.** We are looking for conditions \( \varphi(x(\bar{x}), y(\bar{x}), z(\bar{x})) \) such that if \( \varphi \) is satisfied, then \( \hat{P}(G, \omega; \bar{x}) \) is independent of the order.

We apply the order-invariance restriction to the family of graphs shown at Fig. 3.1: \( G \) consists of two disjoint graphs \( H_1 \) and \( H_2 \) connected by a bridge of two edges \( e_1 = (u, v) \) and \( e_2 = (v, w) \).

![Graph G for applying order-invariance restriction](image)

**Figure 3.1:** Graph \( G \) for applying order-invariance restriction

In order to be a unique graph invariant, \( P(G) \) must return the same value when the edge reduction rule is applied first on the edge \( e_1 \) and then on the edge \( e_2 \), as well as when it is applied first on the edge \( e_2 \) and then on the edge \( e_1 \).

\[
P(G, \{1 \rightarrow 2\}) = y \cdot P(G - e_1) + z \cdot P(G \uparrow e_1) = y \cdot (y \cdot P(G - e_1 - e_2) + z \cdot P(G \uparrow e_2) + z \cdot P(G \uparrow e_1) = xy^2 \cdot P(H_1)P(H_2) + yz \cdot P(H_1)P(H_2 - w) + zP(H_1 - u)P(H_2)
\]
On the other hand,

\[ P(G, \{2 \rightarrow 1\}) = y \cdot P(G-e_2) + z \cdot P(G \uparrow e_2) \]
\[ = y \cdot (y \cdot P(G - e_2 - e_1) + z \cdot P(G \uparrow e_1)) + \]
\[ z \cdot P(G \uparrow e_2) \]
\[ = y^2 x \cdot P(H_1)P(H_2) + \]
\[ yzP(H_1 - u)P(H_2) + \]
\[ zP(H_1)P(H_2 - w) \]

Applying \( P(G, \{2 \rightarrow 1\}) = P(G, \{2 \rightarrow 1\}) \), we have:

\[ yzP(H_1)P(H_2 - w) + zP(H_1 - u)P(H_2) = \]
\[ = yzP(H_1 - u)P(H_2) + zP(H_1)P(H_2 - w) \]

and hence

\[ (yz - z)P(H_1)P(H_2 - w) = (yz - z)P(H_1 - u)P(H_2), \]

which leads to \( yz = z \), or \( P(H_1 - u)P(H_2) = P(H_1)P(H_2 - w) \) for all graphs \( H_1, H_2 \) and all vertices \( u \in V(H_1) \) and \( w \in V(H_2) \). In the latter case we get a trivial polynomial \( P(H) = x^{|V(H)|} \). Indeed, if \( H_1 \) is a singleton, we get \( 1 \cdot P(H_2) = x \cdot P(H_2 - w) \) for any \( w \in V(H_2) \), which leads to \( P(H) = x^{|V(H)|} \).

So far, we proved that the condition of the theorem is necessary. In order to prove that they are also sufficient, it is enough to show that \emph{any two steps of graph decomposition are exchangeable}. Then we can use induction on the tree of graph deconstruction to prove the order-invariance.

First, we observe that any step of disjoint decomposition is interchangeable with any step of edge removal. This follows by distributivity of multiplication. Therefore, we can assume that we first perform all the possible edge removal steps, and then do the disjoint decomposition of remaining singletons.

Second, we observe that an order over edges uniquely determines the order of graph decomposition. We just skip the steps of removing edges that have been already removed by the preceding steps.
Therefore, it is enough to prove that any two edges can be removed in either order, and this does not affect the result. If the edges of interest do not have any common vertices, then we get:

\[ P(G, \{1 \to 2\}) = y \cdot P(G - e_1) + z \cdot P(G \uparrow e_1) \]
\[ = y \cdot (y \cdot P(G - e_1 - e_2) + z \cdot P(G - e_1 \uparrow e_2)) + \\
   z \cdot (y \cdot P(G \uparrow e_1 - e_2) + z \cdot P(G \uparrow e_1 \uparrow e_2)) = \\
   = P(G, \{2 \to 1\}) \]

otherwise, if the edges of interest have a vertex or two in common, we have

\[ P(G, \{1 \to 2\}) = y \cdot P(G - e_1) + z \cdot P(G \uparrow e_1) \]
\[ = y \cdot (y \cdot P(G - e_1 - e_2) + z \cdot P(G \uparrow e_2)) + \\
   z \cdot P(G \uparrow e_1) \]

whereas

\[ P(G, \{2 \to 1\}) = y \cdot P(G - e_2) + z \cdot P(G \uparrow e_2) \]
\[ = y \cdot (y \cdot P(G - e_2 - e_1) + z \cdot P(G \uparrow e_1)) + \\
   z \cdot P(G \uparrow e_2) \]

which are equal if \(yz = z\).

Hence, the conditions of the theorem are necessary and sufficient.

Analyzing the conditions \(ϕ\), we get:

**Corollary 3.2.3** Every \(M\)-polynomial \(p : G \to \mathbb{R}[\bar{X}]\) of a graph \(G = (V, E)\) is either of the form

\[ p(G) = x^{|V|} y^{|E|}, \quad (3.2.4) \]

or it satisfies a linear recurrence relation as follows:

\[ p(G) = p(G - e) + yp(G \uparrow e); \quad (3.2.5) \]

where \(x\) and \(y\) are elements of \(\mathbb{R}[\bar{X}]\) independent of \(G\).

**Proof.** The condition \(yz = z\) has two solutions: \(y = 1\) and \(z = 0\). Under the latter root the polynomial (3.2.4) is obtained. This also includes
the exception case \( p(G) = x^{|V|} \). The first root gives a rise to the recurrence relation (3.2.5).

Corollary 3.2.4 There is a map \( U_M : G \rightarrow \mathbb{R}[x,y] \), which is uniquely defined by the recurrence relation and initial conditions:

\[
\begin{align*}
U_M(G_1 \sqcup G_2; x, y) &= U_M(G_1; x, y) \cdot U_M(G_2; x, y); \\
U_M(G; x, y) &= U_M(G - e; x, y) + yU_M(G^\dagger e; x, y); \\
U_M(E_1; x, y) &= x; \\
U_M(\emptyset; x, y) &= 1.
\end{align*}
\]

Corollary 3.2.5 The map \( U_M(G; x, y) \) from Corollary 3.2.4 is universal in the class of \( sM \)-invariants and dp-complete in the class of \( M \)-invariants.

Proof. The universality property follows directly from the Corollary 3.2.4, for the dp-completeness we need also prove that \( U_M(G; x, y) \) determines the number of edges \( |E| \) and the number of vertices \( |V| \). This can be shown for example by

\[
U_M(G; 2, 0) = 2^{|V|} \quad \text{and} \quad \frac{\partial U_M(G)}{\partial y} \bigg|_{x=1, y=0} = |E|,
\]

The latter follows by counting paths in the graph decomposition tree with exactly one edge extraction step.

3.2.2 The subset expansion form of \( U_M(G; x, y) \)

We proved so far that there is a unique map \( U_M(G; x, y) \) which is defined recursively by initial conditions and linear recurrence relation 3.2.6 with respect to edge deletion and edge extraction operations.

Additionally, by multiple application of the edge reduction rule, we can obtain the vertex reduction rule. Let \( N(v) = \{u_1, u_2, \ldots, u_d\} \) be the neigh-
Theorem 3.2.6 The unique map $U_M : G \to \mathbb{R}[x,y]$ satisfying the recursive definition 3.2.6 has an explicit subset expansion definition as follows:

$$U_M(G; x, y) = \sum_{M \subseteq E, \text{M is a matching}} y^{|M|} x^{|V|-2|E|}$$ (3.2.8)

Proof. The proof is by induction on the size of the graph $G$.

Base: for graphs of size $n \leq 2$ we have:

- $U_M(\emptyset) = 1$
- $U_M(E_1) = x$
- $U_M(E_2) = x^2$
- $U_M(P_2) = U_M(G-e) + y \cdot U_M(\emptyset) = x^2 + y$

In all those cases the equation 3.2.8 holds.

Closure: we assume the equation 3.2.8 holds for all the graphs with at most $n$ vertices, and proof that it holds also for the graphs with $n+1$ vertices.

Let $G$ be a graph with $n+1$ vertices and $v$ any its vertex. Then we apply the vertex reduction rule 3.2.7 and obtain:

$$U_M(G) = x \cdot U_M(G - v) + y \sum_{i=1}^{d} U_M(G \upharpoonright e_i)$$
By the induction assumption we have:

\[ U_M(G) = x \cdot \sum_{M \subseteq E(G - v), \ M \text{ is a matching}} y^{|M| \cdot |V| - 1 - 2|M|} + \]

\[ + y \cdot \sum_{i=1}^{d} \sum_{M \subseteq E(G \setminus e_i), \ M \text{ is a matching}} y^{|M| \cdot |V| - 2 - 2|M|} \]

The first part of the equation describes all the matchings which do not include the vertex \( v \), the second part - all the matchings which include the vertex \( v \). In the latter case the matching \( M \) can be extended to include the vertex \( v \) by adding exactly one of the edges \( e_1, \ldots, e_d \). By summation of the two parts, we get exactly the equation 3.2.8.
3.3 The most distinctive edge elimination polynomial $\xi(G; x, y, z)$

The class of EE invariants includes both classes of matching and chromatic invariants.

We looked for graph polynomial that subsumes both the Tutte polynomial and the matching polynomial. The Tutte polynomial satisfies linear recurrence relation with respect to edge deletion and edge contraction operations, the matching polynomial - with respect to edge deletion and edge extraction, i.e. deletion of the edge together with its endpoints. The formal definitions of the edge elimination operations appears in subsection (1.1.3).

We first proved that the bivariate chromatic polynomial of K.Dohmen, A.Pönitz and P.Tittmann \[20\] satisfies a linear recurrence relation with respect to the three operations above. Then a question arose: is there a most general multiplicative graph polynomial, which is most distinctive or even universal with respect to the three edge elimination operations?

3.3.1 The bivariate chromatic polynomial

Recall the definition of the bivariate chromatic polynomial $P(G; x, y)$ of K.Dohmen, A.Pönitz and P.Tittmann \[20\]:

Given two disjoint sets of colors $Y$ and $Z$; a generalized coloring of a graph $G = \langle V, E \rangle$ is a map $\phi : V \mapsto (Y \sqcup Z)$ such that for all $(u, v) \in E$, if $\phi(u) \in Y$ and $\phi(v) \in Y$, then $\phi(u) \neq \phi(v)$ (The set $Y$ is called therefore "proper colors", the set $Z$ – "improper colors", and the entire set of colors is $X = Y \sqcup Z$). For two positive integers $x > y$, the value of the polynomial is the number of generalized colorings by $x$ colors, exactly $y$ of which are proper. To make this definition meaningful for graphs with multiple edges and self-loops, we require that a vertex with a self-loop can be colored only by an “improper” color $c \in Z$ and that multiple edges do not affect colorings.

Proposition 3.3.1 The polynomial $P(G, x, y)$ satisfies the initial conditions $P(E_1) = x$ and $P(\emptyset) = 1$, and the following recurrence relation:
\[
P(G, x, y) = P(G - e, x, y) - P(G/e, x, y) + 
\]
\[+(x - y) \cdot P(G \uparrow e, x, y)
\]
(3.3.1)

\[
P(G_1 \sqcup G_2, x, y) = P(G_1, x, y) \cdot P(G_2, x, y)
\]
(3.3.2)

**Proof.** The authors of [20] state that \(P(G, x, y)\) is multiplicative, since each connected component can be colored independently. We prove here the recurrence relation (3.3.1). Let \(G = \langle V, E \rangle\) be a graph, and \(P(G; x, y)\) be the number of generalized colorings defined above. Let \(v \in V\) be any vertex. We denote by \(P^v(G; x, y)\) the number of generalized colorings of \(G\), when \(v\) is colored by an improper color, i.e. \(\phi(v) \in Z\).

**Lemma 3.3.2** \(P^v(G, x, y) = (x - y) \cdot P(G - v, x, y)\), where \(G - v\) denotes the subgraph of \(G\) induced by \(V \setminus \{v\}\).

**Proof.** By inspection: the vertex \(v\) can have any color in \(Z\), and the coloring of the remainder does not depend on it. ■

Now we can prove the Proposition 3.3.1:

Let \(e = (u, v) \in E\) be any edge of \(G\), which is not a self-loop and not a multiple edge. Consider the number of colorings of \(G - e\). Any such coloring is either a coloring of \(G\), or a coloring of \(G/e\), when the vertex \(w\), which is produced by the contraction of \(u\) and \(v\), is colored by a proper color. Together with Lemma 3.3.2, that raises:

\[
P(G - e, x, y) = P(G, x, y) + [P(G/e, x, y) - P^w(G/e, x, y)] =
\]
\[= P(G, x, y) + [P(G/e, x, y) - (x - y) \cdot P(G\uparrow e, x, y)],
\]
and therefore

\[
P(G, x, y) = P(G-e, x, y) - P(G/e, x, y) + (x - y) \cdot P(G\uparrow e, x, y) \quad (3.3.3)
\]

One can easily check that this equation is satisfied also for loops and multiple edges. Together with the multiplicativity and the fact that a singleton can be colored by any color, this proves Proposition 3.3.1. ■
3.3.2 The recurrence relation

Recall the definition of $EE$-invariant:

$p(G) : \mathcal{G} \rightarrow \mathcal{R}$ is an $EE$-invariant if

- $p(G)$ is multiplicative with respect to disjoint union of graphs: for all graphs $G_1, G_2$,
  \[ p(G_1 \sqcup G_2) = p(G_1) \cdot p(G_2); \]

- There are $\alpha, \beta, \gamma \in \mathcal{R}$ such that for every graph $G = \langle V, E \rangle$ and every edge $e \in E$,
  \[ p(G) = \alpha p(G - e) + \beta p(G/e) + \gamma p(G \hat{e}), \quad (3.3.4) \]
  where $G - e, G/e$ and $G \hat{e}$ denote graphs obtained from $G$ by respectively deletion, contraction and extraction (i.e. deletion together with endpoints) of the edge $e$.

- $p(G)$ is uniquely defined by the recurrence relation (3.3.4) together with the initial conditions
  \[ p(\emptyset) = 1; \quad p(E_1) = \nu, \quad (3.3.5) \]
  where $\nu \in \mathcal{R}$ is some element of the ring $\mathcal{R}$ that does not depend on the graph $G$.

The most general recursive definition of $P(G, \omega; \bar{X})$ is obtained by introducing indeterminates where possible. Any graph decomposition sequence consists of edge removal steps and non-empty disjoint subgraph decomposition steps. Let $\omega \in \Omega$ denote an auxiliary order of decomposition steps.

\[
P(G) = \begin{cases} 
  sP(G - e) + yP(G/e) + zP(G \hat{e}); & \text{(edge removal step)} \\
  P(G_1) \cdot P(G_2); & \text{(decomposition step)}
\end{cases}
\]

\[
P(E_1) = x; \\
P(\emptyset) = 1; \quad (3.3.6)
\]

Proposition 3.3.3 The reduction of $P(G, \omega; \bar{X})$ is well-founded.
Proof. Indeed, every step of the decomposition reduces either the number of edges or the number of vertices. Hence, after a final number of steps, only singletons and empty sets appear in the decomposition parse tree. ■

Currently, \( P(G, \omega; \bar{X}) \) is defined recursively for unlabeled graphs and set of indeterminates \( \bar{X} = \{s, x, y, z\} \) onto the ring \( \mathbb{R}[\bar{X}] \) and its result depends on the order \( \omega \) of graph decomposition steps.

**Theorem 3.3.4** Let \( s(\bar{x}), x(\bar{x}), y(\bar{x}), z(\bar{x}) \in \mathbb{R}[\bar{x}] \) be unresolved polynomials, and let \( \hat{P}(G, \omega; \bar{x}) \) be obtained from \( P(G, \omega; \bar{X}) \) by substitution of respective indeterminates:

\[
\hat{P}(G, \omega; \bar{x}) = P(G, \omega; \bar{X})[s \mapsto s(\bar{x}), \ x \mapsto x(\bar{x}), \ y \mapsto y(\bar{x}), \ z \mapsto z(\bar{x})].
\]

Then \( \hat{P}(G, \omega_1; \bar{x}) = \hat{P}(G, \omega_2; \bar{x}) \) for all graphs \( G \) and all pairs of orders \( \omega_1 \) and \( \omega_2 \), if and only if \( s(\bar{x})z(\bar{x}) = z(\bar{x}) \) or \( P(G) = x(\bar{x})^{|V|} \)

Proof. We are looking for conditions \( \varphi(s(\bar{x}), x(\bar{x}), y(\bar{x}), z(\bar{x})) \) such that if \( \varphi \) is satisfied, then \( \hat{P}(G, \omega; \bar{x}) \) is independent of the order.

We apply the order-invariance restriction to the same family of graphs we have used for the universal matching polynomial (Fig. 3.1). In order to be a unique graph invariant, \( P(G) \) must return the same result in both cases: when the edge reduction rule is applied first on the edge \( e_1 \) and then on the edge \( e_2 \), and when it is applied first on the edge \( e_2 \) and then on the edge \( e_1 \).

\[
P(G, \{1 \rightarrow 2\}) =
\]

\[
s \cdot P(G-e_1) + y \cdot P(G/e_1) + z \cdot P(G\mid e_1) =
\]

\[
s \cdot P(H_1) \cdot [x \cdot s \cdot P(H_2) + y \cdot P(H_2) + z \cdot P(H_2 - w)] +
\]

\[
y \cdot [s \cdot P(H_1)P(H_2) + y \cdot P(G/e_1/e_2) + z \cdot P(H_1 - u)P(H_2 - w)] +
\]

\[
z \cdot P(H_1 - u)P(H_2)
\]
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On the other hand,

\[ P(G, \{2 \rightarrow 1\}) = \]

\[ s \cdot P(G - e_2) + y \cdot P(G/e_2) + z \cdot P(G \uparrow e_2) = \]

\[ s \cdot P(H_2) \cdot \left[ x \cdot s \cdot P(H_1) + y \cdot P(H_1) + z \cdot P(H_1 - u) \right] + \]

\[ y \cdot [s \cdot P(H_1)P(H_2) + y \cdot P(G/e_1/e_2) + z \cdot P(H_1 - u)P(H_2 - w)] + \]

\[ z \cdot P(H_2 - w)P(H_1) \]

Solving the equation \( P(G, \{1 \rightarrow 2\}) = P(G, \{2 \rightarrow 1\}) \), we get:

\[ szP(H_1)P(H_2 - w) + zP(H_1 - u)P(H_2) = szP(H_1 - u)P(H_2) + zP(H_1)P(H_2 - w) \]

Hence, we have the following necessary conditions: either \( sz = z \) or \( P(H_1)P(H_2 - w) = P(H_1 - u)P(H_2) \) for any \( H_1 \) and \( H_2 \). In the latter case we get a trivial polynomial \( P_{0}(H) = x^{\lvert V(H) \rvert} \). Indeed, if \( H_1 \) is a singleton, we get \( x \cdot P(H_2 - w) = 1 \cdot P(H_2) \) for any \( w \in V(H_2) \), which leads to \( P(G) = x^{\lvert V(G) \rvert} \).

So far, we proved that the condition the theorem is necessary. In order to prove that they are also sufficient, it is enough to prove that any two steps of graph decomposition are exchangeable. This includes two parts,

- Edge elimination and disjoint union.
- Decomposition of a graph by elimination of any two edges in different order;

The proof of the first part is simple. Let \( G \) be a disjoint union of two graphs: \( G = H_1 \sqcup H_2 \). Without loss of generality, assume that the edge \( e \), which is being eliminated, is in \( E(H_1) \). Then use the distributivity of multiplication to show that

\[ P(G) = [sP(H_1 - e) + y \cdot P(H_1/e) + z \cdot P(H_1 \uparrow e)] \cdot P(H_2) = \]

\[ = sP(H_1 - e) \cdot P(H_2) + y \cdot P(H_1/e) \cdot P(H_2) + z \cdot P(H_1 \uparrow e) \cdot P(H_2) \]

We henceforth may assume, without loss of generality, that the disjoint decomposition steps are applied only on singletons.

For the second part, we shall consider order over edges rather than order over edge-removal steps: such an order uniquely determines the decompo-
sition process, if by convention, we just skip the steps of removing edges that have been already removed by the preceding steps. Since we now speak about a linear order over the edges, it is enough to show that any two consequent pieces can be swapped.

We analyze three possible cases (Fig. 3.2):

- Case 1: The two edges have no common vertices (graphs $G_1$, $G_2$, $G_3$);
- Case 2: The two edges have one common vertex, and at least one exclusive vertex (graphs $G_4$, $G_5$);
- Case 3: The two edges have no exclusive vertices (graphs $G_6$, $G_7$).

Figure 3.2: Different cases to check order invariance of edge elimination

In the first case, the edge elimination operations are independent and commutative, e.g. $G - e_1/e_2 \cong G/e_2 - e_1$ and $G \uparrow e_1/e_2 \cong G/e_2 \uparrow e_1$. Thus, if we first eliminate $e_1$ and then $e_2$, we have:

$$P(G, \{1 \rightarrow 2\}) = sP(G - e_1) + yP(G/e_1) + zP(G\uparrow e_1) =$$

$$= s^2P(G-e_1 - e_2) + syP(G-e_1/e_2) + szP(G-e_1 \uparrow e_2) +$$

$$+ syP(G/e_1 - e_2) + y^2P(G/e_1/e_2) + yzP(G/e_1 \uparrow e_2) +$$

$$+ szP(G\uparrow e_1 - e_2) + yzP(G\uparrow e_1/e_2) + z^2P(G\uparrow e_1 \uparrow e_2)$$

On the other hand, if we first eliminate $e_2$ and then $e_1$, we have:

$$P(G, \{2 \rightarrow 1\}) = sP(G - e_2) + yP(G/e_2) + zP(G\uparrow e_2) =$$

$$= s^2P(G-e_2 - e_1) + syP(G-e_2/e_1) + szP(G-e_2 \uparrow e_1) +$$

$$+ syP(G/e_2 - e_1) + y^2P(G/e_2/e_1) + yzP(G/e_2 \uparrow e_1) +$$

$$+ szP(G\uparrow e_2 - e_1) + yzP(G\uparrow e_2/e_1) + z^2P(G\uparrow e_2 \uparrow e_1)$$
It is simple to see that the two expressions are equal.

The second case is slightly more confusing, since the edge extraction operation is not commutative with others: indeed, if we have extracted for example the edge \(e_1\) in \(G_4\), there is no more \(e_2\) to eliminate, and vice versa. The other operations, deletion and contraction, are still commutative with each other. Therefore we should check only the following three sequences of non-commutative edge elimination operations:

- Extraction of the first edge eliminates also the second;
- Contraction of the first edge and then extraction of the second gives a graph with the two edges extracted;
- Deletion of the first edge and then extraction of the second is equivalent to simply extraction of the second edge.

Thus, if we first eliminate \(e_1\) and then \(e_2\), we have:

\[
P(G, \{1 \to 2\}) = sP(G-e_1) + yP(G/e_1) + zP(G\hat{e}_1) =
\]

\[
= s^2P(G-e_1 - e_2) + syP(G-e_1/e_2) + szP(G\hat{e}_2) +
\]

\[
+ syP(G/e_1 - e_2) + y^2P(G/e_1/e_2) + yzP(G\hat{(e_1 and e_2)}) +
\]

\[
+ zP(G\hat{e}_1)
\]

On the other hand, if we first eliminate \(e_2\) and then \(e_1\), we have:

\[
P(G, \{2 \to 1\}) = sP(G-e_2) + yP(G/e_2) + zP(G\hat{e}_2) =
\]

\[
= s^2P(G-e_2 - e_1) + syP(G-e_2/e_1) + szP(G\hat{e}_1) +
\]

\[
+ syP(G/e_2 - e_1) + y^2P(G/e_2/e_1) + yzP(G\hat{(e_1 and e_2)}) +
\]

\[
+ zP(G\hat{e}_2)
\]

These two expressions are equal provided \(sz = z\).

In the third case, the edge elimination steps are symmetric in their transformations of \(G\) with respect to the order among \(e_1\) and \(e_2\).

Analyzing the conditions \(\varphi\), we get:

**Corollary 3.3.5** Every EE-polynomial \(p : \mathcal{G} \to \mathbb{R}[\vec{X}]\) of a graph \(G = (V, E)\) satisfies either recurrence relation

\[
p(G) = yp(G - e) + zp(G/e)
\]

(3.3.9)
or recurrence relation:

\[ p(G) = p(G - e) + yp(G/e) + zp(G \uparrow e); \quad (3.3.10) \]

where \( y \) and \( z \) are elements of \( \mathbb{R}[\overline{X}] \) independent of \( G \).

**Proof.** The condition \( sz = z \) has two roots: \( s = 1 \) and \( z = 0 \). Under the latter root the recurrence relation (3.3.9) is obtained. Recall that this is the recurrence relation of \( C \)-invariants. This also includes the exception case \( p(G) = x_{\mid V} \). The first root gives a rise to the recurrence relation (3.3.10).

\[ \blacksquare \]

**Corollary 3.3.6** There is a map \( \xi : \mathcal{G} \to \mathbb{R}[x,y,z] \), which is uniquely defined by the recurrence relation and initial conditions:

\[
\begin{align*}
\xi(G_1 \sqcup G_2; x, y, z) &= \xi(G_1; x, y, z) \cdot \xi(G_2; x, y, z); \\
\xi(G; x, y) &= \xi(G - e; x, y, z) + y\xi(G/e; x, y, z) + z\xi(G \uparrow e; x, y, z); \\
\xi(E_1; x, y, z) &= x; \\
\xi(\emptyset; x, y, z) &= 1. \\
\end{align*}
\] (3.3.11)

**Corollary 3.3.7** The map \( \xi(G; x, y, z) \) from Corollary 3.3.6 is universal in the class of \( sEE \)-invariants and dp-complete in the class of \( EE \)-invariants.

**Proof.** The universality property follows directly from the Corollary 3.3.6, for the dp-completeness we need also prove that \( \xi(G; x, y, z) \) determines every \( C \)-invariant. Recall that the dichromatic polynomial \( Z(G; q,v) \) is dp-complete in \( C \). On the other hand, \( Z(G; q,v) \in sEE \) (by definition of \( sEE \)).

\[ \blacksquare \]

**3.3.3 The subset expansion form of \( \xi(G; x, y, z) \)**

We now give an explicit form of the polynomial \( \xi(G; x, y, z) \) using 3-partition edge expansion:\(^3\)

---

\(^3\)A more precise name would be a “Pair of disjoint subsets expansion”. We chose the name 3-partition expansion, as any two disjoint subsets induce a partition into three sets.
Theorem 3.3.8 Let $G = (V, E)$ be a (multi)graph. Then the most distinctive edge elimination polynomial $\xi(G; x, y, z)$ can be calculated as

$$\xi(G, x, y, z) = \sum_{(A \sqcup B) \subseteq E} x^{k(A \sqcup B) - k_{\text{cov}}(B)} \cdot y^{|A| + |B| - k_{\text{cov}}(B)} \cdot z^{k_{\text{cov}}(B)}$$

(3.3.12)

where by abuse of notation we use $(A \sqcup B) \subseteq E$ for summation over subsets $A, B \subseteq E$, such that the subsets of vertices $V(A)$ and $V(B)$, covered by respective subset of edges, are disjoint: $V(A) \cap V(B) = \emptyset$; $k(A)$ denotes the number of spanning connected components in $(V, A)$, and $k_{\text{cov}}(B)$ denotes the number of covered connected components, i.e. the connected components of the graph $(V(B), B)$.

Proof. We need to show that

- The expression (3.3.12) satisfies the initial conditions of (3.3.11);
- The expression (3.3.12) is multiplicative;
- The expression (3.3.12) satisfies the edge elimination rule of (3.3.11).

Then by induction on the number of edges in $G$ the theorem holds. The first statement follows by inspection: indeed, a null graph $\emptyset = (\emptyset, \emptyset)$ has no edges and no components, so its only summand is 1; a singleton has no edges and no covered components, so its only summand is $x$.

The second statement, multiplicativity, can be easily checked too: Indeed, the summation over subsets of edges of $(V, E) = (V_1, E_1) \sqcup (V_2, E_2)$ can be regarded as a summation over the subsets of $E_1$, multiplied by an independent summation over the subsets of $E_2$.

Therefore, we just need to prove the third statement:

Let $G = (V, E)$ be the (multi)graph of interest. Let $N(G)$ be defined as in (3.3.12):

$$N(G, x, y, z) = \sum_{(A \sqcup B) \subseteq E} x^{k(A \sqcup B) - k_{\text{cov}}(B)} \cdot y^{|A| + |B| - k_{\text{cov}}(B)} \cdot z^{k_{\text{cov}}(B)}$$

(3.3.13)

Let $e$ be the edge we have chosen to reduce. Any particular choice of $A$ and $B$ can be regarded as a vertex-disjoint edge coloring in 2 colors $A$ and $B$, when part of the edges remains uncolored. We separate all the possible colorings to three disjoint cases:
• Case 1: $e$ is uncolored;

• Case 2: $e$ is colored by $B$, and it is the only edge of a colored connected component;

• Case 3: All the rest. That means, $e$ is colored by $A$, or $e$ is colored by $B$ but it is not the only edge of a colored connected component.

In case 1, we just sum over colorings of $G-e$:

\[ N_1(G) = \sum_{(A \sqcup B) = \text{Case 1}} x^{k(A \sqcup B) - k_{\text{cov}}(B)} \cdot y^{|A| + |B| - k_{\text{cov}}(B)} \cdot z^{k_{\text{cov}}(B)} = N(G-e) \]  

(3.3.14)

In case 2, the edge $e$ is a connected component of $\langle V(B), B \rangle$. Therefore, if we analyze now $N(G \dagger e)$, we will get

• The number of edges colored by $A$ is the same;

• The number of edges colored by $B$ is reduced by one;

• The total number of colored connected components is reduced by one;

• The number of covered connected components colored $B$ is reduced by one;

This gives us

\[ N_2(G) = \sum_{(A \sqcup B) = \text{Case 2}} x^{k(A \sqcup B) - k_{\text{cov}}(B)} \cdot y^{|A| + |B| - k_{\text{cov}}(B)} \cdot z^{k_{\text{cov}}(B)} = z \cdot N(G \dagger e) \]  

(3.3.15)

And finally, in case 3, $e$ is a part of a bigger colored connected component, or it is alone a connected component colored by $A$. In this case, we analyze the colorings of $G/e$:

• Either $|A|$ or $|B|$ is reduced by 1, the other remained the same;

• The total number of colored connected components remained the same (in case when $e \in A$ is the only edge of a connected component, this component is contracted to one vertex);

• The number of covered connected components colored $B$ remained the same.
According to the above,

\[ N_3(G) = \sum_{(A \sqcup B)= \text{Case 3}} x^{k(A \sqcup B) - k_{cov}(B) - |A| + |B| - k_{cov}(B)} = y \cdot N(G/e) \]

(3.3.16)

On the other hand, three the cases above are disjoint and cover all the possibilities, and therefore \( N(G) = N_1(G) + N_2(G) + N_3(G) \). Hence, we have:

\[ N(G; x, y, z) = \xi(G; x, y, z), \]

which completes the proof of the theorem. ■

### 3.4 The most distinctive vertex elimination polynomial \( U_{VE}(G; x, y) \)

The last class of graph invariants we discuss in this thesis is the class of the vertex elimination invariants. We start with the subgraph component polynomial \( Q(G; x, y) \), which has been proposed by P. Tittmann and further developed in collaboration with J. A. Makowsky and the author in [51]. This graph polynomial arises from analyzing community structures in social networks.

It turned out that \( Q(G; x, y) \) satisfies a linear recurrence relation with respect to three vertex elimination operations. We look for the most distinctive graph polynomial in the class of \( VE \)-invariants.

#### 3.4.1 The subgraph component polynomial \( Q(G; x, y) \)

Recall the definition of \( Q(G; x, y) \) given in Section 2.5: Let \( G = \langle V, E \rangle \) be a finite undirected graph with \(|V| = n\) vertices and let \( i, j \leq n \) be positive integers. Let \( q_{ij}(G) \) be the number of vertex subsets \( X \subseteq V \) with \( i \) vertices such that \( G[X] \) has exactly \( j \) components:

\[ q_{ij}(G) = |\{ X \subseteq V : |X| = i \land k(G[X]) = j \}| \]

Then the subgraph component polynomial is defined as

\[ Q(G; x, y) = \sum_{i=0}^{n} \sum_{j=0}^{n} q_{ij}(G) x^i y^j. \]
We can rewrite this definition in a subset expansion form; instead of summation over \(i\) and \(j\), we can sum over subsets of vertices:

\[
Q(G; x, y) = \sum_{U \subseteq V} x^{|U|} y^{k(G[U])}
\]

### 3.4.2 The recurrence relation of \(Q(G; x, y)\)

We first investigate the recurrence relation of the subgraph polynomial. The first statement concerns the multiplicativity with respect to disjoint union.

**Theorem 3.4.1 (Multiplicativity)** Let \(G = G_1 \sqcup G_2\) be the disjoint union of the graphs \(G_1\) and \(G_2\). Then

\[
Q(G; x, y) = Q(G_1; x, y) \cdot Q(G_2; x, y).
\]

**Proof.** Each subset \(U \subseteq V\) is a disjoint union of two subsets \(U_1 \subseteq \{G_1\}\) that induces \(k(G_1[U_1])\) connected components and \(U_2 \subseteq \{G_2\}\) that induces \(k(G_2[U_2])\) connected components. Moreover, since the graphs \(G_1\) and \(G_2\) are disjoint, \(k(G[U]) = k(G_1[U_1]) + k(G_2[U_2])\).

We obtain

\[
Q(G; x, y) = \sum_{U \subseteq V} x^{|U|} y^{k(G[U])} = \sum_{U_1 \subseteq V_1} \sum_{U_2 \subseteq V_2} x^{|U_1|+|U_2|} y^{k(G_1[U_1]) + k(G_2[U_2])}.
\]  

(3.4.1)

Thus for a disjoint union of two graphs, the subgraph polynomial satisfies

\[
Q(G; x, y) = Q(G_1; x, y) Q(G_2; x, y)
\]

**Corollary 3.4.2** If \(G = (V, E)\) consists of \(c\) components \(G_1, \ldots, G_c\) then the subgraph polynomial satisfies

\[
Q(G; x, y) = \prod_{j=1}^{c} Q(G_j; x, y).
\]

**Proof.** We obtain the statement of the theorem by induction on the number of components.

Next, we prove that the subgraph component polynomial \(Q(G; x, y)\) satisfies a linear recurrence relation with respect to three vertex elimination operations: vertex deletion, vertex contraction and vertex extraction.
Theorem 3.4.3 Let $G = (V,E)$ be a graph and $v \in V$. Then the subgraph polynomial satisfies the decomposition formula

$$Q(G; x, y) = Q(G - v; x, y) + xQ(G/v; x, y) + x(y - 1)Q(G \upharpoonright v; x, y).$$

Proof. Let us first consider all vertex induced subgraphs of $G$ that do not contain vertex $v$. These subgraphs are also vertex induced subgraphs of $G - v$. Consequently,

$$Q(G - v; x, y)$$

enumerates all induced subgraphs not including the vertex $v$.

In a second step we count all vertex induced subgraphs that contain vertex $v$ but none of its neighbors in $G$. In this case, the vertex $v$ forms a connected component consisting of $v$ only. The rest of the induced subgraph is a subgraph of of $G \upharpoonright v$. All these subgraphs are enumerated by $Q(G \upharpoonright v; x, y)$. However, the component built by $v$ contributes one vertex and one component to the polynomial. Thus we obtain the contribution

$$xyQ(G \upharpoonright v; x, y).$$

In our enumeration so far we missed exactly those vertex induced subgraphs that contain $v$ and at least one of its neighbors together in one component. We include $v$ in the corresponding candidate set, remove it from $G$, and multiply the generating function by $x$ (not by $xy$ because we do not increase the number of components). In order to trace the components, we have to simulate the paths using $v$ in $G$. These paths are no longer present in $G - v$. This task is best performed by using $G/v$ instead of $G - v$. Thus we obtain the contribution $xQ(G/v; x, y)$ to the generating function. Unfortunately, this polynomial enumerates induced subgraphs that do not contain any vertices from $N(v)$, too. We can fix this problem by subtraction of $xQ(G \upharpoonright v; x, y)$, which gives

$$xQ(G/v; x, y) - xQ(G \upharpoonright v; x, y)$$

as final contribution.
3.4.3 The Universal VE-invariant

Recall the definition of VE invariants:
\( p(G) : G \rightarrow \mathcal{R} \) is a VE-invariant if

- \( p(G) \) is multiplicative with respect to disjoint union of graphs: for all graphs \( G_1, G_2 \),
  \[
  p(G_1 \sqcup G_2) = p(G_1) \cdot p(G_2);
  \]

- There are \( \alpha, \beta, \gamma \in \mathcal{R} \) such that for every graph \( G = \langle V, E \rangle \) and every vertex \( v \in V \),
  \[
  p(G) = \alpha p(G - v) + \beta p(G/v) + \gamma p(G \uparrow v),
  \]
  where \( G - v, G/v \) and \( G \uparrow v \) denote graphs obtained from \( G \) by respectively deletion, contraction and extraction of the vertex \( v \).

- \( p(G) \) is uniquely defined by the recurrence relation (3.4.2) together with the initial conditions
  \[
  p(\emptyset) = 1; \quad p(E_1) = \nu, \quad (3.4.3)
  \]
  where \( \nu \in \mathcal{R} \) is some element of the ring \( \mathcal{R} \) that does not depend on the graph \( G \).

The most general recursive definition of \( P(G, \omega; \bar{X}) \) is obtained by introducing indeterminates where possible. Any graph decomposition sequence consists of vertex removal steps and non-empty disjoint subgraph decomposition steps. Let \( \omega \in \Omega \) denote an auxiliary order of decomposition steps.

\[
\begin{align*}
P(G) &= \begin{cases} 
  sP(G - v) + yP(G/v) + zP(G \uparrow v); & \text{(vertex removal step)} \\
  P(G_1) \cdot P(G_2); & \text{(decomposition step)}
\end{cases} \\
P(E_1) &= x; \quad P(\emptyset) = 1; \quad (3.4.4)
\end{align*}
\]

Proposition 3.4.4 The reduction of \( P(G, \omega; \bar{X}) \) is well-founded.
Proof. Indeed, every step of the decomposition reduces the number of vertices. Hence, after a final number of steps, only singletons and empty sets appear in the decomposition parse tree.

Currently, \( P(G, \omega; \bar{X}) \) is defined recursively for unlabeled graphs and set of indeterminates \( \bar{X} = \{s, x, y, z\} \) onto the ring \( \mathbb{R}[\bar{X}] \) and its result depends on the order \( \omega \) of graph decomposition steps.

**Theorem 3.4.5** Let \( s(\bar{x}), x(\bar{x}), y(\bar{x}), z(\bar{x}) \in \mathbb{R}[\bar{x}] \) be unresolved polynomials, and let \( \hat{P}(G, \omega; \bar{x}) \) be obtained from \( P(G, \omega; \bar{X}) \) by substitution of respective indeterminates:

\[
\hat{P}(G, \omega; \bar{x}) = P(G, \omega; \bar{X})[s \mapsto s(\bar{x}), \ x \mapsto x(\bar{x}), \ y \mapsto y(\bar{x}), \ z \mapsto z(\bar{x})].
\]

Then \( \hat{P}(G, \omega_1; \bar{x}) = \hat{P}(G, \omega_2; \bar{x}) \) for all graphs \( G \) and all pairs of orders \( \omega_1 \) and \( \omega_2 \), if and only if

\[
(s = 1 \text{ and } x = s + y + z) \text{ or } P(G; \bar{X}) = x^{|V(G)|} \text{ or } P(G; \bar{X}) = 1.
\]

**Proof.** We are looking for conditions \( \varphi(s(\bar{x}), x(\bar{x}), y(\bar{x}), z(\bar{x})) \) such that if \( \varphi \) is satisfied, then \( \hat{P}(G, \omega; \bar{x}) \) is independent of the order.

First, from \( E_1 - v = E_1 \uparrow v = E_1/v = \emptyset \) we obtain \( x = (s + y + z) \).

Second, we apply the recurrence relation (3.4.4) to compute \( P(P_3, \omega_1) \) and \( P(P_3, \omega_2) \), where under \( \omega_1 \) we first eliminate a vertex of degree 1 from \( P_3 \), whereas under \( \omega_2 \) we first eliminate vertex of degree 2.

\[
P(P_3, \omega_1) = sP(P_2) + yP(P_2) + zP(E_1) =
\]
\[
= (s + y)[(s + y)(s + y + z) + z] + z(s + y + z) =
\]
\[
= (s + y)^2(s + y + z) + (s + y)z + z(s + y + z)
\]

\[
P(P_3, \omega_2) = sP(E_2) + yP(P_2) + z =
\]
\[
= s(s + y + z)^2 + y[(s + y)(s + y + z) + z] + z =
\]
\[
= s(s + y + z)^2 + y(s + y)(s + y + z) + yz + z
\]
Solving \( P(P_3, \omega_1) = P(P_3, \omega_2) \) we get:

\[
z = 0 \quad \text{or} \quad s = 1 \quad \text{or} \quad s + y + z = 1
\]

In case of \( z = 0 \), we get the polynomial \( P = (s + y)^{|V|} = x^{|V|} \). In case of \( w + y + z = 1 \), the result is \( P = 1 \). The only remaining choice, \( s = 1 \), completes the conditions of the theorem. ■

**Theorem 3.4.6** VE-universality:

1. Every VE-invariant \( p : G \to \mathcal{R} \) of a graph \( G = (V, E) \) satisfies the recurrence relation

\[
p(G) = p(G - v) + ap(G/v) + bp(G \upharpoonright E), \tag{3.4.5}
\]

where \( a \) and \( b \) are elements of the target ring \( \mathcal{R} \) that do not depend on the graph \( G \).

2. There is a map \( U_{VE} : G \to \mathcal{R}[x,y] \), which is uniquely defined by this recurrence relation and initial conditions:

\[
\begin{align*}
U_{VE}(G_1 \sqcup G_2) &= U_{VE}(G_1) \cdot U_{VE}(G_2); \\
U_{VE}(G) &= U_{VE}(G - v) + xU_{VE}(G/v) + yU_{VE}(G \upharpoonright v); \\
U_{VE}(E_1) &= 1 + x + y; \\
U_{VE}(\emptyset) &= 1. \tag{3.4.6}
\end{align*}
\]

**Proof.** Analyzing the conditions \( \varphi \), we obtain that all VE invariants satisfy the recurrence relation (3.4.5), including the exceptional polynomials \( P(G) = x^{|V|} \) and \( P(G) = 1 \) (with \( a \mapsto x - 1, b \mapsto 0 \) and \( a \mapsto 0, b \mapsto 0 \) respectively).

In order to prove that the map \( U_{VE}(G; x, y) \) is well-defined, we will use the connection to the subgraph component polynomial and to the independent set polynomial:
Assuming \( x \neq 0 \), \( U_{VE}(G) \) is a substitution instance of \( Q(G; x, y) \):

\[
U_{VE}(G; x, y) = Q(G; x, \frac{y}{x} + 1) = \sum_{U \subseteq V} x^{|U|} \left( \frac{y}{x} + 1 \right)^{k(G[U])}
\]

Otherwise, it turns a substitution instance of the independent set polynomial

\[
U_{VE}(G; 0, y) = In(G; y)
\]

Both those statements can be proven by induction using the recurrence relations satisfied by the respective graph polynomials. Both \( Q(G; x, y) \) and \( In(G; y) \) are well-defined graph polynomials. Therefore, the map \( U_{VE}(G; x, y) \) is well-defined.

\[\Box\]

**Corollary 3.4.7** \( U_{VE}(G; x, y) \) is a \( VE \)-universal and \( dp \)-complete graph invariant.

**Corollary 3.4.8** The subgraph component polynomial \( Q(G; x, y) \) is a \( dp \)-complete \( VE \)-invariant.

**Proof.** For \( x \neq 0 \), the universal \( VE \)-invariant \( U_{VE}(G; x, y) \) can be obtained as a substitution instance of \( Q(G; x, y) \):

\[
U_{VE}(G; x, y) = Q(G; x, \frac{y}{x} + 1)
\]

The only exception is the independent set polynomial, which, in turn, can be read out of \( Q(G; x, y) \) as a subset of its coefficients:

\[
in(G; i) = q_{ii} = [x^iy^i]Q(G; x, y).
\]

Therefore, for any two graphs \( G_1 \) and \( G_2 \),

\[
Q(G_1; x, y) = Q(G_2; x, y) \rightarrow U_{VE}(G_1; x, y) = U_{VE}(G_2; x, y),
\]

which completes the proof.

\[\Box\]

**Corollary 3.4.9** The subset-expansion definition of \( U_{VE}(G; x, y) \) is as follows:

\[
U_{VE}(G; x, y) = \sum_{U \subseteq V} x^{|U|-k(G[U])}(x + y)^{k(G[U])}, \quad (3.4.7)
\]
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where $G[U]$ denotes the induced subgraph of $G$ with vertex set $U$, and $k(G[U])$ denotes number of spanning connected components in $G[U]$.

**Proof.** Like the fact that $U_{VE}(G; x, y)$ is well-defined, its subset expansion form can be derived from its connection to the subgraph component polynomial $Q(G; x, y)$ and to the independent set polynomial $In(G; y)$. Indeed, if $x \neq 0$, then the equation (3.4.7) can be rewritten as

$$U_{VE}|_{x \neq 0}(G; x, y) = \sum_{U \subseteq V} x^{U|} \left( \frac{x + y}{x} \right)^{k(G[U])} = Q(G; x, \frac{y}{x} + 1).$$

Otherwise, if $x = 0$, the only summands that contribute to the result are those with $U$ independent set, and therefore,

$$U_{VE}|_{x = 0}(G; x, y) = \sum_{U \subseteq V, U \text{ is indp. set}} y^{U|} = In(G; y).$$

\[\blacksquare\]

### 3.4.4 Vertex Eliminations vs Edge Elimination

In this section we will show the connection of $Q(G; x, y)$ to the most distinctive edge elimination polynomial $\xi(G; x, y, z)$.

We rewrite the decomposition of $Q(G; x, y)$ using Theorem 3.4.3:

$$Q(G; x, y) = Q(G - v; x, y) + xQ(G/v; x, y) + x(y - 1)Q(G \upharpoonright v; x, y)$$

$$Q(G_1 \cup G_2; x, y) = Q(G_1; x, y)Q(G_2; x, y)$$

$$Q(E_1; x, y) = xy + 1$$

$$Q(\emptyset) = 1$$

(3.4.8)

**Theorem 3.4.10** Let $G = (V, E)$ be a graph. Let $L(G) = (V_e, E_e)$ denote the line graph of $G$. Then the following equation holds:

$$\xi(G; 1, x, x(y - 1)) = Q(L(G); x, y)$$

**Proof.** First, let us analyze the correspondence of the edge elimination operations in a graph to the vertex elimination operations in its line graph.
Let $v_e \in V_e$ be the vertex in the line graph that corresponds to the edge $e \in E$ of the original graph. By the definition of the edge and vertex elimination operations:

\[
L(G - e) = L(G) - v_e \quad (3.4.9)
\]
\[
L(G/e) = L(G)/v_e \quad (3.4.10)
\]
\[
L(G \uparrow e) = L(G) \uparrow v_e \quad (3.4.11)
\]

First let us check the connected graphs with up to one edge:

If $G \in \{\emptyset, E_1\}$, $L(G) = \emptyset$,

The equivalence $\xi(G; 1, x, x(y - 1)) = 1 = Q(\emptyset)$ holds.

If $G$ is a single point with a loop, or $G = P_2$, $L(G)$ is a singleton, The equivalence $\xi(G; 1, x, x(y - 1)) = 1 + x + x(y - 1) = 1 + xy = Q(E_1)$ holds.

Next, we note that $L(G_1 \sqcup G_2) = L(G_1) \sqcup L(G_2)$. Therefore, if the theorem holds for graphs $G_1$ and $G_2$, then it holds also for $G_1 \sqcup G_2$. Finally, the theorem follows by induction on the number of edges, using the decomposition formulae (3.4.8) and (3.3.11) and the correspondence of edge and vertex elimination operations.

\[\blacksquare\]
Chapter 4

DP-complete and Universal Graph Polynomials for Labeled Graphs

In this chapter we extend our results presented so far to labeled graph invariants. First, we define classes of labeled graph invariants, with respect to edge elimination and vertex elimination, in parallel to the classes $C, TG, M, EE$ and $VE$ discussed above.

4.1 Extending definitions to labeled graphs

Let $\mathcal{LG}$ be the class of labeled graphs. Recall that labeled graph $G = (V,E,\text{lab}_V,\text{lab}_E)$ is provided with the labeling functions $\text{lab}_V : V \mapsto \Lambda_V$ and $\text{lab}_E : E \mapsto \Lambda_E$, which map the vertices and the edges, respectively, to sets of vertex and edge labels $\Lambda_V$ and $\Lambda_E$. Two labeled graphs are isomorphic if there is an isomorphism that preserves both vertex and edge labelings. We define also subclasses of $\mathcal{LG}$: we denote by $\mathcal{LG}_E$ the class of edge-labeled graphs and by $\mathcal{LG}_V$ – the class of vertex-labeled graphs.

Labeled graph invariant is a function $f : \mathcal{LG} \rightarrow \mathcal{R}$ which maps labeled graphs into a ring $\mathcal{R}$ such that isomorphic labeled graphs $G_1 \simeq G_2$ get the same image: $f(G_1) = f(G_2)$.

Labeled graph polynomials have as their domains polynomial ring $\mathcal{R}[\bar{X}]$, 
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where the set of indeterminates $\bar{X}$ is labeled:

$$\bar{X} = \{X^V \times \Lambda^V, X^E \times \Lambda^E\},$$

where $X^V = \{x^V_0, x^V_1, \ldots\}$ is the set of vertex-labeled indeterminates, and $X^E = \{x^E_0, x^E_1, \ldots\}$ is the set of edge-labeled indeterminates.

4.1.1 Comparing labeled graph invariants

Like the unlabeled graph invariants, we use the following notions for comparing labeled graph invariants:

**Definition 16** Distinctive power of labeled graph invariants:
Let $p : LG \rightarrow R_1$ and $q : LG \rightarrow R_2$ be two labeled graph invariants. We say that the distinctive power of $p$ does not exceed that of $q$, and write $p \preceq_{dp} q$ iff for every pair of labeled graphs $G_1$ and $G_2$

$$q(G_1) = q(G_2) \rightarrow p(G_1) = p(G_2)$$

If $p \preceq_{dp} q$ and $q \preceq_{dp} p$ we say that the graph invariants $p$ and $q$ have the same distinctive power and write $p \simeq_{dp} q$. If neither $p \preceq_{dp} q$ nor $q \preceq_{dp} p$, we say that the graph invariants $p$ and $q$ have incomparable distinctive power.

**Definition 17** Substitution instance:
Let $p : G \rightarrow R[\bar{X}]$ and $q : G \rightarrow R[\bar{Y}]$ be two labeled graph polynomials with sets of indeterminates respectively $\bar{X}$ and $\bar{Y}$. We say that $p$ is a substitution instance of $q$ and write $p \preceq_{subst} q$ iff there is a variable substitution $\sigma : \bar{Y} \rightarrow R[\bar{X}]$ such that for all labeled graphs $G \in LG$, $q(G, \bar{Y})$ under $\sigma$ evaluates to $p(G; \bar{X})$:

$$p(G; \bar{X}) = \sigma(q(G; \bar{Y}))$$

Based on the notions above, we can use the same definitions of dp-completeness and universality as for unlabeled graph invariants.

4.1.2 Classes of labeled graph invariants with respect to edge elimination and vertex elimination

**Definition 18** Let $p : G \rightarrow R$, where $R$ is either a field or a polynomial ring $\mathcal{F}[\bar{X}]$ with an underlying field $\mathcal{F}$, be a multiplicative labeled graph invariant
that satisfies boundary conditions as follows:

\[ p(\emptyset) = 1 \text{ and } p(\langle \{v\}, \emptyset, \{v \mapsto c\}, \emptyset \rangle) = \nu_c \text{ for some } \nu_c \in \mathcal{R} \quad (4.1.1) \]

Note that if vertex-labeling exists, the value of \( p(\{v\}) \) depends on the label \( c \). If there is no vertex labeling, the initial conditions are like the unlabeled case:

\[ p(\emptyset) = 1 \text{ and } p(\{v\}) = \nu \text{ for some } \nu \in \mathcal{R} \quad (4.1.2) \]

We say that a graph invariant \( p \) is a

- **labeled C-invariant** and write \( p \in \text{LC} \) iff

1. It is defined on the class of edge-labeled graphs: \( p : \mathcal{L}_E \to \mathcal{R} \);

2. For every edge-label \( d \in \Lambda_E \) there are elements \( \alpha_d, \beta_d \in \mathcal{R} \) such that for every graph \( G \in \mathcal{L}_G \) and every edge \( e \in E(G) \) with \( \text{lab}_E(e) = d \) the following equation holds:

\[ p(G) = \alpha_d p(G - e) + \beta_d p(G/e) \]

3. The invariant \( p \) is uniquely defined by this recurrence relation and the initial conditions (4.1.2).

If \( \alpha_d = 1 \) for all \( d \in \Lambda_E \), we call \( p \) a special \textbf{LC-invariant} and write \( p \in \text{sLC} \).

- **labeled TG-invariant** and write \( p \in \text{LTG} \) iff

1. It is defined on the class of edge-labeled graphs: \( p : \mathcal{L}_E \to \mathcal{R} \);

2. For every edge-label \( d \in \Lambda_E \) there are elements \( x_d, y_d, \sigma_d, \tau_d \in \mathcal{R} \) such that for every graph \( G \in \mathcal{L}_G \) and every edge \( e \in E(G) \) with

\[ \text{lab}_E(e) = d \]

\[ p(G) = x_d p(G - e) + y_d p(G/e) + \sigma_d p(G/e) + \tau_d p(G/e) \]

If allowing vertex labeling would make the definition of the edge contraction operation unclear: it is not clear which label should be given to a vertex produced by a contraction of an edge \((u, v)\) with different labels.
lab_E(e) = d the following holds:

\[
p(G) = \begin{cases} 
  x_dp(G - e) & \text{if } e \text{ is a bridge}, \\
  y_dp(G - e) & \text{if } e \text{ is a loop}, \\
  \sigma_dp(G - e) + \tau_dp(G/e) & \text{otherwise}.
\end{cases}
\]

3. The invariant \( p \) is uniquely defined by this recurrence relation and the initial conditions (4.1.2).

- **labeled M-invariant** and write \( p \in LM \) iff

  1. It is defined on the entire class of labeled graphs: \( p : L_G \to \mathbb{R} \);
  2. For every edge-label \( d \in \Lambda_E \) there are elements \( \alpha_d, \beta_d \in \mathbb{R} \) such that for every graph \( G \in L_G \) and for every edge \( e \in E(G) \) with \( \text{lab}_E(e) = d \) the following holds:

\[
p(G) = \alpha_dp(G - e) + \beta_dp(G \uparrow e);
\]

  3. The invariant \( p \) is uniquely defined by this recurrence relation and the initial conditions (4.1.1).

If \( \alpha_d = 1 \) for all \( d \in \Lambda_E \), we call \( p \) a **special LM-invariant** and write \( p \in sLM \).

- **labeled EE-invariant** and write \( p \in LEE \) iff

  1. It is defined on the class of edge-labeled graphs: \( p : L_G \to \mathbb{R} \);
  2. For every edge-label \( d \in \Lambda_E \) there are elements \( \alpha_d, \beta_d, \gamma_d \in \mathbb{R} \) such that for every graph \( G \in L_G \) and for every edge \( e \in E(G) \) with \( \text{lab}_E(e) = d \) the following holds:

\[
p(G) = \alpha_dp(G - e) + \beta_dp(G/e) + \gamma_dp(G \uparrow e);
\]

  3. The invariant \( p \) is uniquely defined by this recurrence relation and the initial conditions (4.1.2).

If \( \alpha_d = 1 \) for all \( d \in \Lambda_E \), we call \( p \) a **special LEE invariant** and write \( p \in sLEE \).

- **labeled VE-invariant** and write \( p \in LVE \) iff
1. It is defined on the class of vertex-labeled\textsuperscript{2} graphs: $p: LG \rightarrow \mathbb{R}$;

2. For every vertex-label $c \in \Lambda_V$ there are elements $\alpha_c, \beta_c, \gamma_c \in \mathbb{R}$ such that for every graph $G \in LG$ and for every vertex $v \in V(G)$ with $\text{lab}_V(v) = c$ the following holds:

$$p(G) = \alpha_cp(G - v) + \beta_cp(G/v) + \gamma_cp(G \uparrow v);$$

3. The invariant $p$ is uniquely defined by this recurrence relation and the initial conditions (4.1.1).

Note that the set of LEE-invariants trivially includes the entire set of LC-invariants. However, in contrast to the unlabeled case, it does not include the class of LM-invariants, because it is not defined for vertex-labeled graphs.

In the remainder of this chapter we present some examples of known labeled graph polynomials, and then provide our results regarding dp-completeness and universality of $LM$, $LEE$ and $LVE$ invariants.

### 4.2 Examples of known labeled graph polynomials

In this section we provide some examples of labeled graph polynomials from the literature.

#### 4.2.1 The Sokal polynomial

A. Sokal defines in [49] a weighted generalization of the dichromatic polynomial:

$$Z(G; q, \bar{v}) = \sum_{A \in E} q^{k(A)} \prod_{e \in A} v_e,$$

where $v_e$ denotes a weight defined per edge, and $k(A)$ denotes the number of connected components in $(V, A)$.

\textsuperscript{2}Similarly, the vertex contraction operation would become unclear if edge labeling were allowed, because it is not clear what label should be given to the new edges produced by this operation.
This graph polynomial satisfies a linear recurrence relation:

\[
Z(G_1 \sqcup G_2) = Z(G_1) \cdot Z(G_2), \\
Z(G) = Z(G - e) + v_e \cdot Z(G/e); \quad (4.2.1)
\]

The Sokal polynomial is uniquely defined by the recurrence relation (4.2.1) and initial conditions \(Z(\emptyset) = 1\) and \(Z(\{v\}) = q\). From here we can conclude:

**Proposition 4.2.1** The Sokal polynomial \(Z(G; q, \vec{v})\) is an LC-invariant\(^3\). Moreover, it is dp-complete in the class of LC graph invariants and universal in the class of sLC graph invariants.

**Proof.** Let \(U_{LC}(G; q, \vec{w}, \vec{v})\) be defined as the most general map satisfying the conditions of LC-invariants:

\[
U_{LC}(G_1 \sqcup G_2) = U_{LC}(G_1) \cdot U_{LC}(G_2), \\
U_{LC}(G) = w_e U_{LC}(G - e) + v_e U_{LC}(G/e); \\
U_{LC}(\{v\}) = q; \\
U_{LC}(\emptyset) = 1. \quad (4.2.2)
\]

Analyzing the paths of graph decomposition, one can conclude that, independently of the decomposition order, each path contains either contraction or deletion of each edge. Hence, the recurrence relation (4.2.2) can be rewritten as

\[
U_{LC}(G) = w_e \cdot (U_{LC}(G - e) + \frac{v_e}{w_e} U_{LC}(G/e)),
\]

and therefore, by induction on the number of edges,

\[
U_{LC}(G; q, \vec{w}, \vec{v}) = \left( \prod_{e \in E} w_e \right) Z \left( G; q, \left( \frac{v_e}{w_e} \right) \right).
\]

The factor \(\left( \prod_{e \in E} w_e \right)\) can be derived, in turn, as the highest-degree term of \(Z(G; 1, \vec{w})\). \(\Box\)

\(^3\)Here every edge gets its own label. This fits our definition of labeled graphs provided \(\Lambda_E\) can be infinite.
4.2.2 The Bollobas-Riordan polynomial

The labeled Tutte polynomial, widely known as the Bollobas-Riordan polynomial [14] is defined as follows:

Let \( G = (V, E) \) be a connected graph, and let \( c : E \to \Lambda \) be an edge labeling function, with some set of labels \( \Lambda \). Let \( T = (V, F) \), \( F \subseteq E \) be a spanning tree of \( G \). For every edge \( e \in E \setminus F \), let \( cyc(T \cup e) \) denote the edges of the unique cycle in \( T \cup e \). For each edge \( f \in F \), let \( cut(T - f) \) denote the set of edges of \( G \) that connect components of \( T - f \). Finally, let \( \phi : E \to 1, 2, 3 \ldots |E| \) be an auxiliary total order over \( E \).

An edge \( e \in E \setminus F \) is called \textit{externally active} with respect to \( T \) under order \( \phi \) if it is the smallest edge (under \( \phi \)) in the \( cyc(T \cup e) \). Otherwise, this edge is called \textit{externally inactive}.

An edge \( f \in F \) is called \textit{internally active} with respect to \( T \) under order \( \phi \) if it is the smallest edge (under \( \phi \)) in the \( cut(T - f) \). Otherwise, this edge is called \textit{internally inactive}.

The weight of an edge \( e \) with respect to labeling \( c \), order \( \phi \) and spanning tree \( T \) is denoted by \( w(G, c, \phi, T, e) \) and defined by

\[
w(G, c, \phi, T, e) = \begin{cases} 
X_c(e) & \text{if } e \text{ is internally active,} \\
Y_c(e) & \text{if } e \text{ is externally active,} \\
x_c(e) & \text{if } e \text{ is internally inactive,} \\
y_c(e) & \text{if } e \text{ is externally inactive,}
\end{cases}
\]

The weight of the spanning tree \( T \) is

\[
w(G, c, \phi, T) = \prod_{e \in E} w(G, c, \phi, T, e)
\]

The labeled Tutte polynomial is defined as

\[
W_0(G, c, \phi) = \sum_{T \in T_G} w(G, c, \phi, T), \tag{4.2.3}
\]

where \( T_G \) is a set of all the spanning trees of \( G \). For the disconnected graphs the Bollobas-Riordan polynomial is defined as a product over the connected
components of the graph, with prefactor that depends on their number:

\[ W_0(G, c, \phi) = \alpha_{k(G)} \prod_{i=1}^{k} W_o(G_i, c, \phi) \]

Note: the above does not actually define a graph polynomial, since its final value may depend on the order \( \phi \). To become a well defined graph polynomial, it must take its values from the polynomial ring modulo the ideal generated by the following identities:

\[
X_\lambda y_\mu - y_\lambda X_\mu = x_\lambda Y_\mu - Y_\lambda x_\mu = x_\lambda y_\mu - y_\lambda x_\mu, \quad (4.2.4)
\]

holds for any labels \( \lambda \) and \( \mu \), or

\[
X_\lambda = Y_\lambda = 0 \quad (4.2.5)
\]

holds for any label \( \lambda \) (see [14] for the proof). For the multiplicativity, one must assume \( \alpha_{k(G)} = \alpha^{k(G)} \) for some \( \alpha \).

Recurrence relations. The Bollobas-Riordan polynomial, when it is well-defined, satisfies the following recurrence relation:

\[
W(G; c) = \begin{cases} 
X_\lambda W(G/e; c) & \text{if } e \text{ is a bridge,} \\
Y_\lambda W(G-e; c) & \text{if } e \text{ is a loop,} \\
x_\lambda W(G/e; c) + y_\lambda W(G-e; c) & \text{otherwise;}
\end{cases}
\]

with initial condition \( W(E_n; c, \phi) = \alpha_n \).

The recurrence relation above leads to the conclusion:

**Proposition 4.2.2** The (multiplicative) Bollobas-Riordan polynomial is an LTG-invariant.

Moreover, according to the results of [14], this polynomial subsumes all the other known labeled versions of the Tutte polynomial, cf. [14, 52, 27, 49], which allows us to conclude:

**Proposition 4.2.3** The Bollobas-Riordan polynomial is a dp-complete LTG-invariant.
4.3 The most distinctive labeled matching polynomial $U_{LM}(G; \bar{x}, y)$

Like in the unlabeled case, we first approach the most distinctive labeled matching polynomial.

4.3.1 The recurrence relation

Recall the definition of $LM$-invariant:

$p(G) : \mathcal{LG} \to \mathcal{R}$ is an $LM$-invariant if

- $p(G)$ is multiplicative with respect to disjoint union: for all labeled graphs $G_1, G_2$,
  
  $$p(G_1 \sqcup G_2) = p(G_1) \cdot p(G_2);$$

- For every edge-label $d \in \Lambda_E$ there are $\alpha_d, \beta_d, \gamma_d \in \mathcal{R}$ such that for every labeled graph $G = \langle V, E, lab_V, lab_E \rangle$ and every edge $e \in E$ with $lab_E(e) = d$,

  $$p(G) = \alpha_d p(G - e) + \beta_d p(G \uparrow e),$$

  (4.3.1)

  where $G - e$ and $G \uparrow e$ denote graphs obtained from $G$ by respectively deletion and extraction (i.e. deletion together with endpoints) of the edge $e$.

- $p(G)$ is uniquely defined by the recurrence relation (4.3.1) together with the initial conditions

  $$p(\emptyset) = 1; \quad p(\{v\}) = \nu_c,$$

  (4.3.2)

  where $\nu_c \in \mathcal{R}$ is some element of the ring $\mathcal{R}$ that depends on the label $c$ of the singleton $\{v\}$, but does not depend on the graph $G$.

The most general recursive definition of $P(G, \omega; \bar{x})$ is obtained by introducing indeterminates where possible. Any graph decomposition sequence consists of edge removal steps and non-empty disjoint subgraph decomposition steps. Let $\omega \in \Omega$ denote an auxiliary order of decomposition.
steps.

\[
P(G) = \begin{cases} 
    y_\mu P(G - e) + z_\mu P(G \uparrow e); & \text{edge removal step} \\
    (\text{provided } lab_{E}(e) = \mu) \\
    P(G_1) \cdot P(G_2); & \text{decomposition step} \\
\end{cases} 
\]

\[
P(\{v\}) = x_\gamma \quad \text{provided } lab_{V}(v) = \gamma; 
\]

\[
P(\emptyset) = 1; 
\]

(4.3.3)

**Proposition 4.3.1** The reduction of \(P(G, \omega; \bar{X})\) is well-founded.

**Proof.** Indeed, every step of the decomposition reduces either the number of edges or the number of vertices. Hence, after a final number of steps, only singletons and empty sets appear in the decomposition parse tree. \(\blacksquare\)

\(P(G, \omega; \bar{X})\) is defined recursively for labeled graphs and set of indeterminates \(\bar{X} = \{x_\gamma, y_\lambda, z_\lambda : \gamma \in \Lambda_{V}, \lambda \in \Lambda_{E}\}\) onto the ring \(\mathbb{Z}[\bar{X}]\) and its result depends on the order \(\omega\) of graph decomposition steps.

**Theorem 4.3.2** Let \(\hat{P}(G, \omega; \bar{x})\) be obtained from \(P(G, \omega; \bar{X})\) by substitution of every respective indeterminate by an unresolved polynomial. Then \(\hat{P}(G, \omega_1; \bar{x}) = \hat{P}(G, \omega_2; \bar{x})\) for all graphs \(G\) and all pairs of orders \(\omega_1\) and \(\omega_2\), if and only if

\[
y_\lambda z_\mu = z_\mu \quad \text{for all } \lambda, \mu \in \Lambda_{E}, \text{ or } P(G) = x^{|V(G)|}. 
\]

**Proof.** We are looking for a minimal set of conditions \(\varphi\) over the introduced unresolved polynomials, such that if \(\varphi\) is satisfied, then \(\hat{P}(G, \omega; \bar{x})\) is independent of the order.

We apply the order-invariance restriction to the family of graphs shown at Fig. 4.1: \(G\) consists of two disjoint graphs \(H_1\) and \(H_2\) connected by a bridge of two edges \(e_1 = (u, v)\) and \(e_2 = (v, w)\). Let the edges \(e_1\) and \(e_2\) be labeled respectively by \(lab_{E}(e_1) = \lambda\) and \(lab_{E}(e_2) = \mu\), and the vertex \(v\) be labeled \(lab_{V}(v) = \gamma\). In order to be a unique graph invariant, \(P(G)\) must return the same result when the edge reduction rule is applied first on the edge \(e_1\) and then on the edge \(e_2\), as well as when it is applied first on the
Figure 4.1: Graph \( G \) for applying order-invariance of edge elimination

edge \( e_2 \) and then on the edge \( e_1 \).

\[
P(G, \{1 \rightarrow 2\}) = y_\lambda \cdot P(G - e_1) + z_\lambda \cdot P(G \uparrow e_1)
\]
\[
= y_\lambda \cdot (y_\mu \cdot P(G - e_1 - e_2) + z_\mu \cdot P(G \uparrow e_2)) + z_\lambda \cdot P(G \uparrow e_1)
\]
\[
= y_\lambda y_\mu x_\gamma P(H_1)P(H_2) + y_\lambda z_\mu P(H_1)P(H_2 - w) + z_\lambda P(H_1 - u)P(H_2)
\]

On the other hand,

\[
P(G, \{2 \rightarrow 1\}) = y_\mu \cdot P(G - e_2) + z_\mu \cdot P(G \uparrow e_2)
\]
\[
= y_\mu \cdot (y_\lambda \cdot P(G - e_2 - e_1) + z_\lambda \cdot P(G \uparrow e_1)) + z_\mu \cdot P(G \uparrow e_2)
\]
\[
= y_\mu y_\lambda x_\gamma P(H_1)P(H_2) + y_\mu z_\lambda P(H_1 - u)P(H_2) + z_\mu P(H_1)P(H_2 - w)
\]

Applying \( P(G, \{2 \rightarrow 1\}) = P(G, \{2 \rightarrow 1\}) \), we obtain:

\[
y_\lambda z_\mu P(H_1)P(H_2 - w) + z_\lambda P(H_1 - u)P(H_2) =
\]
\[
y_\mu z_\lambda P(H_1 - u)P(H_2) + z_\mu P(H_1)P(H_2 - w)
\]
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Analyzing the case $\text{lab}_E(e_1) = \text{lab}_E(e_2) = \lambda$ leads to $y_\lambda z_\lambda = z_\lambda$ for all $\lambda \in \Lambda_E$, or $P(H_1 - u)P(H_2) = P(H_1)P(H_2 - w)$ for all graphs $H_1$, $H_2$ and all vertices $u \in V(H_1)$ and $w \in V(H_2)$. In the latter case we get a trivial polynomial $P(H) = x^{\left|V(H)\right|}$. Indeed, if $H_1$ is a singleton, we get $1 \cdot P(H_2) = x_{\text{lab}_V(u)} \cdot P(H_2 - w)$ for any $w \in V(H_2)$, which leads to $P(H) = x^{\left|V(H)\right|}$, where $x_{\text{lab}_V(u)} = x$ for any $w \in V(H)$.

On the other hand, if $\mu \neq \lambda$, we get either $y_\lambda z_\mu = z_\mu$ for all $\lambda, \mu \in \Lambda_E$, or $P(H_1 - u)P(H_2) = 0$ for all graphs $H_1$ and $H_2$, which requires $P(H) = 0$.

So far, we proved that the condition of the theorem is necessary. In order to prove that they are also sufficient, it is enough to prove that any two steps of graph decomposition are exchangeable. Then we use induction on the depth of graph deconstruction tree to prove the uniqueness of $P(G)$.

First, we observe that any step of disjoint decomposition is interchangeable with any step of edge removal. This follows by distributivity of multiplication. Therefore, we can assume that we first perform all the possible edge removal steps, and then do the disjoint decomposition of remaining singletons.

Second, we observe that an order over edges uniquely determines the order of graph decomposition. We just skip the steps of removing edges that have been already removed by the preceding steps. Therefore, it is enough to prove that any two edges can be removed in either order, and this does not affect the result. Let $G = \langle V, E, \text{lab}_V, \text{lab}_E \rangle$ be any labeled graph, and let $e_1$ and $e_2$ be any two edges, labeled respectively $\text{lab}_E(e_1) = \lambda$ and $\text{lab}_E(e_2) = \mu$.

If the edges of interest do not have any common vertices, then we get:

$$P(G, \{1 \rightarrow 2\}) = y_\lambda \cdot P(G - e_1) + z_\lambda \cdot P(G \uparrow e_1)$$

$$= y_\lambda \cdot (y_\mu \cdot P(G - e_1 - e_2) + z_\mu \cdot P(G - e_1 \uparrow e_2)) +$$

$$z_\lambda \cdot (y_\mu \cdot P(G \uparrow e_1 - e_2) + z_\mu \cdot P(G \uparrow e_1 \uparrow e_2)) =$$

$$P(G, \{2 \rightarrow 1\})$$

otherwise, if the edges of interest have a vertex or two in common, we have

$$P(G, \{1 \rightarrow 2\}) = y_\lambda \cdot P(G - e_1) + z_\lambda \cdot P(G \uparrow e_1)$$

$$= y_\lambda \cdot (y_\mu \cdot P(G - e_1 - e_2) + z_\mu \cdot P(G \uparrow e_2)) +$$

$$z_\lambda \cdot P(G \uparrow e_1)$$
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whereas

\[ P(G, \{2 \rightarrow 1\}) = y_\mu \cdot P(G - e_2) + z_\mu \cdot P(G \uparrow e_2) \]

\[ = y_\mu \cdot (y_\lambda \cdot P(G - e_2 - e_1) + z_\lambda \cdot P(G \uparrow e_1)) + \]

\[ z_\mu \cdot P(G \uparrow e_2) \]

which are equivalent provided \( y_\lambda z_\mu = z_\mu \) for all \( \lambda, \mu \in \Lambda_E \).

Hence, the conditions of the theorem are necessary and sufficient. \( \Box \)

Analyzing the conditions \( \varphi \), we get:

**Corollary 4.3.3** Every LM-polynomial \( p : \mathcal{L}G \to \mathbb{R}[\bar{X}] \) of a graph \( G = (V, E, \text{lab}_V, \text{lab}_E) \) is either of the form

\[ p(G) = \left( \prod_{v \in V} x_{\text{lab}_V(v)} \right) \left( \prod_{e \in E} y_{\text{lab}_E(e)} \right), \quad (4.3.4) \]

or it satisfies a linear recurrence relation as follows:

\[ p(G) = p(G - e) + z_{\text{lab}_E(e)} p(G \uparrow e); \quad (4.3.5) \]

where for every \( \gamma \in \Lambda_V \) and \( \lambda \in \Lambda_E \), \( x_\gamma \) and \( y_\lambda \) are elements of \( \mathbb{R}[\bar{X}] \) independent of \( G \).

**Proof.** The condition \( \{y_\lambda z_\mu - z_\mu : \lambda, \mu \in \Lambda_E\} \) has two solutions: \( y_\lambda = 1 \) for any \( \lambda \in \Lambda_E \), and \( z_\mu = 0 \) for any \( \mu \in \Lambda_E \). Under the latter solution the polynomial (4.3.4) is obtained. This also includes the exception case \( p(G) = x^{\mid V \mid} \). The first solution gives a rise to the recurrence relation (4.3.5).

\( \Box \)

**Corollary 4.3.4** There is a map \( U_{LM} : \mathcal{L}G \to \mathbb{R}[\bar{X}] \), with \( \bar{X} = (x_\gamma, y_\lambda : \gamma \in \Lambda_V, \lambda \in \Lambda_E) \), which is uniquely defined by the recurrence relation and initial conditions:

\[
\begin{align*}
U_{LM}(G_1 \sqcup G_2) &= U_{LM}(G_1) \cdot U_{LM}(G_2); \\
U_{LM}(G) &= U_{LM}(G - e) + y_\lambda U_{LM}(G \uparrow e), \quad \text{provided } \text{lab}_E(e) = \lambda; \\
U_{LM}(\{v\}) &= x_\gamma, \quad \text{provided } \text{lab}_V(v) = \gamma; \\
U_{LM}(\emptyset) &= 1. 
\end{align*}
\]

(4.3.6)
Corollary 4.3.5 The map $U_{LM}(G)$ from Corollary 4.3.4 is universal in the class of $sLM$-invariants and dp-complete in the class of $LM$-invariants.

Proof. The universality property follows directly from the Corollary 4.3.4, for the dp-completeness we need also prove that $U_{LM}(G)$ determines the following invariants:

- $|E_\lambda(G)| = \text{number of edges labeled } \lambda \text{ for every } \lambda \in \Lambda_E$;

- The product $p_V(G; \bar{X}) = \prod_{v \in V} x_{lab_v(v)}$.

The latter can be obtained as a substitution instance of $U_{LM}(G)$ as follows:

$$p_V(G; \bar{X}) = U_{LM}(G; \bar{X})|_{y_\lambda=0 \text{ for each } \lambda \in \Lambda_E}$$

For the number of edges labeled $\lambda$ we need to determine the coefficient of $y_\lambda$ in $U_{LM}$. The paths in the graph decomposition tree that contribute to this summand contain exactly one step of extraction (of some edge labeled $\lambda$). Number of such paths is exactly $E_\lambda$. In order to determine this coefficient, we will use partial derivatives:

$$|E_\lambda(G)| = \frac{\partial U_{LM}(G)}{\partial y_\lambda} \bigg|_{x_\gamma=1, y_\mu=0 \text{ for each } \gamma \in \Lambda_V, \mu \in \Lambda_E}$$

4.3.2 The subset expansion form of $U_{LM}(G; \bar{x}, \bar{y})$

We proved so far that there is a unique map $U_{LM}(G; x, y)$ which is defined recursively by initial conditions and linear recurrence relation 4.3.6 with respect to edge deletion and edge extraction operations.

Additionally, by multiple application of the edge reduction rule, we can obtain a vertex reduction rule. Let $N(v) = \{u_1, u_2, \ldots, u_d\}$ be the neigh-
borhood of $v$, and $e_i = \{u_i, v\}$ be the edges incident to $v$. Then,

$$U_{LM}(G) = U_{LM}(G - e_1) + y_{lab_E(e_1)} U_{LM}(G \uparrow e_1) =$$

$$= U_{LM}(G - e_1 - e_2) + y_{lab_E(e_2)} U_{LM}(G \uparrow e_2) +$$

$$+ y_{lab_E(e_1)} U_{LM}(G \uparrow e_1) = \ldots$$

(4.3.7)

$$= U_{LM}(G - v \cup \{v\}) + \sum_{i=1}^{d} y_{lab_E(e_i)} U_{LM}(G \uparrow e_i) =$$

$$= x_{lab_V(v)} \cdot U_{LM}(G - v) + \sum_{i=1}^{d} y_{lab_E(e_i)} U_{LM}(G \uparrow e_i)$$

(4.3.8)

**Theorem 4.3.6** The unique map $U_{LM}: G \rightarrow \mathbb{R}[\bar{X}]$, with $\bar{X} = (x_\gamma, y_\lambda : \gamma \in \Lambda_V, \lambda \in \Lambda_E)$, satisfying the recursive definition 4.3.6 has an explicit subset expansion definition as follows:

$$U_{LM}(G; \bar{X}) = \sum_{\substack{M \subseteq E, \\ M \text{ is a matching}}} \left[ \left( \prod_{e \in M} y_{lab_E(e)} \right) \left( \prod_{v \in V \setminus V(M)} x_{lab_V(v)} \right) \right]$$

(4.3.9)

**Proof.** The proof is by induction on the size of the graph $G$.

*Base:* for graphs of size $n \leq 2$ we have:

- $U_{LM}(\emptyset) = 1$
- $U_{LM}(E_1) = x_{lab_V(v)}$
- $U_{LM}(E_2) = x_{lab_V(u)}x_{lab_V(v)}$ (vertices $u$ and $v$)
- $U_{LM}(P_2) = U_{LM}(G - e) + y_{lab_E(e)} \cdot U_{LM}(\emptyset) = x_{lab_V(u)}x_{lab_V(v)} + y_{lab_E(e)}$ (vertices $u$ and $v$ and edge $e$)

In all those cases the equation 4.3.9 holds.

*Closure:* we assume that the equation 4.3.9 holds for all the graphs with at most $n$ vertices, and prove that it holds also for the graphs with $n + 1$ vertices.

Let $G$ be a graph with $n + 1$ vertices and let $v$ be any its vertex. Then we apply the vertex reduction rule 4.3.7 and obtain:
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\[ U_{LM}(G) = x_{lab\langle v \rangle} \cdot U_{LM}(G - v) + \sum_{i=1}^{d} y_{lab\langle e_i \rangle} \cdot U_{LM}(G \upharpoonright e_i) \]

By the induction assumption we have:

\[ P(G) = x_{lab\langle v \rangle} \cdot \sum_{\substack{M \subseteq E(G-v), \ M \text{ is a matching}}} \left[ \prod_{e \in M} y_{lab\langle e \rangle} \right] \left( \prod_{v \in V \setminus V(M)} x_{lab\langle v \rangle} \right) + \]

\[ + \sum_{i=1}^{d} y_{lab\langle e_i \rangle} \cdot \sum_{\substack{M \subseteq E(G \upharpoonright e_i), \ M \text{ is a matching}}} \left[ \prod_{e \in M} y_{lab\langle e \rangle} \right] \left( \prod_{v \in V \setminus (V(M) \cup \{u_i, v\})} x_{lab\langle v \rangle} \right) \]

The first part of the equation describes all the matchings which do not include the vertex \( v \), hence, \( x_{lab\langle v \rangle} \) can be inserted into its second product. The second part of the equation describes all the matchings which include the vertex \( v \). Those are the matchings, which include exactly one of the edges \( e_1, \ldots, e_d \), so the corresponding variable \( y_{lab\langle e_i \rangle} \) can be inserted into the first product. By summation of the two parts, we get exactly the equation 4.3.9. \( \blacksquare \)

### 4.4 The most distinctive labeled edge elimination polynomial \( \xi_{lab}(G; x, y, z, \bar{t}) \)

In this section we extend the most distinctive EE graph polynomial described in Section 3.3 to edge-labeled graphs.

#### 4.4.1 The recurrence relation

Recall the definition of LEE-invariant:

\( p(G) : \mathcal{LG}_E \rightarrow \mathcal{R} \) is an LEE-invariant if

- \( p(G) \) is multiplicative with respect to disjoint union of graphs: for all labeled graphs \( G_1, G_2 \),

\[ p(G_1 \sqcup G_2) = p(G_1) \cdot p(G_2); \]
• For every edge-label \( d \in \Lambda_E \) there are \( \alpha_d, \beta_d, \gamma_d \in \mathcal{R} \) such that for every edge-labeled graph \( G = \langle V, E, \text{lab}_E \rangle \) and every edge \( e \in E \),
\[
p(G) = \alpha_d p(G - e) + \beta_d p(G/e) + \gamma_d p(G \uparrow e),
\]
where \( G - e, G/e \) and \( G \uparrow e \) denote graphs obtained from \( G \) by respectively deletion, contraction and extraction (i.e. deletion together with endpoints) of the edge \( e \).

• \( p(G) \) is uniquely defined by the recurrence relation (4.4.1) together with the initial conditions
\[
p(\emptyset) = 1; \quad p(E_1) = \nu,
\]
where \( \nu \in \mathcal{R} \) is some element of the ring \( \mathcal{R} \) that does not depend on the graph \( G \).

The most general recursive definition of \( P(G, \omega; \bar{X}) \) is obtained by introducing indeterminates where possible. Any graph deconstruction sequence consists of edge removal steps and non-empty disjoint subgraph decomposition steps. Let \( \omega \in \Omega \) denote an auxiliary order of deconstruction steps.

\[
P(G) = \begin{cases} 
  s_\mu P(G - e) + y_\mu P(G/e) + z_\mu P(G \uparrow e); & \text{(edge removal step)} \\
  P(G_1) \cdot P(G_2); & \text{(decomposition step)}
\end{cases}
\]

\[
P(E_1) = x; 
\]
\[
P(\emptyset) = 1; 
\]

Proposition 4.4.1 The reduction of \( P(G, \omega; \bar{X}) \) is well-founded.

Proof. Indeed, every step of the deconstruction reduces either the number of edges or the number of vertices. Hence, after a final number of steps, only singletons and empty sets appear in the deconstruction parse tree.

Currently, \( P(G, \omega; \bar{X}) \) is defined recursively for edge-labeled graphs and set of indeterminates \( \bar{X} = \{ x, s_\mu, y_\mu, z_\mu : \mu \in \Lambda_E \} \) onto the ring \( \mathcal{R}_{\Lambda_E} = \mathbb{R}[\bar{X}] \) and its result depends on the order \( \omega \) of graph deconstruction steps.
Theorem 4.4.2 Let $\hat{P}(G, \omega; \bar{x})$ be obtained from $P(G, \omega; \bar{X})$ by substitution of every respective indeterminate by an unresolved polynomial.

Then $\hat{P}(G, \omega_1; \bar{x}) = \hat{P}(G, \omega_2; \bar{x})$ for all graphs $G$ and all pairs of orders $\omega_1$ and $\omega_2$, if and only if

$$s_\lambda z_\mu = z_\mu \quad \text{and} \quad y_\lambda z_\mu = y_\mu z_\lambda$$

for all $\lambda, \mu \in \Lambda_E$, or if

$$P(G) = P_0(G) = x^{|V(G)|}.$$

Proof. We are looking for a minimal set of conditions $\varphi$ over the introduced unresolved polynomials, such that if $\varphi$ is satisfied, then $\hat{P}(G, \omega; \bar{x})$ is independent of the order.

We use the same family of graphs as for LM-invariants (Fig. 4.1): $G$ consists of two disjoint graphs $H_1$ and $H_2$ connected by a bridge of two edges $e_1 = (u, v)$ and $e_2 = (v, w)$, labeled respectively by $lab_E(e_1) = \lambda$ and $lab_E(e_2) = \mu$ (unlike the LM case, vertices are not labeled). In order to be a unique graph invariant, $P(G)$ must give the same result when the edge reduction rule is applied first on the edge $e_1$ and then on the edge $e_2$, as well as when it is applied first on the edge $e_2$ and then on the edge $e_1$.

$$P(G, \{1 \rightarrow 2\}) = s_\lambda \cdot P(G-e_1) + y_\lambda \cdot P(G/e_1) + z_\lambda \cdot P(G \uparrow e_1)$$

$$= s_\lambda \cdot (s_\mu \cdot P(G-e_1 - e_2) + y_\mu \cdot P(G - e_1/e_2) + z_\mu \cdot P(G - e_1 \uparrow e_2)) +$$

$$y_\lambda \cdot (s_\mu \cdot P(G/e_1 - e_2) + y_\mu \cdot P(G/e_1/e_2) + z_\mu \cdot P(G/e_1 \uparrow e_2)) +$$

$$z_\lambda \cdot P(G \uparrow e_1)$$
\[
\begin{align*}
&= s_\lambda \cdot (s_\mu \cdot x \cdot P(H_1)P(H_2) + y_\mu \cdot P(H_1)P(H_2) + z_\mu \cdot P(H_1)P(H_2 - w)) + \\
&\quad y_\lambda \cdot (s_\mu \cdot P(H_1)P(H_2) + y_\mu \cdot P(H_1 \sqcup_1 H_2) + z_\mu \cdot P(H_1 - u)P(H_2 - w)) + \\
&\quad z_\lambda \cdot P(H_1 - u)P(H_2)
\end{align*}
\]

On the other hand,

\[
\begin{align*}
P(G, \{1 \rightarrow 2\}) &= s_\mu \cdot P(G-e_2) + y_\mu \cdot P(G/e_2) + z_\mu \cdot P(G \uparrow e_2) \\
&= s_\mu \cdot (s_\lambda \cdot P(G - e_2 - e_1) + y_\lambda \cdot P(G - e_2/e_1) + z_\lambda \cdot P(G - e_2 \uparrow e_1)) + \\
&\quad y_\mu \cdot (s_\lambda \cdot P(G/e_2 - e_1) + y_\lambda \cdot P(G/e_2/e_1) + z_\lambda \cdot P(G/e_2 \uparrow e_1)) + \\
&\quad z_\mu \cdot P(G \uparrow e_2)
\end{align*}
\]

\[
\begin{align*}
&= s_\mu \cdot (s_\lambda \cdot x \cdot P(H_1)P(H_2) + y_\lambda \cdot P(H_1)P(H_2) + z_\lambda \cdot P(H_1 - u)P(H_2)) + \\
&\quad y_\mu \cdot (s_\lambda \cdot P(H_1)P(H_2) + y_\lambda \cdot P(H_1 \sqcup_1 H_2) + z_\lambda \cdot P(H_1 - u)P(H_2 - w)) + \\
&\quad z_\mu \cdot P(H_1)P(H_2 - w)
\end{align*}
\]

Applying \(P(G, \{2 \rightarrow 1\}) = P(G, \{2 \rightarrow 1\})\), we obtain:

\[
\begin{align*}
P(H_1 - u)P(H_2 - w) \cdot [y_\lambda z_\mu - y_\mu z_\lambda] + \\
P(H_1)P(H_2 - w) \cdot [s_\lambda z_\mu - z_\mu] + \\
P(H_1 - u)P(H_2) \cdot [z_\lambda - s_\mu z_\lambda] &= 0 
\end{align*}
\] (4.4.4)
Analyzing the case \( \text{lab}_E(e_1) = \text{lab}_E(e_2) = \lambda \) leads to

\[
w_\lambda z_\lambda = z_\lambda \text{ for all } \lambda \in \Lambda_E,
\]

(4.4.5)
despite \( P(H_1 - u)P(H_2) = P(H_1)P(H_2 - w) \) for all graphs \( H_1, H_2 \) and all vertices \( u \in V(H_1) \) and \( w \in V(H_2) \). In the latter case we get a trivial polynomial \( P_0(H) = x^{|V(H)|} \), by the same argument as for the universal matching polynomial.

Assume there are two labels \( \lambda \) and \( \mu \) such that \( s_\lambda z_\mu \neq z_\mu \), then by (4.4.5) \( s_\mu = 1 \) and \( z_\lambda = 0 \), and by (4.4.4) we get

\[
(1 - s_\lambda)P(H) = y_\lambda P(H - u)
\]

for all labeled graphs \( H \) and all vertices \( u \), and therefore we get a trivial polynomial \( P_0(H; \frac{1}{1-s_\lambda}) \). Hence, for \( P(G) \neq P_0(G) \), \( s_\lambda z_\mu = z_\mu \) for all \( \lambda, \mu \in \Lambda_E \) is a necessary condition. Then, from 4.4.4 we get that also \( y_\lambda z_\mu = y_\mu z_\lambda \) for all \( \lambda, \mu \in \Lambda_E \).

So far, we proved that the condition the theorem is necessary. In order to prove that they are also sufficient, it is enough to prove that any two steps of graph deconstruction are exchangeable. Then we use induction on the depth of graph deconstruction tree to prove uniqueness of \( P(G) \) if \( \varphi \) is satisfied.

The proof of the sufficiency is identical to the unlabeled case (Theorem 3.3.4).

Analyzing the conditions \( \varphi \), we get:

**Corollary 4.4.3** Every LEE-polynomial \( p : \mathcal{L}_E \to \mathbb{R}[\bar{X}] \) of a graph \( G = \langle V, E, \text{lab}_E \rangle \) satisfies one of the following linear recurrence relations:

\[
p(G) = s_{\text{lab}_E(e)} p(G - e) + y_{\text{lab}_E(e)} p(G/e);
\]

(4.4.6)
\[
p(G) = p(G - e) + y \cdot t_{\text{lab}_E(e)} p(G/e) + z \cdot t_{\text{lab}_E(e)} p(G + e);
\]

(4.4.7)

where, for every \( \lambda \in \Lambda_E \), in the former case, \( s_\lambda \) and \( y_\lambda \) are elements of \( \mathbb{R}[\bar{X}] \) independent of \( G \), and in the latter case, \( t_\lambda \) is and element of \( \mathbb{R}[\bar{X}] \) independent of \( G \), and \( y, z \in \mathbb{R}[\bar{X}] \) do not depend neither on \( G \) nor on \( \lambda \).
Proof. The conditions \( \varphi \) obtained in Theorem 4.4.2, have two cases:

\[
\begin{align*}
(i) \quad & z_\lambda = 0 \text{ for any } \lambda \in \Lambda_E \\
(ii) \quad & s_\lambda = 1, \quad y_\lambda = y \cdot t_\lambda, \quad \text{and} \quad z_\lambda = z \cdot t_\lambda \text{ for any } \lambda \in \Lambda_E, \\
& \quad \text{where } y, z \in \mathbb{R}[\bar{X}] \text{ do not depend on the label } \lambda.
\end{align*}
\]  

In the first case, we obtain the recurrence relation (4.4.6), which we called previously “the universal LC-invariant \( U_{LC}(G; q, \bar{s}, \bar{y}) \)” (4.2.2); it also includes the exceptional case \( P_0(G) = x^{|V|} = U_{LC}(G; x, \bar{1}, \bar{0}) \). The second case gives a rise to the recurrence relation (4.4.7).

From Theorem 4.4.2 we conclude:

Corollary 4.4.4 There is a map \( \xi_{lab} : \mathcal{L}G_E \to \mathbb{R}[x, y, z, \bar{t}] \), which is uniquely defined by the recurrence relation and initial conditions:

\[
\begin{align*}
\xi_{lab}(G_1 \sqcup G_2) &= \xi_{lab}(G_1) \cdot \xi_{lab}(G_2); \\
\xi_{lab}(G) &= \xi_{lab}(G - e) + y \cdot t_\lambda \xi_{lab}(G/e) + z \cdot t_\lambda \xi_{lab}(G \uparrow e), \\
& \quad \text{provided } lab_E(e) = \lambda; \\
\xi_{lab}(E) &= x; \\
\xi_{lab}(\emptyset) &= 1.
\end{align*}
\]  


Corollary 4.4.5 The map \( \xi_{lab}(G) \) from Corollary 4.4.4 is universal in the class of sLEE-invariants and dp-complete in the class of LEE-invariants.

Proof. The universality property follows directly from the Corollary 4.3.4, for the dp-completeness we observe that

- Non-special labeled EE invariants are \( LEE \setminus sLEE = LC \setminus sLC \), and
- The Sokal polynomial \( Z(G; q, \bar{v}) \), which is dp-complete for the class of LC invariants, is determined by \( \xi_{lab} \):

\[
Z(G; q, \bar{v}) = \xi_{lab}(G; q, 1, 0, \bar{v}).
\]

The latter fact follows by induction on the depth of graph decomposition tree, and the first one follows directly from the Corollary 4.4.3.
4.4.2 Subset expansion form of $\xi_{\text{lab}}(G; x, y, z, \bar{t})$

We are looking for an explicit subset expansion form $\xi_{\text{lab}}(G; x, y, z, \bar{v})$.

**Theorem 4.4.6** The following expression defines the same graph polynomial as the recurrence relation (4.4.10):

$$
\xi_{\text{lab}}(G; x, y, z, \bar{t}) = \sum_{(A \sqcup B) \subseteq E} x^{k(A \sqcup B) - k_{\text{cov}}(B)} \cdot y^{|A| + |B| - k_{\text{cov}}(B)} \cdot z^{k_{\text{cov}}(B)} \cdot \prod_{e \in A \sqcup B} t_{\text{lab}_{E}(e)},
$$

(4.4.11)

where by abuse of notation we use $(A \sqcup B) \subseteq E$ for summation over subsets $A, B \subseteq E$, such that the subsets of vertices $V(A)$ and $V(B)$, covered by respective subset of edges, are disjoint: $V(A) \cap V(B) = \emptyset$; $k(A)$ denotes the number of spanning connected components in $(V, A, \Lambda_{E})$, and $k_{\text{cov}}(B)$ denotes the number of covered connected components, i.e. the connected components of the graph $(V(B), B, \Lambda_{E})$.

**Proof.** The proof is similar to the unlabeled version. We need to show that

- The expression (4.4.11) satisfies the initial conditions of (4.4.10);
- The expression (4.4.11) is multiplicative;
- The expression (4.4.11) satisfies the edge elimination rule of (4.4.10).

Then by induction on the number of edges in $G$ the theorem holds. The first statement follows by inspection: indeed, a null graph $\emptyset = \langle \emptyset, \emptyset \rangle$ has no edges and no components, so its only summand is 1, whereas a singleton has no edges and just one component, so its contribution is $x$.

The second statement, multiplicativity, can be easily checked too: Indeed, the summation over subsets of edges of $G = G_1 \sqcup G_2$ can be regarded as a summation over the subsets of $G_1$, multiplied by an independent summation over the subsets of $G_2$.

Therefore, we just need to prove the third statement: Let $G = \langle V, E, \Lambda_{E} \rangle$ be the labeled (multi)graph of interest. Let $N(G)$ be
defined as in (4.4.11):

\[ N(G; x, y, z, \bar{t}) = \sum_{(A \sqcup B) \subseteq E} x^{k(A \sqcup B) - k_{\text{con}}(B)} \cdot y^{|A| + |B| - k_{\text{con}}(B)} \cdot z^{k_{\text{con}}(B)} \cdot \prod_{e \in A \sqcup B} t_{\text{lab}_E(e)} , \]

Let \( e \) be the edge we have chosen to reduce. Any particular choice of \( A \) and \( B \) can be regarded as a vertex-disjoint edge coloring in 2 colors \( A \) and \( B \), when part of the edges remains uncolored. We separate all the possible colorings to three disjoint cases:

- Case 1: \( e \) is uncolored;
- Case 2: \( e \) is colored by \( B \), and it is the only edge of a colored connected component;
- Case 3: All the rest. That means, \( e \) is colored by \( A \), or \( e \) is colored by \( B \) but it is not the only edge of a colored connected component.

In case 1, we just sum over colorings of \( G-e \): \( N_1(G) = N(G-e) \);

In case 2, the edge \( e \) is a connected component of \( \langle V(B), B, \Lambda_E \rangle \). Therefore, if we analyze now \( N(G\dagger e) \), we get \( N_2(G) = z \cdot t_{\text{lab}_E(e)} N(G\dagger e) \);

Finally, in case 3, if we analyze \( N(G/e) \), we get \( N_3(G) = y \cdot t_{\text{lab}_E(e)} N(G/e) \).

The cases above are disjoint and cover all the possibilities, and therefore \( N(G) = N_1(G) + N_2(G) + N_3(G) \). Hence, we have:

\[ N(G; x, y, z, \bar{t}) = \xi(G; x, y, z, \bar{t}) , \]

which completes the proof.

4.5 The most distinctive labeled vertex elimination polynomial \( U_{LVE}(G; y, z, \bar{t}) \)

In this section we extend the most distinctive \( VE \) graph polynomial described in Section 3.4 to vertex-labeled graphs.
4.5.1 The recurrence relation

Recall the definition of $LVE$-invariant:
$p(G) : \mathcal{LGV} \to \mathcal{R}$ is an $LVE$-invariant if

- $p(G)$ is multiplicative with respect to disjoint union of graphs: for all labeled graphs $G_1, G_2$,
  \[ p(G_1 \sqcup G_2) = p(G_1) \cdot p(G_2); \]

- For every vertex-label $d \in \Lambda_V$ there are $\alpha_d, \beta_d, \gamma_d \in \mathcal{R}$ such that for every vertex-labeled graph $G = \langle V, E, lab_V \rangle$ and every vertex $v \in V$,
  \[ p(G) = \alpha_d p(G - v) + \beta_d p(G/v) + \gamma_d p(G \uparrow v), \quad (4.5.1) \]
  where $G - v, G/v$ and $G \uparrow v$ denote graphs obtained from $G$ by respectively deletion, contraction and extraction of the vertex $v$ (defined in Section 1.1.2).

- $p(G)$ is uniquely defined by the recurrence relation (4.5.1) together with the initial conditions
  \[ p(\emptyset) = 1; \quad p(\{v\}) = \nu_d, \text{ provided } lab_V(v) = d \quad (4.5.2) \]
  where $\nu_d \in \mathcal{R}$ is some element of the ring $\mathcal{R}$ that does not depend on the graph $G$.

The most general recursive definition of $P(G, \omega; \bar{X})$ is obtained by introducing indeterminates where possible. Any graph deconstruction sequence consists of vertex removal steps and non-empty disjoint subgraph decomposition steps. Let $\omega \in \Omega$ denote an auxiliary order of deconstruction steps.

\[
P(G) = \begin{cases} 
  w_\mu P(G - v) + y_\mu P(G/v) + z_\mu P(G \uparrow v); & \text{(vertex removal step)} \\
  P(G_1) \cdot P(G_2); & \text{(provided } lab_V(v) = \mu) 
\end{cases} \quad \text{(decomposition step)} \\
P(E_1) = x_\mu; \\
P(\emptyset) = 1; \quad (4.5.3)
\]
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Proposition 4.5.1 The reduction of $P(G, \omega; \bar{X})$ is well-founded.

Proof. Indeed, every step of the deconstruction reduces the number of vertices. Hence, after a final number of steps, only singletons and empty sets appear in the deconstruction parse tree. □

Currently, $P(G, \omega; \bar{X})$ is defined recursively on vertex-labeled graphs and set of indeterminates $\bar{X} = \{x_\mu, s_\mu, y_\mu, z_\mu : \mu \in \Lambda_V\}$ onto the ring $\mathbb{R}_{\Lambda_V} = \mathbb{R}[\bar{X}]$ and its result depends on the order $\omega$ of graph deconstruction steps.

Theorem 4.5.2 Let $\hat{P}(G, \omega; \bar{x})$ be obtained from $P(G, \omega; \bar{X})$ by substitution of every respective indeterminate by an unresolved polynomial.

Then $\hat{P}(G, \omega_1; \bar{x}) = \hat{P}(G, \omega_2; \bar{x})$ for all graphs $G$ and all pairs of orders $\omega_1$ and $\omega_2$, if and only if

$$x_\lambda = s_\lambda + y_\lambda + z_\lambda \quad \text{and} \quad s_\lambda z_\mu = z_\mu \quad \text{and} \quad y_\lambda z_\mu = y_\mu z_\lambda$$

for all $\lambda, \mu \in \Lambda_V$, or if

$$P(G) = P_0(G) = x^{|V|}.$$ 

Figure 4.2: Graph $G$ for applying order-invariance of vertex elimination

Proof. We are looking for a minimal set of conditions $\varphi$ over the introduced unresolved polynomials, such that if $\varphi$ is satisfied, then $\hat{P}(G, \omega; \bar{x})$ is independent of the order.

First, from $E_1 - v = E_1 \uparrow v = E_1/v = \emptyset$ we obtain

$$x_\lambda = (s_\lambda + y_\lambda + z_\lambda) \quad \text{for every} \quad \lambda \in \Lambda_V.$$  
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Second, we use the family of graphs shown on Fig. 4.2: $G$ consists of two disjoint graphs $H_1$ and $H_2$ connected by a bridge of three edges $e_1 = (u, v_1)$, $e_2 = (v_1, v_2)$ and $e_3 = (v_2, w)$. The vertices $v_1$ and $v_2$ labeled respectively by $\text{lab}_V(v_1) = \lambda$ and $\text{lab}_V(v_2) = \mu$. In order to be a unique graph invariant, $P(G)$ must give the same result when the vertex reduction rule is applied first on the vertex $v_1$ and then on the vertex $v_2$, as well as when it is applied first on the vertex $v_2$ and then on the vertex $v_1$. We look on the case $\text{lab}_V(v_1) = \text{lab}_V(v_2) = \text{lab}_V(u) = \lambda$, $H_1 = \{u\}$ and $H_2 = \emptyset$. By applying the same argument as in the proof of Theorem 3.4.5, we get:

$$z_\lambda = 0 \text{ or } s_\lambda = 1 \text{ or } s_\lambda + y_\lambda + z_\lambda = 1 \quad (4.5.4)$$

Back to the general case:

$$P(G, \{1 \rightarrow 2\}) = s_\lambda \cdot P(G - v_1) + y_\lambda \cdot P(G/v_1) + z_\lambda \cdot P(G \upharpoonright v_1)$$

$$= s_\lambda \cdot (s_\mu \cdot P(G - v_1 - v_2) + y_\mu \cdot P(G - v_1/v_2) + z_\mu \cdot P(G - v_1 \upharpoonright v_2)) + y_\lambda \cdot (s_\mu \cdot P(G/v_1 - v_2) + y_\mu \cdot P(G/v_1/v_2) + z_\mu \cdot P(G/v_1 \upharpoonright v_2)) + z_\lambda \cdot P(G \upharpoonright v_1)$$

$$= s_\lambda \cdot (s_\mu \cdot P(H_1)P(H_2) + y_\mu \cdot P(H_1)P(H_2) + z_\mu \cdot P(H_1)P(H_2 - w)) + y_\lambda \cdot (s_\mu \cdot P(H_1)P(H_2) + y_\mu \cdot P(H_1 \sqcup \{uw\} H_2) + z_\mu \cdot P(H_1 - u)P(H_2 - w)) + z_\lambda \cdot P(H_1)P(H_2 - w) \quad (4.5.5)$$
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On the other hand,

\[ P(G, \{1 \to 2\}) = s_\mu \cdot P(G-v_2) + y_\mu \cdot P(G/v_2) + z_\mu \cdot P(G \uparrow v_2) \]

\[ = s_\mu \cdot (s_\lambda \cdot P(G-v_2-v_1) + y_\lambda \cdot P(G-v_2-v_1) + z_\lambda \cdot P(G-v_2 \uparrow v_1)) + y_\mu \cdot (s_\lambda \cdot P(G/v_2-v_1) + y_\lambda \cdot P(G/v_2-v_1) + z_\lambda \cdot P(G/v_2 \uparrow v_1)) + z_\mu \cdot P(G \uparrow v_2) \]

\[ = s_\mu \cdot (s_\lambda \cdot P(H_1)P(H_2) + y_\lambda \cdot P(H_1)P(H_2) + z_\lambda \cdot P(H_1-u)P(H_2)) + y_\mu \cdot (s_\lambda \cdot P(H_1)P(H_2) + y_\lambda \cdot P(H_1 \sqcup \{uw\} H_2) + z_\lambda \cdot P(H_1-u)P(H_2-w)) + z_\mu \cdot P(H_1-u)P(H_2) \] (4.5.6)

Applying \( P(G, \{2 \to 1\}) = P(G, \{2 \to 1\}) \), we obtain:

\[ P(H_1-u)P(H_2-w) \cdot [y_\lambda z_\mu - y_\mu z_\lambda] + P(H_1)P(H_2-w) \cdot [s_\lambda z_\mu - z_\mu] + P(H_1-u)P(H_2) \cdot [z_\lambda - s_\mu z_\lambda] = 0 \] (4.5.7)

If there is a label \( \lambda \) such that \( s_\lambda z_\lambda \neq z_\lambda \), then, using \( lab_V(v_1) = lab_V(v_2) = \lambda \), we have

\[ P(H_1)P(H_2-w) = P(H_1-u)P(H_2) \]

for all graphs \( H_1 \) and \( H_2 \), and all vertices \( u \in V(H_1) \) and \( w \in V(H_2) \). Let \( H_2 \) be a singleton labeled \( \lambda \). Then, by (4.5.4), we have \( P(H_2) = P(H_2-w) = 1 \), and therefore \( P(H_1) = 1 \) for any graph \( H_1 \).

Now, assume that there are labels \( \lambda, \mu \in \Lambda_V \), such that \( s_\lambda z_\mu \neq z_\mu \). Then, if \( P(G) \) is not constant 0 or 1, then by the previous analysis \( s_\mu = 1 \) and
$z_\lambda = 0$. By equation (4.5.7) we have

$$y_\lambda P(H_1 - u) = (1 - s_\lambda)P(H_1),$$

and therefore,

$$P(H_1) = \left(\frac{y_\lambda}{1 - s_\lambda}\right)^{|V(H_1)|}$$

(4.5.8)

The last possible case is that for all $\lambda, \mu \in \Lambda_V$, $s_\lambda z_\mu = z_\mu$. In this case, by (4.5.7) we have:

$$y_\lambda z_\mu = y_\mu z_\lambda.$$

Hence, with exception of a trivial polynomial $P_0(G) = x^{|V|}$, the unspecified polynomials must satisfy

$$s_\lambda z_\mu = z_\mu \text{ and } y_\lambda z_\mu = y_\mu z_\lambda \text{ for all } \lambda, \mu \in \Lambda_V$$

So far, we proved that the condition the theorem is necessary. In order to prove that they are also sufficient, it is enough to prove that any two steps of graph deconstruction are exchangeable. Then we use induction on the depth of graph deconstruction tree to prove uniqueness of $P(G)$.

Any disjoint subgraph decomposition step is exchangeable with any other step of graph deconstruction by commutativity of multiplication. Therefore, we can assume without loss of generality that they are applied only on singletons. In such case a linear order over the edges uniquely determines the decomposition tree. Hence, we only have to show that any two consequent vertex removal steps are exchangeable. Let $v_1$ and $v_2$ be two vertices of interest, labeled respectively $\text{lab}_V(v_1) = \lambda$ and $\text{lab}_V(v_2) = \mu$. We observe that if $v_1$ and $v_2$ are not adjacent, then any two vertex elimination operation applied consequent on $v_1$ and $v_2$ in any order produces the same graph, so the result of recursive computation of $P_I(G)$ is preserved. The case of adjacent $v_1$ and $v_2$ is a bit more complicated, because the contraction and extraction operations applied to one vertex affect another.

In order to show that $P(G)$ is still preserved, we’ll observe:

- Two vertex deletion operations are commutative;
- Two vertex contraction operations are commutative;
- Vertex deletion and vertex contraction operations are commutative;
Deletion of $v_1$ and then extraction of $v_2$ is equivalent to extraction of $v_2$;

Contraction of $v_1$ and then extraction of $v_2$ is equivalent to contraction of $v_2$ and then extraction of $v_1$.

If we analyze result of the two possible sequences of vertex elimination, we get exactly the equations (4.5.5) and (4.5.6). Combining those equations with the conditions $\varphi$, we get

\[
P|_f(G, \{1 \rightarrow 2\}) - P|_f(G, \{2 \rightarrow 1\}) =
\]

\[
= w_\lambda w_\mu P(G - v_1 - v_2) + w_\lambda y_\mu P(G - v_1/v_2) + w_\lambda z_\mu P(G - v_1 \uparrow v_2) +
\]

\[
y_\lambda w_\mu P(G/v_1 - v_2) + y_\lambda y_\mu P(G/v_1/v_2) + y_\lambda z_\mu P(G/v_1 \uparrow v_2) +
\]

\[
z_\lambda P(G \uparrow v_1) -
\]

\[
w_\mu w_\lambda P(G - v_2 - v_1) - w_\mu y_\lambda P(G - v_2/v_1) - w_\mu z_\lambda P(G - v_2 \uparrow v_1) -
\]

\[
y_\mu w_\lambda P(G/v_2 - v_1) - y_\mu y_\lambda P(G/v_2/v_1) - y_\mu z_\lambda P(G/v_2 \uparrow v_1) -
\]

\[
z_\mu P(G \uparrow v_2) =
\]

\[
(w_\lambda z_\mu - z_\mu)P(G \uparrow v_2) + (z_\lambda - w_\mu z_\lambda)P(G \uparrow v_1) +
\]

\[
(y_\lambda z_\mu - y_\mu z_\lambda)P(G/v_2 \uparrow v_1) = 0
\]

Analyzing the conditions $\varphi$ obtained in the theorem above, we get:

**Corollary 4.5.3** Every LVE-polynomial $p : \mathcal{L}_V \rightarrow \mathbb{R}[\bar{X}]$ of a graph $G = \langle V, E, \text{lab}_V \rangle$ is either of the form

\[
p(G) = \prod_{v \in V} (s_{\text{lab}_V(v)} + y_{\text{lab}_V(v)}) = \prod_{v \in V} x_{\text{lab}_V(v)},
\]

or it satisfies the following linear recurrence relation:

\[
p(G) = p(G - v) + y \cdot t_{\text{lab}_V(v)} p(G/v) + z \cdot t_{\text{lab}_V(v)} p(G \uparrow v)
\]

where, for every $\lambda \in \Lambda_V$, in the former case, $s_\lambda$ and $y_\lambda$ are elements of $\mathbb{R}[\bar{X}]$ independent of $G$, and in the latter case, $t_\lambda$ is an element of $\mathbb{R}[\bar{X}]$ independent of $G$, and $y, z \in \mathbb{R}[\bar{X}]$ do not depend on $\lambda$ either.
Proof. The conditions \( \varphi \) obtained in the Theorem 4.5.2 include two cases:

\[
\begin{align*}
(i) & \quad z_\lambda = 0 \text{ for any } \lambda \in \Lambda_V \\
(ii) & \quad s_\lambda = 1, \quad y_\lambda = y \cdot t_\lambda, \quad \text{and} \quad z_\lambda = z \cdot t_\lambda \text{ for any } \lambda \in \Lambda_V,
\end{align*}
\]

(4.5.11) where \( y, z \in \mathbb{R}[\overline{X}] \) do not depend on the label \( \lambda \). (4.5.12)

In the first case, we obtain the exceptional case (4.5.9). The second case gives a rise to the recurrence relation (4.5.10).

From Theorem 4.5.2 we conclude:

Corollary 4.5.4 There is a map \( U_{LVE} : \mathcal{L}G_V \rightarrow \mathbb{R}[y, z, \overline{t}] \), which is uniquely defined by the recurrence relation and initial conditions:

\[
\begin{align*}
U_{LVE}(G_1 \sqcup G_2) &= U_{LVE}(G_1) \cdot U_{LVE}(G_2); \\
U_{LVE}(G) &= U_{LVE}(G - v) + y \cdot t_\lambda U_{LVE}(G/v) + z \cdot t_\lambda U_{LVE}(G \upharpoonright v), \\
& \quad \text{provided } lab_V(v) = \lambda; \\
U_{LVE}(\{v\}) &= 1 + y \cdot t_\lambda + z \cdot t_\lambda; \\
& \quad \text{provided } lab_V(v) = \lambda; \\
U_{LVE}(\emptyset) &= 1.
\end{align*}
\]

(4.5.13)

Corollary 4.5.5 The map \( U_{LVE}(G) \) from Corollary 4.5.4 is universal in the class of LVE-invariants.

Proof. We observe that the exceptional case (4.5.9) is a substitution instance of \( U_{LVE}(G) \):

\[
U_{LVE}(G; 1, 0, \overline{w} + \overline{y} - 1) = \prod_{v \in V} (w_{lab_V(v)} + y_{lab_V(v)}).
\]

This follows by induction on the depth of graph decomposition tree. The rest follows directly from the Corollary 4.5.3.

4.5.2 Subset expansion form of \( U_{LVE}(G; y, z, \overline{t}) \)

We are looking for an explicit subset expansion form \( U_{LVE}(G; y, z, \overline{t}) \).
Theorem 4.5.6  The following expression defines the same graph polynomial as the recurrence relation (4.5.13):

\[ U_{LVE}(G; y, z, \bar{t}) = \sum_{U \subseteq V} y^{|U| - k(G[U])} \cdot (y + z)^{k(G[U])} \cdot \prod_{v \in U} t_{lab_V(v)}, \]

where \( k(G[U]) \) denotes the number of connected component in the induced subgraph of \( G \) with vertex set \( U \).

Proof. The proof is similar to the most distinctive EE polynomial. We need to show that

- The expression (4.5.14) satisfies the initial conditions of (4.5.13);
- The expression (4.5.14) is multiplicative;
- The expression (4.5.14) satisfies the vertex elimination rule of (4.5.14).

Then by induction on the number of vertices in \( G \) the theorem holds. The first statement follows by inspection: indeed, a null graph \( \emptyset = \langle \emptyset, \emptyset \rangle \) has no vertices and no components, so its only summand is 1, whereas a singleton has one vertex and just one component, so its contribution is \( 1 + (y + z)t_\lambda \).

The second statement, multiplicativity, can be easily checked too: Indeed, the summation over subsets of vertices of \( G = G_1 \sqcup G_2 \) can be regarded as a summation over the subsets of \( G_1 \), multiplied by an independent summation over the subsets of \( G_2 \).

Therefore, we just need to prove the third statement:

Let \( G = (V, E, \Lambda_V) \) be the labeled (multi)graph of interest. Let \( N(G) \) be defined as in (4.5.14):

\[ N(G; y, z, \bar{t}) = \sum_{U \subseteq V} y^{|U| - k(G[U])} \cdot (y + z)^{k(G[U])} \cdot \prod_{v \in U} t_{lab_V(v)}, \]

Let \( v \) be the vertex we have chosen to reduce. There are three disjoint options to choose \( U \):

- Case 1: \( v \notin U \);
- Case 2: \( v \in U \) but it is not adjacent to any other vertex in \( U \);
• Case 3: $v \in U$ and it is adjacent to some other vertex in $U$.

In case 1, we just sum over subsets of $G-v$: $N_1(G) = N(G-v)$;
In case 2, the neighborhood of $v$ does not participate in any component of $G[U]$, so if we analyze $N(G[v])$, we get $N_2(G) = (y + z) \cdot t_{labv}(v) N(G[v])$;
In case 3, the neighborhood of $v$ participates in the components of $G[U]$ as if it was a clique. Therefore, we need $N(G/v)$. However, this summation includes the cases that we have already counted, the subsets $U$ that do not include any of neighbors of $v$. Hence, we will reduce those cases by subtracting $N(G[v])$. Finally, we get $N_3(3) = y \cdot t_{labv}(v) N(G/v - N(G[v])$.

The cases above are disjoint and cover all the possibilities, and therefore $N(G) = N_1(G) + N_2(G) + N_3(G)$. Hence, we have:

$$N(G; y, z, \bar{t}) = U_{LVE}(G; y, z, \bar{t}),$$

which completes the proof.
Chapter 5

Some remarks on complexity

5.1 MSOL-definability of graph polynomials

Recall that simple graphs have two presentations: as a pair \( \langle V, E \rangle \), where \( V \) is a set of vertices, and \( E \) is a binary relation \( E \subseteq V \times V \) representing the edges of graph, or as a two-sorted structure \( G = \langle V, E, R \rangle \), where \( V \) is a vertex set, \( E \) is an edge set, and \( R \) is a binary relation \( R \subseteq V \times E \) that defines the incidence of vertices and edges.

The two presentations of finite graphs discussed here can be regarded as relational structures. In the first case \( G = \langle V, E \rangle \), the universe of the relational structure is the vertex set \( V \), and its vocabulary, denoted by \( \tau_1 \), consists of a binary edge relation \( E \) and possibly (for vertex-labeled graphs) unary predicates \( U_1 \ldots U_k \) indicating the available labels \( \Lambda_V = [k] \). For edge-labeled graphs, several binary relations \( E_1 \ldots E_\ell \) are defined for \( \Lambda_E = [\ell] \) available labels.

In the second case \( G = \langle V, E, R \rangle \), the universe of the relational structure is \( V \cup E \), and its vocabulary denoted by \( \tau_2 \), consists of a binary relation \( R \), two disjoint unary predicates \( P_V \) and \( P_E \) (distinguishing between vertices and edges), and possibly two sets of unary predicates \( U_1^V \ldots U_k^V \) for vertex labeling and \( U_1^E \ldots U_\ell^E \) for edge labeling respectively.

Monadic Second Order Logic (MSOL) is an extension of FOL, while in addition to the first-order operators, quantification over sets is allowed. In the case of \( \tau_1 \), quantification is allowed over sets of vertices (MSOL\(_1\)), and in the case of \( \tau_2 \) quantification is allowed over both sets of vertices and sets of edges (MSOL\(_2\)). An auxiliary order over the vertices or over the edges
may expand the expressive power of certain logic. In this work we allow an auxiliary order if the result is order-invariant.

**MSOL-definable graph polynomials.**

We say that graph polynomial $p$ is MSOL-definable, if its subset-expansion presentation can be written as

$$p(G; \bar{X}) = \sum_{(G,A_1,\ldots,A_m)=\varphi} \left[ \left( \prod_{a \in A_1} f_1 \right) \cdots \left( \prod_{a \in A_m} f_m \right) \right],$$

where the summation ranges over tuples $A_1,\ldots,A_m$ of subsets of the universe (in particular, vertex subsets in case of MSOL$_1$, or vertex and edge subsets in case of MSOL$_2$), $\varphi(G,A_1,\ldots,A_m)$ is in Monadic Second Order Logic, and $f_i(\bar{X})$ are polynomials in $\mathbb{R}[\bar{X}]$ that do not depend on the graph $G$.

5.1.1 **Examples of MSOL definitions of graph polynomials**

**The chromatic polynomial** is definable in MSOL$_2$ with an auxiliary order over vertices:

$$\chi(G; x) = \sum_{A \subseteq E} \left( \prod_{e \in A} (-1) \right) \left( \prod_{v \in F_A} x \right),$$

where $F_A$ denotes the set of minimal (under the used auxiliary order) vertices of each connected component of $(V,A)$:

$$F_A = \{ v \in V : \forall u \neq v \in V (\text{conn}(u,v) \rightarrow v \prec_\omega u) \},$$

$$\text{conn}(u,v) = \forall U \subseteq V \left[ (u \in U \land v \in V \setminus U) \rightarrow \exists u' \in U, v' \in V \setminus U (\{ u', v' \} \in E) \right]$$

**The most distinctive matching polynomial** $U_M(G; x,y)$ is definable in MSOL$_2$:

$$U_M(G; \bar{X}) = \sum_{M \subseteq E, \text{matching}(M)} \left[ \left( \prod_{e \in M} y \right) \left( \prod_{v \in V \setminus V(M)} x \right) \right],$$
where \( \text{matching}(M) \) is satisfied if \( M \) is a matching:

\[
\text{matching}(M) = \forall e_1, e_2 \in M \forall v \in V (v \not\in e_1 \lor v \not\in e_2),
\]

and

\[
V(M) = \{ v \in V : \exists e \in M (v \in e) \}.
\]

The Tutte polynomial is definable in \( MSOL_2 \) with an auxiliary order over vertices and edges:

\[
T(G; x, y) = \sum_{A \subseteq E} \left( \prod_{e \in F_A \setminus F_G} (x - 1) \right) \left( \prod_{e \in A \setminus S_A} (y - 1) \right),
\]

where \( F_A \) denotes the set of minimal (under the used auxiliary order) vertices of each connected component of \( \langle V, A \rangle \), and \( S_A \) denotes the minimal (under the used auxiliary order) spanning forest of \( \langle V, A \rangle \).

The subgraph component polynomial is definable in \( MSOL_1 \) with an auxiliary order over vertices:

\[
Q(G; x, y) = \sum_{A \subseteq V} \left( \prod_{v \in A} x \right) \left( \prod_{u \in F_A} y \right),
\]

where \( F_A \) denotes the set of minimal (under the used auxiliary order) vertices of each connected component of \( \langle V, A \rangle \).

Note that in all the examples above the result does not depend on the used auxiliary order.

5.2 Computational complexity of graph polynomials

Generally, most of the known graph polynomials are hard to compute. When we speak about computing of graph polynomials, it can have different meanings: it can mean computing of the integer coefficients of the polynomial, or evaluation of the polynomial value in some particular point \( X_0 \). Note that considering the second case, Turing computational model is not always
applicable, since the polynomial can have arbitrary values in the polynomial ring. For complexity issues, in this case, the BSS unit-cost model for Real computations can be used (cf. L.Blum, F.Cucker, M.Shub and S.Smale [11]).

We will further denote the first problem by the computation, and the second - by the evaluation of graph polynomial.

Most graph polynomials have "easy" points such that it is possible to efficiently evaluate the graph polynomial in these points for arbitrary input graph. We say that the polynomial has “Difficult Point Property” if it is easy (P-time) to evaluate at any point, or it is 2P-hard at almost all the points, with possible semi-algebraic exception set of lower dimension.

It is proven that the chromatic polynomial [39], the Tutte polynomial [37], the interlace polynomial [10], and many others have the DPP. It is conjectured in [42] that all the MSOL-definable polynomials have DPP.

5.2.1 Parameterized complexity classes

In this section we consider the problem of computation of the integer coefficients of graph polynomial. It happens that for certain classes of graphs, restricted by some parameter $k$, the coefficients are computable in polynomial time. Two such parametric classes are widely studied: graph classes of bounded tree-width and of bounded clique-width. Precise definitions of those graph classes appear in the appendix.

We distinguish between the following upper bounds for the running time of algorithms with input graphs of size $n$, restricted by some parameter $k$:

- **Fixed parameter exponential time (FPEXP)**. Runtime less than $2^{c_1(k)} n^{d}$ with $c_1(k) \geq 1$;

- **Fixed parameter sub-exponential time (FPSUBEXP)**. Runtime less than $2^{c_2(k)} n^{1+\epsilon(k)}$;

- **Fixed parameter polynomial time (FPPT)**. Runtime less than $n^{c_3(k)}$;

- **Fixed parameter tractable (FPT)**. Runtime less than $c_4(k) \cdot n^d$;

- **Polynomial time (P)**. Runtime less than $O(n^d)$.

Here $d$ is independent of $k$, whereas the other constants may depend on $k$. 
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General theorems.
We cite here several general theorems regarding complexity of computation of graph properties and graph parameters on graph classes of bounded tree with or bounded clique width:

Theorem 5.2.1 Courcelle, 1990, [19]
Let $G$ be a graph of tree-width $k$. Then any $MSOL_2$-definable graph property can be tested efficiently on $G$.

Theorem 5.2.2 Bodlaender, 1996, [12]
For any graph $G$ and constant $k$, it is possible to efficiently find $k$-tree-decomposition of $G$, if it exists, or provide a negative answer if it does not exist.

Theorem 5.2.3 Courcelle-Makowsky-Rotics, 2000, [41, 17]
Let $G$ be a graph and let $t$ be the corresponding parse term of constant clique-width $k$, determining $G$. Then any $MSOL_1$-definable graph property can be tested efficiently on $G$.

Theorem 5.2.4 Oum, 2005, [45]
For any graph $G$ and constant $k$, it is possible to efficiently distinguish between graphs of clique-width at most $k$ and graphs of clique width $> 2^k$. Moreover, if the graph has clique-width at most $k$, a clique parse term of width $2^k$ can be efficiently found.

5.3 Complexity aspects of the new graph polynomials
We discuss here complexity aspects of three graph polynomials: The most distinctive matching polynomial $U_M(G; x, y)$, the most distinctive edge elimination polynomial $\xi(G; x, y, z)$, and the subgraph component polynomial $Q(G; x, y)$.

For each of these graph polynomials we discuss the following questions:

1. Can we use the parameterized complexity results of the general theorems [19, 12, 41, 16, 45], based on $MSOL$ definability of certain graph polynomial?
2. The algorithms provided by the general theorems suffer from huge hidden constants. Is there an explicit algorithm for computing the graph polynomial of interest that improves the constants?

3. And finally, does the graph polynomial have Difficult Point Property?

The following table presents the results in short. The DPP-related result are taken from C.Hoffmann’s thesis [35]. The precise MSOL definitions and the explicit algorithms appear in Appendix A.

<table>
<thead>
<tr>
<th>Complexity aspect</th>
<th>$U_M(G; x, y)$</th>
<th>$\xi(G; x, y, z)$</th>
<th>$Q(G; x, y)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSOL definable</td>
<td>MSOL$_2$</td>
<td>MSOL$_2$ (with order)</td>
<td>MSOL$_1$ (with order)</td>
</tr>
<tr>
<td>Bounded tree-width (General theorems)</td>
<td>FPT</td>
<td>FPT</td>
<td>FPT</td>
</tr>
<tr>
<td>Bounded clique-width (General theorems)</td>
<td>No promise</td>
<td>W[1]-hard</td>
<td>FPT</td>
</tr>
<tr>
<td>Explicit algorithm for bounded tree-width</td>
<td>Exists</td>
<td>Exists</td>
<td>Exists</td>
</tr>
<tr>
<td>Explicit algorithm for bounded clique-width</td>
<td>Exists (FPPT)</td>
<td>No</td>
<td>still open</td>
</tr>
<tr>
<td>DPP (results by C. Hoffmann)</td>
<td>Yes, if multiple edges allowed</td>
<td>Yes</td>
<td>Yes, by reduction to $\xi(G; x, y, z)$</td>
</tr>
</tbody>
</table>

Table 5.1: Complexity aspects of the new graph polynomials.
Chapter 6

Conclusions and open questions

6.1 Conclusions

Inspired by the work of Brylawski [15], Oxley and Welsh [46], Bollobas and Riordan [14], on the Tutte polynomial, we studied classes of graph invariants satisfying linear recurrence relations with respect to edge and vertex elimination operations. We defined notions of \textit{dp-complete} (most distinctive) and \textit{universal} (most general) graph invariants in the classes above.

The Tutte polynomial satisfies recurrence relation with respect to edge deletion and edge contraction. In the case of edge elimination, we added an operation of edge extraction, which is deletion of an edge together with its end points. In the case of vertex elimination, we used vertex deletion, vertex contraction (deletion of a vertex and connecting its neighborhood to a clique), and vertex extraction (deletion of a vertex together with its neighborhood). The choice of these three operations was suggested by P. Tittmann.

We proposed five classes of graph invariants, according to operations used by the recurrence relations:

- \textit{C}-invariants: edge deletion and contraction, no case distinction,
- \textit{TG}-invariants: edge deletion and contraction, with distinction between loops, bridges and ordinary edges,
• M-invariants: edge deletion and extraction,
• EE-invariants: edge deletion, contraction and extraction,
• VE-invariants: vertex deletion, contraction and extraction.

For each of these classes, we proved a universality theorem, identifying a dp-complete, and if possible, universal graph polynomial. We used previous work related to C and TG graph invariants as a paradigm, and provided such a graph polynomial for M, EE and VE classes, in both recursive and explicit subset-expansion forms (Theorems 3.2.2, 3.2.6, 3.3.4, 3.3.8, 3.4.5, and 3.4.6).

We extended the results above to labeled graphs. Using the approach of Bollobas and Riordan [14], we identified dp-complete and, if possibly, universal graph polynomials for the following classes

• LM-invariants: edge deletion and extraction, edge- and vertex-labeled graphs,
• LEE-invariants: edge deletion, contraction and extraction, edge-labeled graphs,
• LVE-invariants: vertex deletion, contraction and extraction, vertex-labeled graphs,

and provided such graph polynomials in both recursive and subset-expansion forms.

The explicit subset expansion form of the new graph polynomials (from Theorems 3.2.6, 3.3.8 and 3.4.6) shows that they the most distinctive M, EE and VE-invariants, respectively $U_M(G; x, y)$, $\xi(G; x, y, z)$, and $Q(G; x, y)$, are definable in MSOL. In case of $U_M(G; x, y)$ and $\xi(G; x, y, z)$, allowing quantification over sets of edges, and in case of $Q(G; x, y)$, quantification is over sets of vertices. Based on fundamental theorems of [19, 12, 41, 16, 45], this allows us to conclude that $U_M(G; x, y)$ and $\xi(G; x, y, z)$ are fixed-parameter tractable on graph classes of bounded tree-width, and $Q(G; x, y)$ is fixed-parameter tractable on graph classes of bounded clique-width. In Appendix A we provide explicit algorithms for computing $U_M(G; x, y)$ and $\xi(G; x, y, z)$ on graphs of tree-width at most $k$, and a fixed-parameter $P$-time algorithm for computing $U_M(G; x, y)$ on graphs of clique-width at most $k$. 
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The results that appear in this thesis have been presented in the following publications:

**EE graph invariants:**

An extension of the bivariate chromatic polynomial.

A most general edge elimination polynomial.
In Hajo Broersma, Thomas Erlebach, Tom Friedetzky, and Daniël Paulusma, editors, *WG*, volume 5344 of

**VE graph invariants:**

The enumeration of vertex induced subgraphs with respect to number of components.

A graph polynomial arising from community structure (extended abstract).
In Christophe Paul and Michel Habib, editors, *WG*, volume 5911 of

**Complexity of Matching polynomial:**

Computing graph polynomials on graphs of bounded clique-width.
In Fedor V. Fomin, editor, *WG*, volume 4271 of

### 6.2 Further research

B. Godlin, E. Katz and J. A. Makowsky introduce in [28] a general framework of recurrence relations of graph polynomials, which generalizes edge elimination and vertex elimination to other graph deconstructions. They show that, under suitable conditions, each graph polynomial which is well-defined using a recurrence over such deconstruction, has a SOL subset expansion.
The classes of graph invariants $C$, $M$, $TG$, $EE$, and $VE$, introduced in this thesis, as well as their labeled counterparts, fit into this framework. It is natural to ask, what conditions are required to prove in the general framework the following properties of a graph polynomial:

(i) Universality property;

(ii) dp-completeness property;

(iii) $MSOL$ definability of the subset expansion.
Appendix A

Explicit efficient algorithms

In this chapter we provide explicit algorithms developed for computing graph polynomials on graphs of tree-width or clique-width at most $k$. Although the existence of such algorithms is promised by general theorems, the algorithms provided by the general methods suffer from huge hidden constants.

The appendix is organized as follows: We first provide the definitions of tree-width and clique-width. Then, for each particular case, we show the partitioning of specific graph polynomial to auxiliary polynomials, describe the dynamic algorithm and provide a brief proof of correctness and complexity analysis.

A.1 Tree-width and Clique-width of graphs

A.1.1 Tree-width

A tree of decomposition of the graph $G = \langle V, E \rangle$ is defined as a pair $(S, T)$, where $T = \langle W, F \rangle$ is a rooted tree and $S = \{ S_w \mid w \in W \}$ is a collection of subsets of $V$ such that

- $\bigcup_{w \in W} S_w = V$
- For all $e = (u, v) \in E$, there exists $w \in W$ with $u, v \in S_w$.
- For every $v \in V$, $W_v = \{ w \in W \mid v \in S_w \}$ induces a connected subtree of $T$.  
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The width of a tree decomposition \( (S = \{S_w \mid w \in W\}, T = (W, F)) \) is \( \max_{w \in W} |S_w| - 1 \). The tree-width of a graph \( G \), denoted as \( tw(G) \) is the minimum width over all the tree decompositions of \( G \).

**Proposition A.1.1** For every graph \( G = (V, E) \) with \( |V| = n \) vertices and \( tw(G) = k \), there exists a tree of decomposition \( (S, T) \) of width \( k \) with \( |W| \leq n \).

**Proof.** Let \( (S, T) \) be any tree of decomposition of \( G \) of width \( k \). Every child subset \( S_w \) includes at least one vertex \( v \in V \) that does not belong to its father subset (otherwise it could be unified with its father subset without increasing of the decomposition width). Let us call such a vertex "exclusive". According to the decomposition rules, it cannot happen that two subsets \( S_{w1} \) and \( S_{w2} \) have the same "exclusive" vertex. \( \blacksquare \)

**Proposition A.1.2** For every tree of decomposition \( (S = \{S_w \mid w \in W\}, T = (W, F)) \) of width \( k \), such that \( |W| = M \), there exists tree of decomposition \( (S' = \{S'_w \mid w \in W'\}, T' = (W', F')) \) of the same width \( k \), such that \( |W| \leq 2M \) and \( T' \) is binary.

**Proof.** It can be obtained, for example, by replacing each node with \( m > 2 \) children by a path of \( m \) nodes, each one with one additional child. The number of added nodes is not more than the number of edges in the original tree of decomposition. \( \blacksquare \)

The above propositions allow us to assume in our algorithms that for an input graph \( G(V, E) \) with \( n \) vertices and tree-width at most \( k \) we are given a binary tree of decomposition \( (S, T) \) defining it, where \( T = (W, F) \) has at most \( |W| \leq 2|V| \) nodes.

**Subgraph defined by subtree of \( T \).**

Let \( w \in W \) be a tree node with children \( l \) and \( r \), and father \( f \). We denote by \( T|_w = (W', F') \) the induced subtree of \( T \) with root \( w \), including all the descendants of \( w \). The subgraph defined by \( T|_w \), is denoted by \( G|_w = (V|_w, E|_w) \) and defined inductively:

- if \( w \) is a leaf:
  \[
  V|_w = S_w, \quad \text{and} \quad E|_w = E_w = \{(u,v) \in E : ((u,v \in S_w) \land \neg(u,v \in S_f))\}
  \]
• if \( w \) is an internal vertex:
  \[ V|_w = V|_l \cup V|_r \cup S_w, \text{ and} \]
  \[ E|_w = E|_l \cup E|_r \cup E_w, \text{ where} \]
  \[ E_w = \{ \{u,v\} \in E : ((u,v \in S_w) \land \neg (u,v \in S_r)) \} \]

By definition of tree decomposition, we have

**Proposition A.1.3** if \( w \) is a root of \( T \), then \( G|_w = \langle V|_w, E|_w \rangle \) is isomorphic to \( G = \langle V, E \rangle \).

A.1.2 Clique-width

For a vertex labeled graph \( H = \langle V, E, c \rangle \) with label set \( \Lambda = \{1,2,\ldots,k\} \) we denote by \( P_\alpha \) the set of vertices labeled by \( \alpha \), when \( 1 \leq \alpha \leq k \).

\[ P_\alpha = \{ v \in V : c(v) = \alpha \} \]

The **clique-width** of a graph \( G \), denoted by \( cw(G) \), is defined as the minimum number of labels needed to construct \( G \), using the four graph operations:

1. \( i(v) \) – creation of a new vertex \( v \) with label \( i \);
   \[ H = \langle V, E \rangle = i(v) \text{ means } V = \{v\}, E = \emptyset \text{ and } v \text{ is labeled by } i; \]

2. \( \sqcup \) – disjoint union of graphs;
   \[ H = \langle V, E \rangle = H_1 \sqcup H_2 = \langle V_1, E_1 \rangle \sqcup \langle V_2, E_2 \rangle \text{ means} \]
   \[ V = V_1 \sqcup V_2, E = E_1 \sqcup E_2, \text{ and labels on the vertices are preserved}; \]

3. \( \eta_i,j \) – only for \( i \neq j \), connecting all vertices with label \( i \) to all vertices with label \( j \);
   \[ H = \langle V, E \rangle = \eta_i,j(H_1) = \eta_i,j(\langle V_1, E_1 \rangle) \text{ means} \]
   \[ V = V_1, E = E_1 \sqcup \{ \{u,v\} | u,v \in V, u \in P_i, v \in P_j \}, \text{ labels are preserved}; \]

4. \( \rho_{i \to j} \) – only for \( i \neq j \), renaming labels \( i \) as \( j \).
   \[ H = \langle V, E \rangle = \rho_{i \to j}(H_1) = \rho_{i \to j}(\langle V_1, E_1 \rangle) \text{ means} \]
   \[ V = V_1, E = E_1, P_j = P_j \sqcup P_i, P_i = \emptyset. \]

A parse term built from the above four operations using \( k \) labels is called \( k \)-construction. For the set of labels \( C \) we denote by \( T(C) \) all the possible constructions over this set of labels. In our notation the labels
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(colors) are integers 1, . . . , k. Each k-construction \( t \in T(C) \) uniquely defines a labeled graph \( \text{val}(t) \) where the labels are integers 1, . . . , k associated with the vertices and each vertex has exactly one label. We say that k-expression \( t \) defines a graph \( G \) if \( G \) is isomorphic to the graph obtained from the labeled graph \( \text{val}(t) \) after removing the labels. The clique-width of a graph \( G \) is equal to the minimum \( k \) such that there exists a \( k \)-construction defining \( G \).

**Irredundant k-construction:** We say that k-construction \( t \in T(C) \) is irredundant if and only if for every sub-expression \( \eta_{i,j}(t') \) of \( t \) no vertex labeled \( i \) in \( \text{val}(t') \) is adjacent to a vertex labeled \( j \) in \( \text{val}(t') \) (i.e. all the edges that could be added by \( \eta_{i,j}(t') \) are actually added by this operation). Courcelle and Olariu have introduced this definition in [18]. They also have proven that if there exists a \( k \)-construction \( t \in T(C) \) defining the graph \( G \), then there is also \( t' \in T(C) \) equivalent to \( t \), which is irredundant.

In our algorithms we will assume that for input graph \( G = \{V, E\} \) of clique-width at most \( k \) we are given an irredundant \( k \)-construction.

### A.1.3 General remarks

The algorithms presented in this chapter elaborate the ideas of L. Traldi [52], that work for both graphs of bounded tree-width and bounded clique-width:

- The input graph is presented by a tree of construction, which is a tree of decomposition for graph classes of bounded tree-width, or a parse-tree of a \( k \)-construction for graph classes of bounded clique-width.

- The graph polynomial in question is presented as a sum of auxiliary polynomials that carry all the information needed for further graph construction.

- A dynamic algorithm traverses the tree of construction of the input graph bottom-up, computing at every node the set of auxiliary polynomials based on those of its children nodes.

- The final result is obtained by summation of the auxiliary polynomials at the root.
A.2 Computing of the most distinctive matching polynomial $U_M$ on graph classes of bounded tree-width

We introduce an explicit algorithm for computation of the most distinctive matching polynomial $U_M(G;x,y)$ on graph classes of bounded tree-width. Although the general theorem of [19] provides an FPT algorithm for this class of graphs with runtime $c(k) \cdot n^d$, our algorithm significantly improves the parameter $c(k)$ compared to the general one.

Compared to the Transfer Matrix method, introduced by D. Babic at al. for polygraphs in [6], our method seems to be more powerful, since it works on bigger class of graphs.

A.2.1 The algorithm

The graphs we consider in this section are simple, undirected and loop-free. We assume in our algorithm that we are given an input graph $G = \langle V,E \rangle$ together with a binary tree of decomposition $(S,T)$ of width $k$ defining it, where $T = \langle W,F \rangle$ has at most $|W| \leq 2|V|$ nodes.

The algorithm traverses the tree of decomposition $(S,T)$ bottom-up, while constructing the subgraphs $G|_w$ defined by subtrees $T|_w$, and keeping the auxiliary polynomials corresponding to $G|_w$ denoted by $R(G|_w)$. When the scan of $(S,T)$ is finished, we will obtain the graph $G$, and the corresponding set of auxiliary polynomials $R(G)$. The final graph polynomial is obtained from $R(G)$.

The set of auxiliary polynomials.

Given a graph $G = \langle V,E \rangle$, $A \subseteq V$ and $B \subseteq V$, such that $A \cap B = \emptyset$. Let $M \subseteq E$ be a matching in $G$ and let $V(M)$ denote the set of vertices covered by this matching. We say that $M$ is a fit for $A$ and $B$ on $G$ if the following predicate is satisfied:

$$\psi_{A,B}(M) = (A \subseteq V(M)) \land (B \cap V(M) = \emptyset).$$

In the other words, we enforce the matchings to use vertices of $A$, and not to use the vertices of $B$. 
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Recall that we aim to compute the most distinctive matching polynomial $U_M(G; x, y)$, which is defined as

$$U_M(G; x, y) = \sum_{M \subseteq E} x^{|V| - |V(M)|} y^{|M|}$$

We define the following constrained polynomials:

$$U_M|_{A,B}(G; x, y) = \sum_{M \subseteq E} x^{|V| - |V(M)|} y^{|M|}$$

We observe that $U_M(G; x, y)$ is a special case of such constrained polynomial:

$$U_M(G; x, y) = U_M|_{\emptyset, \emptyset}(G; x, y)$$

Let $G|_w$ be a subgraph defined by subtree $T|_w = \langle W', F' \rangle$, when $w$ is not the root of $T$. Let $f$ be the father of $w$ in the tree of decomposition. We denote by $S_{fw}$ the vertices shared by $S_f$ and $S_w$: $S_{fw} = S_f \cap S_w$

Let $A_{fw}$ run over all the subsets of $S_{fw}$. We define the set of auxiliary polynomials as follows:

$$R(G|_w) = \{ Q_{A_{fw}}^w = U_M|_{A_{fw}, S_{fw}\setminus A_{fw}}(G|_w; x, y) : A_{fw} \subseteq S_{fw} \}$$

If $w$ is a root, we will compute only one auxiliary polynomial:

$$R(G|_w) = \{ Q_{\emptyset}^w = U_M|_{\emptyset, \emptyset}(G|_w; x, y) \},$$

which equals to $U_M(G; x, y)$.

Note that at every node of $T$ we need at most $2^{k+1}$ auxiliary polynomials.

**Base: auxiliary polynomials of leaves** Let $w$ be a leaf of $T$, and $f$ be its father. Let $G|_w$ be a subgraph defined by $w$. This graph has at most $k+1$ vertices. Let $M_w$ be the set of all the matchings of this subgraph. For every $A_{fw} \subseteq S_{fw}$,

$$Q_{A_{fw}}^w = U_M|_{A_{fw}, S_{fw}\setminus A_{fw}}(G|_w; x, y) = \sum_{p \in M_w, \forall (p) \cap S_{fw} = A_{fw}} x^{|V| - |V(p)|} y^{|p|}$$
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Step: auxiliary polynomials of an internal node  Let $w$ be an internal node of $T$, $l$ and $r$ - its children, and $f$ - its father. We need to compute the auxiliary polynomials

$$R(G|_w) = \{Q^w_{A_{fw}} : A_{fw} \subseteq S_{fw}\}$$

given the auxiliary polynomials of the subgraphs defined by $w$’s children:

$$R(G|_l) = \{Q^l_{A_{wl}} : A_{wl} \subseteq S_{wl}\}$$

$$R(G|_r) = \{Q^r_{A_{wr}} : A_{wr} \subseteq S_{wr}\}$$

Let $M_w$ denote the set of all the matchings, including only edges added by $w$, i.e. $M_w = \{p \subseteq E_w : p$ is a matching$\}$.

Proposition A.2.1 Auxiliary polynomials for subgraph $G|_w$ can be computed as follows:

$$Q^w_{A_{fw}} = x^{|S_w \setminus (S_l \cup S_r)| - |S_l \cap S_r|} \sum_{(A_{wl}, A_{wr}, p \in M_w) = \varphi} Q^l_{A_{wl}} \cdot Q^r_{A_{wr}} \cdot \left(\frac{y}{x^2}\right)^{|p|}$$  \hspace{1cm} (A.2.1)

where

$$\varphi = \begin{cases} 
A_{wl} \cap A_{wr} = \emptyset \\
V(p) \subseteq (S_w \setminus (A_{wl} \cup A_{wr})) \\
A_{fw} = (A_{wl} \cup A_{wr} \cup V(p)) \cap S_f
\end{cases}$$

A.2.2 Proof of correctness

We use induction on the structure of the tree decomposition. Since the base equations are computed by definition, we should only prove that the proposition A.2.1 is correct.

First, we observe that the degree of $x$ in every auxiliary polynomial $Q^w_{A_{fw}}$ equals to the number of vertices that are not covered by matchings. This holds in the leaves; if we assume that it holds in the auxiliary polynomials produced by the children nodes, $Q^l_{A_{wl}}$ and $Q^r_{A_{wr}}$, then the equation A.2.1 just adds an $x$ for every new vertex, and reduces an $x$ for every vertex that appears in both $S_l$ and $S_r$, and therefore, added twice by $Q^l_{A_{wl}}$ and $Q^r_{A_{wr}}$. Therefore, it is enough to prove that the number of matchings is reflected correctly in the degree of $y$. We shall find $1 - 1$ and onto mapping between
the matchings of $G|_w$ and the summands at the right side of the equation 
A.2.1, i.e. for every matching of $G|_w$, we should find the corresponding 
summand, and show that for every two different matchings there are different 
summands. The second direction is the opposite: for every summand on 
the right side of the equation, we should find the corresponding matching 
on the left side, and show that different summands correspond to different 
matchings.

Let $M|_w$ be set of all the matchings of $G|_w$, $M|_l$ be the set of all the 
matchings of $G|_l$ and $M|_r$ be the set of all the matchings of $G|_r$.

**Direction 1**

Let $p|_w$ be a matching of $G|_w$, which is counted by $Q^w_{A_{fw}}$. Every matching 
of $G|_w$ consists of disjoint parts: a matching of $G|_l$, $p|_l \in M|_l$, a matching 
of $G|_r$, $p|_r \in M|_r$, and a matching $p_w \in M_w$ that consists only of the 
edges from $E_w$. The matching $p|_l$ uses certain subset $A_{wl}$ of $S_{wl}$, and it 
is counted in $Q^l_{A_{wl}}$. The matching $p|_r$ uses certain subset $A_{wr}$ of $S_{wr}$, and 
it is counted in $Q^r_{A_{wr}}$. The matching $p_w$ uses only the vertices of $S_w$ and 
adds the $y|_{p_w}$. Moreover, since $p|_l$, $p|_r$ and $p_w$ are disjoint, and $p|_w$ uses 
the subset $A_{fw}$ of $S_{fw}$, the components $A_{wl}$, $A_{wr}$ and $p_w$ satisfy 
the formula $\phi$. If two matchings $p|_w$ and $p'|_w$ of $G|_w$ are different, without loss 
of generality, $p|_w$ includes some edge $p'|_w$ doesn’t include. Since every edge 
is added only once during the graph construction, it can belong to exactly 
one of the components: $G|_l$, $G|_r$ or $E_w$, so the corresponding components of 
the summand of the right side of equation are different too.

**Direction 2**

For every triple of matchings $p|_l \in M|_l$, $p|_r \in M|_r$ and $p_w \in M_w$, if they are 
disjoint, and include together some subset $A_{fw}$ of $S_{fw}$, they can be combined 
into a matching of $G|_w$, which would be counted by $Q^w_{A_{fw}}$. Otherwise, if they 
are not disjoint, the only vertices that can be common are the vertices of $w$. In that case, the formula $\phi$ will not be satisfied. Since $E|_l$, $E|_r$ and $E_w$ 
are disjoint, two combinations, in which at least one component is different, 
will correspond to different matchings of $G|_w$. □

### A.2.3 Complexity analysis

In our algorithm we need calculate the number of matchings of small graphs 
(with up to $k + 1$ vertices). This procedure requires generally the time of
$O(2^{k^2})$. But we can instead pre-calculate the number of matchings for every graph with up to $k + 1$ vertices, and the algorithm will only find in the table the required number, which takes only $O(k^2)$ (searching in the table of $2^{k^2}$ entries).

In the most naïve way, the operation on the polynomials of degree up to $\frac{n}{2}$ have the time cost $O(n^2)$.

The tree of decomposition includes up to $2^{n} = O(n)$ vertices.

Each step of algorithm requires:

- Compute up to $2^{k+1} = O(2^k)$ auxiliary polynomials
- For each polynomial, run over all the partitions of $S_w$ to four parts ($A_{wl}, A_{wr}, V(p)$ and the rest of $S_w$). This takes up to $4^{k+1} = O(2^{2k})$.
- Find the number of possible matchings $V(p)$ provides, and check that the combination of $A_{wl}, A_{wr}$ and $V(p)$ satisfies the formula $\varphi$. This takes up to $(O(k^2))$.

Total time complexity: $O(n^3) \cdot O(k^2 \cdot 2^{3k})$

### A.3 Computing of the most distinctive matching polynomial $U_M$ on graph classes of bounded clique-width

We introduce an explicit algorithm for computation of the most distinctive matching polynomial $U_M(G; x, y)$ on graph classes of bounded clique-width. This result is new, since the theorems of [41, 17] do not hold for the case of $MSOL_2$-definable polynomials, such as the matching polynomial. This algorithm was developed in joint work with B.Godlin. It develops further an idea of B.Godlin for computing the permanent of adjacency matrices of graphs of fixed clique-width, cf. [29].

#### A.3.1 The algorithm

The graphs we consider in this section are simple, undirected and loop-free. For a vertex-labeled graph $H = \langle V, E, c \rangle$ with labels $\{1, 2, \ldots, k\}$ we denote by $P_\alpha$ the set of vertices labeled by $\alpha$, when $1 \leq \alpha \leq k$.
We assume in our algorithm that we are given an input graph $G = \langle V, E \rangle$ together with an irredundant $k$-construction $t$ defining it. We denote by $\text{tree}(t)$ the parse tree of $t$. The leaves of this tree are the vertices of $G$ with their initial labels, and the internal nodes correspond to the operations of $t$, which can be either binary (corresponding to $\sqcup$), or unary (corresponding to $\eta$ or $\rho$).

The algorithm traverses $\text{tree}(t)$ from bottom to top while constructing at each step the labeled graph $H$ corresponding to a subtree of $\text{tree}(t)$, scanned so far, and keeping the set of auxiliary polynomials corresponding to $H$ denoted by $R(H)$. When the scan of $\text{tree}(t)$ is finished, we will obtain a labeled copy of the graph $G$, and the corresponding set of auxiliary polynomials $R(G)$. The final graph polynomial is obtained by summation of $R(G)$.

**The set of auxiliary polynomials** Let $H(V, E, c)$ be a labeled graph with labels $1, \ldots, k$. Let $F = (f_1, f_2, \ldots, f_k)$ be a vector of $k$ integers. Let $|F|$ denote the sum of fields of $F$.

Let $M \subseteq E$ be a matching in $H$ and let $V(M)$ denote the set of vertices covered by this matching. We say that $M$ is a fit for $F$ on $H$ if the following predicate is satisfied:

$$\psi_F(M) = \forall \alpha \in [k] \left( |P_\alpha \setminus V(M)| = f_\alpha \right).$$

We observe that the set of vectors $F$ such that $\psi_F$ can be satisfied is

$$\mathcal{F} = \{ F = (f_1, f_2, \ldots, f_k) : \forall \alpha : 1 \leq \alpha \leq k (0 \leq f_\alpha \leq n) \}.$$

Recall that we aim to compute the most distinctive matching polynomial $U_M(G; x, y)$, which is defined as

$$U_M(H; x, y) = \sum_{\substack{M \subseteq E \cr M \text{ is a matching}}} x^{|V| - |V(M)|} y^{|M|}$$

Every matching leaves certain number of vertices of each color unused.
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Therefore, we define the following set of auxiliary polynomials

\[ R(H) = \left\{ U_M|_F(H; x, y) = \sum_{\begin{array}{l}
M \subseteq E \\
M \text{ is a matching} \\
M \models \psi_F
\end{array}} x^{|V| - |V(M)|} y^{|M|} \right\}, \]

such that \( U_M(H; x, y) = \sum_{F \in F} U_M|_F(H; x, y) \). Note that it has total of \( n^k \) auxiliary polynomials to keep.

Additionally, we observe that

\[ U_M|_F(H; x, y) = x^{\left| F \right|} y^{|V| - |F|} \left\{ M \subseteq E : \begin{array}{l}
M \text{ is a matching and} \\
M \models \psi_F
\end{array} \right\}. \quad (A.3.1) \]

**Base: auxiliary polynomials of leaves.**

Every leaf of \( \text{tree}(t) \) is of type \"i(v)\" and corresponds to a single vertex \( v \) colored by \( i \). This single vertex has only one matching (empty), leaving exactly one vertex of color \( i \) unused. So, for the leaf \( H = i(v) \) we have:

\[ U_M|_F(H; x, y) = \begin{cases} 
  x & \text{when } F = (0, \ldots, 0, 1, 0, \ldots, 0) \text{ with } 1 \text{ at } i\text{-th position} \\
  0 & \text{otherwise}
\end{cases}. \]

**Handling of the \( \sqcup \) operator: \( H = H_1 \sqcup H_2 \).**

We need to compute \( R(H) \) given \( R(H_1) \) and \( R(H_2) \). Since the graphs \( H_1 \) and \( H_2 \) are disjoint, the number of free vertices of each color in \( H \) is a sum of those of \( H_1 \) and \( H_2 \):

\[ U_M|_F(H; x, y) = \sum_{F_1 \subseteq F} U_M|_{F_1}(H_1; x, y) \cdot U_M|_{F - F_1}(H_2; x, y) \quad (A.3.2) \]

**Handling of the \( \rho \) operator: \( H = \rho_{i,j}(H_1), i \neq j \).**

We need to compute \( R(H) \) given \( R(H_1) \). The \( \rho \) operator only changes the labels of the vertices previously labeled by \( i \) to \( j \). Therefore,

\[ U_M|_F(H; x, y) = \begin{cases} 
  0 & \text{if } f_i \neq 0 \\
  \sum_{F' \models \phi} U_M|_{F'}(H_1; x, y) & \text{otherwise}
\end{cases} \quad (A.3.3) \]
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where

\[ \varphi = \begin{cases} 
\forall \ell:1 \leq \ell \leq k : f_\ell = 
\begin{cases}
  f'_i + f'_j & \text{if } \ell = j \\
  0 & \text{if } \ell = i \\
  f'_\ell & \text{otherwise}
\end{cases}
\end{cases} \] (A.3.4)

**Handling of the \( \eta \) operator:** \( H = \eta_{i,j}(H_1), i \neq j \).

We need to compute \( R(H) \) given \( R(H_1) \). The \( \eta \) operator adds edges between all the vertices labeled \( i \) to all the vertices labeled \( j \). Moreover since \( t \) is an irredundant \( k \)-construction, all these edges are new, they did not appear in \( H_1 \). Any matching of \( H \) consists of a matching of \( H_1 \) and some new edges. If there are \( f'_i \) free vertices labeled \( i \) and \( f'_j \) free vertices labeled \( j \), and the matching includes \( q \) new edges, it chooses:

1. \( q \) of \( f_i \) free vertices colored \( i \)
2. \( q \) of \( f_j \) free vertices colored \( j \)
3. 1-1 mapping between two previous sets of vertices

![Figure A.1: Possible matching after \( \eta_{i,j} \) operation](image)

According to the mentioned above,

\[ U_M|_F(H; x, y) = \sum_{q, F' = \phi} \left( \frac{y}{x^2} \right)^q \cdot U_M|_F(H_1; x, y) \cdot \binom{f'_i}{q} \cdot \binom{f'_j}{q} \cdot q! \] (A.3.5)
where

\[
\varphi = \left( \forall \ell: 1 \leq \ell \leq k : f_\ell = \begin{cases} 
    f'_i - q & \text{if } \ell = i \\
    f'_j - q & \text{if } \ell = j \\
    f'_\ell & \text{otherwise}
\end{cases} \right)
\]  
(A.3.6)

**Computation of** \( U_M(G; x, y) \) **out of** \( R(val(t)) \):

When the scan of \( tree(t) \) is finished, we obtain the set of auxiliary polynomials \( R(H) \), where \( H = val(t) \) is a colored copy of \( G \). We need now to derive the matching polynomial of the graph \( G \). As we already observed,

\[
U_M(H; x, y) = \sum_{F \in \mathcal{F}} U_M|_F(H; x, y)
\]  
(A.3.7)

### A.3.2 Proof of correctness

We use induction on the structure of the clique-width \( k \)-construction. We should prove that the equations A.3.2, A.3.3, A.3.5 and A.3.7 are correct. For every equation we will show that the set of summands on both sides is equal.

Given a matching \( w \) of size \( k \), we will say that its weight is \( \left( \frac{xy}{x^2} \right)^k \).

**Equation A.3.2 - handling of \( \sqcup \) operation**  Each matching \( w \) on the left side of the equation corresponds to union of two matchings \( w_1 \) in \( H_1 \) and \( w_2 \) in \( H_2 \). The sum of the numbers of unused vertices of each color by \( w_1 \) (which is \( F_1 \)) and \( w_2 \) (which is \( F - F_1 \)) is \( F \). Hence, \( w_1 \) is counted by \( U_M|_{F_1}(H_1; x, y) \), and \( w_2 \) is counted by \( U_M|_{F - F_1}(H_2; x, y) \). The product of their weights appears as a summand on the right side of the equation.

In the other direction, any two matchings \( w_1 \) (in \( U_M|_{F_1}(H_1; x, y) \)) and \( w_2 \) (in \( U_M|_{F - F_1}(H_2; x, y) \)) can be combined to a matching \( w \) in \( U_M|_F(H; x, y) \).

**Equation A.3.3 - handling of \( \rho \) operation**  Any matching of the right side is also the matching of the left side, with \( F \) and \( F' \) count the same unused vertices under the colorings of \( H \) and \( H_1 \).
**Equation A.3.5 - handling of \( \eta \) operation**

We can rewrite the equation A.3.5 to the following form:

\[
U_M|_F(H; x, y) = \sum_{q,F'\neq \varnothing} \left( \frac{y}{x^2} \right)^q \cdot U_M|_{F'}(H_1; x, y) \cdot \left( \begin{pmatrix} f' \cr q \end{pmatrix} \right) \cdot \left( \begin{pmatrix} f' \cr q \end{pmatrix} \right) \cdot q!
\]

\[
= \sum_{q,F'\neq \varnothing} \sum_{F_1} \left( \frac{y}{x^2} \right)^q \cdot U_M|_{F'}(H_1; x, y)
\]

\[
= \sum_{q,F'\neq \varnothing} \sum_{S \subseteq P_i \times P_j, S \text{ is q-matching}} \left( \frac{y}{x^2} \right)^{|S|} \cdot U_M|_{F'}(H_1; x, y)
\]

Any matching \( w \) on the left side contains some \( q \) edges between \( P_i \) and \( P_j \). The rest of the edges of \( w \) form a matching in \( H_1 \) when the numbers of unused vertices of each color are \( F' \), which satisfies A.3.6.

In the other direction, if \( F' \) and \( q \) satisfy A.3.6, any matching \( w_1 \) in \( U_M|_{F'}(H_1; x, y) \) can be extended by any combination of \( q \) edges between the \( f'_i \) free vertices labeled \( i \) and \( f'_j \) free vertices labeled \( j \) to form matching \( w \) with unused vertices as in \( F' \).

**A.3.3 Complexity analysis**

First of all, we will evaluate the complexity of every step of our algorithm. As we have already shown in A.3.1, every auxiliary polynomial we keep is actually monomial. Thus, we can consider every operation on those monomials as cost of 1.

1. Creation of the vertex.
   We should initialize up to \( (n^k) \) auxiliary monomials by 0 or 1. Time complexity is \( O(n^k) \)

2. \( \sqcup \) operation.
   The calculation of single monomial \( U_M|_F(H; x, y) \) requires summation over all possible \( F_1 \), which is \( O(n^k) \). This calculation should be done for all the \( (n^k) \) auxiliary monomials. Total complexity is \( O(n^{2k}) \).
3. \( \rho \) operation.

Although the summation is over \( F_1 \), there are only up to \( n \) vectors which can fit the formula \( \varphi \). The only free value is the \( j \)'th field of the vector. Thus, the calculation of a single monomial \( U_M|_F(H; x, y) \) has the time cost of \( O(n) \). Total complexity is \( O(n^{k+1}) \).

4. \( \eta \) operation.

The summation is over \( q \), which uniquely defines \( F' \). All the arithmetical operations, such as \( \left( \frac{f'_1}{q} \right) \cdot \left( \frac{f'_j}{q} \right) \) and \( q! \), are considered as time cost of 1. The calculation of a single monomial \( U_M|_F(H; x, y) \) has the time cost of \( O(n) \). Total complexity is \( O(n^{k+1}) \).

5. Summation of all the auxiliary monomials. Time cost of \( O(n^k) \).

The number of times each operation can be applied depends on the term \( t \). But we can see, that the most expensive operation (\( \sqcup \)) can appear at most \( n \) times in \( t \), because every time the number of vertices in \( \text{val}(t) \) grows at least by 1. Also, \( \eta \) operation cannot be applied more than \( n^2 \) times, because it adds edges every time. \( \rho \) operation can appear at most \( n \cdot k \) times. Finally, the summation of all the monomials is performed once.

Total time complexity of the algorithm (for \( k > 1 \)):

\[
O(n \cdot (n^k) + n \cdot (n^{2k}) + n^2 \cdot (n^{k+1}) + n \cdot k \cdot (n^{k+1}) + (n^k)) = O(n^{2k+1})
\]

A.4 Computing of the most distinctive edge elimination polynomial \( \xi(G; x, y, z) \) on graph classes of bounded tree-width

In this section we provide an explicit algorithm which computes the edge elimination polynomial on graphs of tree-width at most \( k \) in polynomial time. The graphs we consider in this section are unlabeled and undirected. Self-loops and multiple edges are allowed.

**Constrained edge elimination polynomial**

Recall that the edge elimination polynomial of the graph \( G = (V, E) \) is
defined by

\[ \xi(G; x, y, z) = \sum_{A \cup B} x^{k_{\text{cov}}(A \cup B) - k_{\text{cov}}(B)} y^{|A| + |B| - k_{\text{cov}}(B)} z^{k_{\text{cov}}(B)}, \]

where \( A \) and \( B \) are subsets of edges, such that \( V_A = \{ v : \exists u((u, v) \in A) \} \) and \( V_B = \{ v : \exists u((u, v) \in B) \} \) are disjoint, and \( k_{\text{cov}}(A) \) denotes the number of connected components in \((V_A, A)\).

We use variable substitution \( p = z/y \). Additionally, we denote by \( I(A \cup B) = V \setminus (V_A \cup V_B) \) is the set of vertices that are not adjacent to any of edges of \( A \) or \( B \). We get after the substitution:

\[ \xi(G; x, y, p) = \sum_{A \cup B} x^{k_{\text{cov}}(A) + |I(A \cup B)|} y^{|A| + |B|} p^{k_{\text{cov}}(B)}. \] (A.4.1)

Let \( C_A \subseteq V \), \( C_B \subseteq V \) and \( C_0 \subseteq V \) be disjoint subsets of vertices, and \( M \subseteq (C_A \cup C_B)^2 \) be some subset of pairs of vertices among \( C_A \) and \( C_B \). We denote by \( \varphi(A, B, C_A, C_B, C_0, M) \) the following predicate:

\[
\varphi(A, B, C_A, C_B, C_0, M) = (C_A \subseteq V_A) \land (C_B \subseteq V_B) \land (C_0 \subseteq I) \land (M = TCl(A \cup B) \cap (C_A \cup C_B)^2)
\] (A.4.2)

Informally, \( \varphi(A, B, C_A, C_B, C_0, M) \) is satisfied if all the vertices of \( C_A \) are incident to one of the edges of \( A \), all the vertices of \( C_B \) are incident to one of the edges of \( B \), all the vertices of \( C_0 \) are not incident to any of the edges of \( A \) or \( B \), and a pair of vertices \((u, v) \in M\) if and only if \( u \) and \( v \) are connected through the edges of \( A \) or \( B \). Using this notation, we define the constrained edge elimination polynomial:

\[ \xi_{C_A, C_B, C_0, M}(G; x, y, p) = \sum_{(A \cup B) \subseteq E, \varphi(A, B, C_A, C_B, C_0, M)} x^{k_{\text{cov}}(A) + |I(A \cup B)|} y^{|A| + |B|} p^{k_{\text{cov}}(B)} \] (A.4.3)

Note that the edge elimination polynomial is a special case of the constrained
edge elimination polynomial:

\[ \xi_{\varnothing,\varnothing,\varnothing,\varnothing}(G; x, y, p) = \xi(G; x, y, p) \quad (A.4.4) \]

A.4.1 The algorithm

The algorithm traverses the tree of decomposition \( T \) from bottom to top, while constructing the subgraphs \( G|_w \) defined by subtrees \( T|_w \), and keeping the auxiliary polynomials \( R(G|_w) \). The final polynomial is derived from the set \( R(G) \).

Let \( G = \langle V, E \rangle \) be a graph with \( |V| = n \) vertices and bounded tree-width. We suppose we are given a binary tree decomposition \( T = \langle W, F \rangle \), defining the graph \( G \). We need to compute its edge elimination polynomial \( \xi(G, x, y, p) \).

The input graph can have multiple edges. Therefore, the edge set \( |E| \) can be larger than \( |V|^2 \), which makes the time complexity of counting edge subsets unclear. To prevent this, we will use a notion of ”thickness” of an edge, i.e. for the edge \( e = (u, v) \), \( t_e \) denotes the number of edges connecting the vertices \( u \) and \( v \). In other words, we will compute the polynomial over a simple graph \( \tilde{G} = \langle V, \tilde{E} \rangle \), where \( \tilde{E} = \{(u, v) \in V^2 : (u, v) \in E\} \). In the sequel of this section, \( \tilde{G} \) and \( \tilde{E} \) denote correspondingly such a simplified graph and a simplified edge set.

Set of auxiliary polynomials to keep.

Let \( G|_w \) be a subgraph defined by subtree \( T|_w = \langle W', F' \rangle \), when \( w \) is not the root of \( T \). Let \( f \) be the father of \( w \) in the tree decomposition. We denote by \( S_{fw} \) the vertices shared between \( S_f \) and \( S_w \): \( S_{fw} = S_f \cap S_w \).

Let \( C_{Af_w}, C_{Bf_w} \) and \( C_{0f_w} \) run over all the tri-partitions of \( S_{fw} \), and \( M_{fw} \) run over all the subsets of \( (S_{fw})^2 \). We define the set of auxiliary polynomials as follows:
\[ R(G|_w) = \{ \]
\[ Q^w_{C_{A_fw}, C_{B_fw}, C_{0_fw}, M_{fw}} = \xi_{C_{A_fw}, C_{B_fw}, C_{0_fw}, M_{fw}}(G|_w; x, y, p) : \]
\[ C_{A_fw} \sqcup C_{B_fw} \sqcup C_{0_fw} = S_{fw}, \]
\[ M_{fw} \subseteq (S_{fw})^2 \} \]
\[ (A.4.5) \]

If \( w \) is a root, we will compute only one auxiliary polynomial:

\[ R(G|_w) = \{ Q^w_{\emptyset, \emptyset, \emptyset, \emptyset} = \xi_{\emptyset, \emptyset, \emptyset, \emptyset}(G; x, y, p) \}, \]

which equals to the edge elimination polynomial. Note that there are at most \( 3^{k+1} \times 2^{(k+1)^2} \) auxiliary polynomials. For sake of compactness, we shall use the index \( I_{fw} \) instead of \( \{ C_{A_fw}, C_{B_fw}, C_{0_fw}, M_{fw} \} \).

**Base: auxiliary polynomials of leaves**

Let \( w \) be a leaf of \( T \), and \( f \) be its father. Let \( G|_w \) be a subgraph defined by \( w \). This graph has at most \( k+1 \) vertices. For every tripartition \( C_{A_fw} \sqcup C_{B_fw} \sqcup C_{0_fw} = S_{fw} \), and every subset \( M_{fw} \subseteq (S_{fw})^2 \), by the definition of constrained edge elimination polynomial:

\[ Q^w_{I_{fw}} = \xi_{I_{fw}}(G|_w; x, y, p) = \]
\[ = \sum_{(A \sqcup B) \subseteq E|_w, (A,B,I_{fw}) \neq \emptyset} x^{k_{cov}(A)+|I(A \cup B)|} \cdot \left( \prod_{e \in A \cup B} y \right) \cdot p^{k_{cov}(B)} = \]
\[ = \sum_{(A \sqcup B) \subseteq \bar{E}|_w, (A,B,I_{fw}) \neq \emptyset} x^{k_{cov}(A)+|I(A \cup B)|} \cdot \left( \prod_{e \in A \cup B} ((y+1)^{\kappa_e} - 1) \right) \cdot p^{k_{cov}(B)} \]

**Step: auxiliary polynomials of an internal node**

Let \( w \) be an internal node of \( T \), \( l \) and \( r \) - its children nodes, and \( f \) - its father. We need to compute the auxiliary polynomials

\[ R(G|_w) = \{ Q^w_{I_{fw}} : C_{A_fw} \sqcup C_{B_fw} \sqcup C_{0_fw} = S_{fw}, M_{fw} \subseteq (S_{fw})^2 \} \]
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given the auxiliary polynomials of the subgraphs defined by \( w \)'s children:

\[
R(G|_l) = \{ Q^l_{Iwl} : C_{Awl} \cup C_{Bwl} \cup C_{0wl} = S_{wl}, M_{wl} \subseteq (S_{wl})^2 \}
\]

\[
R(G|_r) = \{ Q^r_{Irwr} : C_{Awr} \cup C_{Bwr} \cup C_{0wr} = S_{wr}, M_{wr} \subseteq (S_{wr})^2 \}
\]

Recall that \( E_w \) is a set of edges added by \( w \), and \( \tilde{E}_w \) is its simplified copy. Let \( A_w \subseteq \tilde{E}_w \) and \( B_w \subseteq \tilde{E}_w \) be vertex-disjoint subsets of \( \tilde{E}_w \), covering correspondingly vertex sets \( V_{Aw} \) and \( V_{Bw} \). We define auxiliary graphs over the vertex set \( S_w \) with edge sets defined as follows:

\[
H_{Awl} = (S_w, F_{Awl}), \text{ where } F_{Awl} = M_{wl} \cap C^2_{Awl},
\]

\[
H_{Awr} = (S_w, F_{Awr}), \text{ where } F_{Awr} = M_{wr} \cap C^2_{Awr},
\]

\[
H_{Bwl} = (S_w, F_{Bwl}), \text{ where } F_{Bwl} = M_{wl} \cap C^2_{Bwl},
\]

\[
H_{Bwr} = (S_w, F_{Bwr}), \text{ where } F_{Bwr} = M_{wr} \cap C^2_{Bwr},
\]

\[
H_{Aw} = (S_w, F'_{Aw}), \text{ where } F'_{Aw} = F_{Aw} \cup A_w,
\]

\[
H'_{Bw} = (S_w, F'_{Bw}), \text{ where } F'_{Bw} = F_{Bw} \cup B_w,
\]

\[
H'_w = (S_w, F'_w), \text{ where } F'_w = F'_{Aw} \cup F'_{Bw}.
\]

Finally, the contribution function of \( A_w \) and \( B_w \) with child indexes \( I_{wr} \) and \( I_{wl} \) is defined as follows:

\[
C(A_w, B_w, I_{wr}, I_{wl}) = x^{(k_{cov}(H'_{Aw}) + |I(H'_w)|)} - (k_{cov}(H_{Aw}l) + |C_{0wl}| + k_{cov}(H_{Awr}) + |C_{0wr}|)
\]

\[
\cdot \left( \prod_{e \in A_w \cup B_w} (y + 1)^{k_e} - 1 \right)
\]

\[
\cdot p^{k_{cov}(H'_{Bw}) - (k_{cov}(H_{Bwl}) + k_{cov}(H_{Bwr}))}
\]

(A.4.6)

Here \( k_{cov}(H) \) and \( I(H) \) denotes correspondingly the number of covered connected components and the number of isolated nodes in certain auxiliary graph.
Proposition A.4.1 Auxiliary polynomials for subgraph $G|_{w}$ can be computed by the following formula:

\[ Q_{I_{w}}^{w} = \sum_{(I_{f_{w}}, I_{a_{l}}, I_{a_{r}}, A_{w}, B_{w}) = \psi} Q_{I_{a_{l}}}^{I_{a_{l}}} \cdot Q_{I_{a_{r}}}^{I_{a_{r}}} \cdot C(A_{w}, B_{w}, I_{a_{l}}, I_{a_{r}}), \]  

(A.4.7)

where

\[ \psi = \begin{cases} 
(C_{A_{w}} \cup C_{A_{w}} \cup V_{Aw}) \cap (C_{B_{w}} \cup C_{B_{w}} \cup V_{Bw}) = \emptyset, \\
C_{A_{f_{w}}} = (C_{A_{a_{l}}} \cup C_{A_{a_{r}}} \cup V_{Aw}) \cap S_{f_{w}}, \\
C_{B_{f_{w}}} = (C_{B_{a_{l}}} \cup C_{B_{a_{r}}} \cup V_{Bw}) \cap S_{f_{w}}, \\
C_{0_{f_{w}}} = S_{f_{w}} \setminus (C_{A_{f_{w}}} \cup C_{B_{f_{w}}}), \\
M_{f_{w}} = (C_{A_{f_{w}}} \cup C_{B_{f_{w}}}) \cap TCI[M_{a_{l}} \cup M_{a_{r}} \cup A_{w} \cup B_{w}]. 
\end{cases} \]

A.4.2 Proof of correctness

We use induction on the structure of the tree decomposition. Since the base equations are computed by definition, we should only prove that the proposition A.4.1 is correct.

We shall find $1 \rightarrow 1$ and onto mapping between the consistent choices of $A$ and $B$ in $G|_{w}$ and the summands at the right side of the equation A.4.7, i.e. for every consistent choice of $A$ and $B$ in $G|_{w}$, we should find the corresponding summand, and show that for every two different choices there are different summands. The second direction is the opposite: for every summand on the right side of the equation, we should find the corresponding choice of $A$ and $B$ in $G|_{w}$ on the left side, and show that different summands correspond to different choices.

Let $Ch|_{w}$ be set of all the consistent choices of $A$ and $B$ in $G|_{w}$, $Ch|_{l}$ be the same in $G|_{l}$, and $Ch|_{r}$ be the same in $G|_{r}$.

Direction 1

Let $ch|_{w}$ be a particular choice of $A$ and $B$ in $G|_{w}$, which is counted by $Q_{I_{f_{w}}}^{w}$.

Every choice of $A$ and $B$ in $G|_{w}$ consists of six disjoint parts:

- Subset $A$ consists of disjoint subset $A_{l}$ of $G|_{l}$, subset $A_{r}$ of $G|_{r}$, and a subset of $\bar{E}_{w}$, which we call $A_{w}$;
- Subset $B$ consists of disjoint subset $B_{l}$ of $G|_{l}$, subset $B_{r}$ of $G|_{r}$, and a subset of $\bar{E}_{w}$, which we call $B_{w}$;

The choices $A_{l}$ and $B_{l}$ are determined by $ch|_{l}$, and $A_{r}$ and $B_{r}$ are determined...
by $\chi|_r$.

The choice $\chi|_l$ uses some subsets $C_{Aw}$ and $C_{Bw}$ of $S_{wl}$, and it is counted by $Q^l_{f_w}$ (induction hypothesis). Moreover, under this choice, the vertices of $C_{Aw}$ and $C_{Bw}$ are connected or not connected (via chosen edges) according to the matrix $M_{wl}$. The same holds for $\chi|_r$.

The contribution of the node $w$ to $Q^w_{f_w}$ is counted as follows:

- The degree of $x$ is affected by the number of covered connected components marked $A$, and number of unmarked vertices. The previously counted contributions of $Q^l_{f_w}$ and $Q^r_{f_w}$, which are respectively $x^{k_{\text{cov}}(H_{Aw})} + |C_{Aw}|$ and $x^{k_{\text{cov}}(H_{Bw})} + |C_{Bw}|$, are subtracted from the current contribution $x^{k_{\text{cov}}(H'_{Aw})} + |I(H'_w)|$.

- The degree of $y$ is affected by the number of edges added by the node $w$.

- The degree of $p$ is affected by the number of covered connected components marked $B$. The previously counted contributions of $Q^l_{f_w}$ and $Q^r_{f_w}$, which are respectively $x^{k_{\text{cov}}(H_{Bw})}$ and $x^{k_{\text{cov}}(H_{Bw})}$, are subtracted from the current contribution $x^{k_{\text{cov}}(H'_{Bw})}$.

Moreover, if $\chi|_l$, $\chi|_r$, $A_w$ and $B_w$ are consistent, and $\chi|_w$ fits the index $I_{f_w}$, the predicate $\psi$ is satisfied.

If two choices $\chi|_l$ and $\chi'|_l$ of $A$ and $B$ in $G|_w$ are different, without loss of generality, $A$ or $B$ under $\chi|_w$ includes some edge $\chi'|_w$ doesn’t include. Since every edge is added only once during the graph construction, it can belong to exactly one of the components: $\chi|_l$, $\chi|_r$, $A_w$ or $B_w$, so the corresponding components of the summand of the right side of equation are different too.

Direction 2

For every set of choices $\chi|_l \in Ch|_l$, $\chi|_r \in Ch|_r$, and $A_w, B_w \subseteq \tilde{E}_w$, if they are consistent and fit together some index $I_{f_w}$, they can be combined into a choice of $A$ and $B$ in $G|_w$, which would be counted by $Q^w_{f_w}$. Otherwise, if they are not consistent, the formula $\psi$ will not be satisfied. Since $\chi|_l \in Ch|_l$, $\chi|_r \in Ch|_r$, and $A_w, B_w \subseteq \tilde{E}_w$ are disjoint, two combinations, in which at least one component is different, will correspond to different choices of $A$ and $B$ in $G|_w$. □
A.4.3 Complexity analysis

Each step of algorithm requires:

- Compute up to $3^{k+1} \times 2^{(k+1)^2} = O(2^{1+o(1)k^2})$ auxiliary polynomials
- For each polynomial, run over all the pairs of possible child indexes. This takes up to $O(2^{2k^2})$.
- Check that $\psi$ is satisfied. This takes up to $O(k^2)$.

Total time complexity: $O(n^3) \cdot O(k^2 \cdot 2^{3+o(1)k^2})$

A.5 Computing of the subgraph component polynomial $Q(G; x, y)$ on graph classes of bounded tree-width

In this section we provide an explicit algorithm which computes the subgraph component polynomial on graphs of tree-width at most $k$ in polynomial time. The graphs we consider in this section are unlabeled and undirected, without multiple edges and self-loops.

Constrained subgraph component polynomial

Recall that the subgraph component polynomial of the graph $G = (V, E)$ is defined by

$$Q(G; x, y) = \sum_{U \subseteq V} x^{|U|} y^{k(G[U])},$$

where $U$ runs over the subsets of vertices of $G$, and $k(G[U])$ denotes the number of connected components in the subgraph of $G$ induced by $U$.

Let $A, B \subseteq V$ be subsets of vertices of $G$ and let $M \subseteq A^2$ be a symmetric binary relation on $A$. We denote by $\varphi(U, A, B, M)$ the following predicate:

$$\varphi(U, A, B, M) = (M = (TCI(E \cap U^2)) \cap A^2) \land (A \subseteq U) \land (B \cap U = \emptyset) \quad (A.5.1)$$

Informally, $\varphi(U, A, B, M)$ is satisfied if all the vertices of $A$ are in $U$, none of the vertices of $B$ are in $U$, and a pair $\{u, v\} \in M$ iff $u$ and $v$ are connected in...
Using this notation, we define the constrained subgraph component polynomial:

\[ Q_{A,B,M}(G; x, y) = \sum_{U \subseteq V, \phi(U,A,B,M)} x^{|U|} y^{k(G[U])}. \]  
(A.5.2)

Note that the subgraph component polynomial is a special case of the constrained polynomial:

\[ Q_{\emptyset,\emptyset,\emptyset}(G; x, y) = Q(G; x, y) \]  
(A.5.3)

A.5.1 The algorithm

The algorithm traverses the tree of decomposition \( T \) from bottom to top, while constructing the subgraphs \( G_{|w} \) defined by subtrees \( T_{|w} \), and keeping the auxiliary polynomials \( R(G_{|w}) \). The final polynomial is derived from the set \( R(G) \).

Let \( G = \langle V, E \rangle \) be a graph with \(|V| = n \) vertices and bounded tree-width. We suppose we are given a binary tree decomposition \( T = \langle W, F \rangle \), defining the graph \( G \). We need to compute its subgraph component polynomial \( Q(G; x, y) \).

**Set of auxiliary polynomials to keep.**

Let \( G_{|w} \) be a subgraph defined by subtree \( T_{|w} = \langle W', F' \rangle \), when \( w \) is not the root of \( T \). Let \( f \) be the father of \( w \) in the tree decomposition. We denote by \( S_{fw} \) the vertices shared between \( S_f \) and \( S_w \): \( S_{fw} = S_f \cap S_w \)

Let \( A_{fw} \) run over all subsets of \( S_{fw} \), and \( M_{fw} \) run over all the subsets of \( (S_{fw})^2 \). We define the set of auxiliary polynomials as follows:

\[
R(G_{|w}) = \{ Q_{A_{fw},M_{fw}}^{w} = Q_{A_{fw},S_{fw}\backslash A_{fw},M_{fw}}^{w}(G_{|w}; x, y) : \ A_{fw} \subseteq S_{fw}, \ M_{fw} \subseteq (S_{fw})^2 \}
\]

If \( w \) is a root, we will compute only one auxiliary polynomial:

\[
R(G_{|w}) = \{ Q_{\emptyset,\emptyset,\emptyset}^{w} = Q_{\emptyset,\emptyset,\emptyset}(G; x, y) \},
\]

which equals to the subgraph component polynomial. Note that there are at most \( 2^{k+1} \times 2^{(k+1)^2} \) auxiliary polynomials.
Base: auxiliary polynomials of leaves

Let \( w \) be a leaf of \( T \), and \( f \) be its father. Let \( G|_w \) be a subgraph defined by \( w \). This graph has at most \( k + 1 \) vertices. For every subset \( A_{fw} \subseteq S_{fw} \), and every subset \( M_{fw} \subseteq (S_{fw})^2 \), by the definition of constrained subgraph component polynomial:

\[
Q_{A_{fw},M_{fw}}^w = Q_{A_{fw},M_{fw}}(G|_w; x, y) = \sum_{\substack{U \subseteq V|_w, \\
(U, A_{fw}, S_{fw} \setminus A_{fw}, M_{fw}) \neq \varnothing}} x^{|U|} y^{k(U)}.
\]

Step: auxiliary polynomials of an internal node

Let \( w \) be an internal node of \( T \), \( l \) and \( r \) - its children nodes, and \( f \) - its father. We need to compute the auxiliary polynomials

\[
R(G|_w) = \{ Q_{A_{fw},M_{fw}}^w : A_{fw} \subseteq S_{fw} \setminus M_{fw} \subseteq (S_{fw})^2 \}
\]

given the auxiliary polynomials of the subgraphs defined by \( w \)'s children:

\[
R(G|_l) = \{ Q_{A_{wl},M_{wl}}^l : A_{wl} \subseteq S_{wl} \setminus M_{wl} \subseteq (S_{wl})^2 \}
\]

\[
R(G|_r) = \{ Q_{A_{wr},M_{wr}}^w : A_{wr} \subseteq S_{wr} \setminus M_{wr} \subseteq (S_{wr})^2 \}
\]

Recall that \( E_w \) is a set of edges added by \( w \). Let \( A_w \subseteq S_w \) be a subset of \( S_w \). We denote by \( E_{Aw} \) the edges between vertices of \( A_w \): \( E_{Aw} = E_w \cap A_w^2 \).

We define auxiliary graphs over the vertex sets and edge sets defined as follows:

\[
H_{wl} = (S_{wl}, F_{wl}), \text{ where } F_{wl} = M_{wl},
\]

\[
H_{wr} = (S_{wr}, F_{wr}), \text{ where } F_{wr} = M_{wr},
\]

\[
H_w = (S_w, F_w), \text{ where } F_w = TCl(F_{wl} \cup F_{wr} \cup E_{Aw}).
\]

The contribution function of \( A_w \subseteq S_w \) with children indexes \( A_{wl}, M_{wl} \) and
\(A_{wr}, M_{wr}\) is defined as follows:
\[
C(A_w, A_{wl}, M_{wl}, A_{wr}, M_{wr}) = x |A_w| - (|A_{wl}| + |A_{wr}|) y k(H_w) - (k(H_{wl}) + k(H_{wr}))
\]
(A.5.4)

**Proposition A.5.1** Auxiliary polynomials for subgraph \(G|_w\) can be computed as follows:
\[
Q^w_{A_{fw}, M_{fw}} = \sum_{\left( \begin{array}{c} A_{fw}, M_{fw}, S_{fw} \\ A_{wl}, M_{wl}, S_{wl} \\ A_{wr}, M_{wr}, S_{wr} \\ A_w \end{array} \right)} Q^l_{A_{wl}, M_{wl}} C(A_{wr}, A_{wl}, M_{wl}, A_{wr}, M_{wr}),
\]
where
\[
\psi = \begin{cases} 
A_w \cap S_{wl} = A_{wl}, \\
A_w \cap S_{wr} = A_{wr}, \\
A_{fw} = A_w \cap S_{fw}, \\
M_{fw} = A^2_{fw} \cap TCl(M_{wl} \cup M_{wr} \cup E_{A_w})
\end{cases}
\]
(A.5.5)

**A.5.2 Proof of correctness**

We use induction on the structure of the tree decomposition. Since the base equations are computed by definition, we should only prove that the proposition A.5.1 is correct.

We shall find \(1 \rightarrow 1\) and \(onto\) mapping between the consistent choices of \(U\) in \(G|_w\) and the summands at the right side of the equation A.5.5, i.e. for every consistent choice of \(U\) in \(G|_w\), we should find the corresponding summand, and show that for every two different choices there are different summands. The second direction is the opposite: for every summand on the right side of the equation, we should find the corresponding choice of \(U\) in \(G|_w\) on the left side, and show that different summands correspond to different choices.

Let \(Ch|_w\) be set of all the consistent choices of \(U\) in \(G|_w\), \(Ch|_l\) be the same in \(G|_l\), and \(Ch|_r\) be the same in \(G|_r\).

**Direction 1**

Let \(U|_w\) be a particular choice of \(U\) in \(G|_w\), which is counted by \(Q^w_{A_{fw}, M_{fw}}\). Every choice of \(U\) in \(G|_w\) consists of three parts that coincide on the shared vertices:
subset $U\mid_l$ of $G\mid_l$, subset $U\mid_r$ of $G\mid_r$, and $A_w$ that consists of vertices of $S_w$. By the induction hypothesis, $Q^l_{A_w,M_w}$ and $Q^r_{A_w,M_w}$ count the choices of $U\mid_l$, and $U\mid_r$. Moreover, connectedness of vertices of $A_{wl}$ and $A_{wr}$ are according to the matrices $M_{wl}$ and $M_{wr}$.

The contribution of the node $w$ to $Q^w_{A_w,M_w}$ is counted as follows:

- The degree of $x$ is affected by the number of vertices added by $A_w$. The previously counted contributions of $Q^l_{A_w,M_w}$ and $Q^r_{A_w,M_w}$, which are respectively $|A_{wl}|$ and $|A_{wr}|$, are subtracted from the current contribution $|A_w|$. 

- The degree of $y$ is affected by the number of connected components added by $A_w$. The previously counted contributions of $Q^l_{A_w,M_w}$ and $Q^r_{A_w,M_w}$, which are respectively $k(H_{wl})$ and $k(H_{wr})$ are subtracted from the current contribution $k(H_w)$.

Moreover, if $U\mid_l$, $U\mid_r$, and $A_w$ are consistent, and $U\mid_w$ is a fit for the index $A_{fw},M_{fw}$, the predicate $\psi$ is satisfied.

If two choices $U\mid_w$ and $U\mid_w'$ of $U$ in $G\mid_w$ are different, without loss of generality, $U$ under $U\mid_w$ includes some vertex $U\mid_w'$ doesn’t include. Since all the components $U\mid_l$, $U\mid_r$, and $A_w$ coincide on the shared vertices, the corresponding components of the summand of the right side of equation are different too.

**Direction 2**

For every set of choices $U\mid_l \in \mathcal{Ch}\mid_l$, $U\mid_r \in \mathcal{Ch}\mid_r$, and $A_w \subseteq S_w$, if they are consistent, they can be combined into a choice of $U$ in $G\mid_w$, which would be counted by $Q^w_{A_{fw},M_{fw}}$. Otherwise, if they are not consistent, the predicate $\psi$ will not be satisfied. Since $U\mid_l \in \mathcal{Ch}\mid_l$, $U\mid_r \in \mathcal{Ch}\mid_r$, and $A_w \subseteq S_w$ must coincide on shared vertices, two combinations, in which at least one component is different, will correspond to different choices of $U$ in $G\mid_w$.

**A.5.3 Complexity analysis**

Each step of algorithm requires:

- Compute up to $2^{k+1} \times 2^{(k+1)^2} = O(2^{(1+\alpha(1))k^2})$ auxiliary polynomials

- For each polynomial, run over all the pairs of possible child indexes. This takes up to $= O(2^{2k^2})$. 
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• Check that $\psi$ is satisfied. This takes up to $O(k^2)$.

Total time complexity: $O(n^3) \cdot O(k^2 \cdot 2^{(3+o(1))k^2})$. 
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תוכננות שלמות ואוניברסליות של ש🍗רורת-גרפים ופוליגרמי-גרפים.

אכילה אברכים
תכונות שלמות ואוניברסליות של שמרות-גרפים ופליוגמי-גרפים.

תיבור על מחקרה

לשםميلתחפיפותוליגימושבתלקבליותהנליו
דוקטור לפילוסופיה

אילה אברבך

רונן לטש-בטניק — מרכז טכנולוגי לישראל
אדר א-רצ'א, חיפה, פברואר 2011
המaphore מגיעה מתמטית פרו פור מקובסקט אפוקלפשה למיצוג המחשב

ברצוני להדגישargar ארבעה, שאף מקובסקט, על השיח, התופעה ותרועה שלק製作
בכל שולחניך. אני מתרזע להדגיש, מכל מקום, המאמץ המתקדם שפרлемונר
ไม่ได้

تحميل פרו ומקובסקט. ד"ר, רודי רוטמן, פרופ', פיטו פיטון. студ
עם כל מaltı מדפי הסמינרים בו נושא: "אימפרה, אריה מצלחת, נינו אלנתרל, נורן קרובי. איל ידידות ידידות, על דינמיקה פרויסת הוצאת. תודuhフラフיפ
ברון קרוסטל, שארון הופנה. את התכשיטים של פעמיים והדרתאמט היכל.

תודה לקורסיטר ומכプロジェクト של גלי טר. מброור ששל "מסיעים הפקודה הקשה" של

פילוסוף והדרתאמט. תודuh הבדל גוזר הכתובת. פרויר, אמברני, פרופ', הפקס

מניה פרויר. אקוד פיש, על הידוות הטרסית והודעה רומן. תודuh בל. מורה

ילבשיה על תעדה מניקוד סכובלא. תודuh מימונה תלמידיו התריכי הראיצ

ביכじゃない. אני מודל, או, יلد זה, על קריאה קפדנית של ההיבר זה על

ערימה הרובך.

לבסוף, תודה על המושעת על סבלנות והימינתי, בקשר לכל תקיפת

השפת של.

אצוי מחרת, הקור הלאומית למגיד, הלך והיאנה, מרקוס על הימים

הכ뱉ת עדינה.
תケツיו

מלונני-רפיס והכס קוקס האופטימיזה ע"י תטרס תאן תומלת עם מנהלים מתוכנות של בחרים, בכדי לכל
מלונני-רפיס מישרים אחד לsbin אופטימיBUILDhere יוצר בדלוק למיקורים מחירים
לאן פולמצ-רפסים המשיכוacket או מיכל השאר. ואכן
מחוות את מחח הרחס שונים שלגדים מוסיפים למענה של שולחון צבע התחלדה
שלמגון: BUILDhere (מונומרים) של מלונני-רפסים עם מנהלי תאנדר בזרם דרך את
הключаין.

מלונני-רפסים דעיסים ריבים של תוכנות רקורסיוניות לפני תקע לקצץ
משימה של פלטלות הרוד-санף. ואת הרד-קנוי, מתחברת לעובדות של
על מלונני של Tutte-Oxley-Brylawski BUILDhere מ-רפסים בדרכי לבוניה הרקורסיוניות שלמל. את מליחים מעטטים ארוחת
שלמה ואריגים בטמulatory במקלחת את. ואת מעניקים את התמצאות עם"ל לטרפים
לע קבועות על הקשהות ואצטמי:

ונמידמקס סוכם אתראתי שלבת תיטראות החירום של מלונני-רפסים h-
שלמגון הרודים שלעל, יודג, את מניעתכב דגירה של מלונני-רפסים
החדל כל תרשים שמה תינוכ בתושב בידני עליפי אחר תני המקרה מович
בפרומר מוסיס, ממסקטס אלגוריה-מכים מברק.

нима

f : G \rightarrow R

ותיה הצפה של הכוח. שדר-רפסים היא פנקצות
蹒ה בעבר על מתכ分工לא רפסים יאומני BUILDhere
ויר. f(G_1) = f(G_2) : BUILDhere f
הקצף מיקמנות להיות עד. R
לצפים-רפסים נוחים שים BUILDhere
יתים, f רפסים מצוים ב- \{0, 1\}, מadoresバルוגן, גודיק, התות המ.tableViewי, קסי
מיוסרי, איטלי, מלונני, המ. כאשל R
והמודרימס שלמלים כומס BUILDhere

Define the following functions for $G_1$ and $G_2$:

$$p = \phi_1(X),$$

$$q = \phi_2(X).$$

For $G_1$, we have:

$$p(G_1) = \phi_1(X) = \phi_2(X).$$

And for $G_2$:

$$q(G_2) = \phi_2(X) = \phi_1(X).$$

Now, we define the relation $\leq_{\text{sub}}$ as follows:

$$x \leq_{\text{sub}} y \iff \exists z : x = \phi_1(z) \land y = \phi_2(z).$$

This relation allows us to compare elements from $G_1$ and $G_2$.

Finally, we define the relationship $R$ as:

$$R(G_1, G_2) \iff \exists x, y : x \leq_{\text{sub}} y.$$
Let $\phi: \mathcal{G} \to \mathcal{R}[\bar{Y}]$ be a morphism. We have
\[
\phi^{-1}([\bar{Y}]_{\mathcal{R}}) = \{ \bar{X} \in \mathcal{R} | \mathcal{G}(\bar{X}) = \phi^{-1}([\bar{Y}]_{\mathcal{R}}) \}
\]
and
\[
\phi^{-1}(\bar{X}) = \{ \bar{Y} \in \mathcal{R}[\bar{Y}] | \mathcal{G}(\bar{X}) \subseteq \phi^{-1}(\bar{Y}) \}
\]
מחלקה של שמות-רפים מסודרים על יסוד-קרטסיה

אני מעריך את הסדרות הפוליות שמהולסטפילקטים בעלות כמות לא הגדולת את של המיפוי, המיפוי יסוד-קרטסיה לולא עב פיתולים האדם על גלוס:

משולח הגרוזה קשת:

\( e \) מסין את הגרוז המתרבה מתוכ \( G - e \) •

\( e \) מסין את הגרוז המתרבה מתוכ \( G/e \) •

הכפתוח של \( e \) העיריז תחתי

\( e \) מסין את הגרוז המתרבה מתוכ \( G \) + \( e \) •

הכפתוח של \( e \)

משולח הגרוזה גוזה:

\( v \) מסין את הגרוז המתרבה מתוכ \( G - v \) •

\( v \) מסין את הגרוז המתרבה מתוכ \( G/v \) •

וזה הוא של השתייס של לולס

\( v \) מסין את הגרוז המתרבה מתוכ \( G \) † \( v \) •

וזה הוא של השתייס של

בunded הגרוזה על מגדיר מחלקה של שמות-רפים מסודרים על יסוד-קרטסיה.
$p(G) = \alpha p(G - e) + \beta p(G/e)$

$\sigma p(G - e) + \tau p(G/e)$

$\rho p(G) = \alpha p(G - e) + \beta p(G/v) + \gamma p(G/v)$

$\rho p(G) = \alpha p(G - e) + \beta p(G/e) + \gamma p(G/v)$

$\rho p(G) = \alpha p(G - e) + \beta p(G/v) + \gamma p(G/v)$

$\rho, \beta, \gamma, \sigma, \tau$}

\[ G \subseteq C, TG, M, EE, V E \]

$X \in C, TG, M, EE, V E$

$\alpha = 1$

$S \subseteq X$

$X \in C, TG, M, EE, V E$

$U_X \in X$

$dp$}
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\[ U_M(G; x, y) = \sum_{M \subseteq E \text{ is a matching}} y^{|M|} |x|^{|V| - 2|M|} \]

\[ \xi(G; x, y, z) = \sum_{(A \cup B) \subseteq E} x^{k(A \cup B) - k_{cov}(B)} y^{|A| + |B| - k_{cov}(B)} z^{k_{cov}(B)}. \]
\[ U_{VE}(G; x, y) = \sum_{U \subseteq V} x^{|U| - k(G[U])} (x + y)^{k(G[U])}, \]

where \( k(G[U]) \) is the degree of \( U \subseteq V \) in the graph. Also, we define the function \( \xi(G; x, y, z) = U_{ME}(G; x, y) \), where \( M(G; x, y) \) is the matching number of the graph and \( U_{ME}(G; x, y) \) is the Tutte polynomial of the graph.
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