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Abstract

This thesis discusses a variational methodology which involves local modeling of data from noisy samples, combined with global model parameter regularization. This methodology enables the reconstruction of local parameterized model describing the signal while addressing it’s main goal. We show that this methodology encompasses many previously proposed algorithms, from the celebrated moving least squares methods to the globally optimal over-parametrization methods. However, the unified look at the range of problems and methods previously considered also suggests a wealth of novel global functionals and local modeling possibilities.

Over-parametrization is a general variational methodology, which enables prior knowledge about the properties of the problem domain to be readily incorporated by means of a set of ”basis” or ”dictionary functions”. The novelty of this methodology is in the fact that the regularization term is designed to penalize for deviation from the model which describes the domain, whereas common functionals penalize for deviation in the signal itself. This methodology yields excellent results for noise removing and for optical flow estimation.

Specifically, we discuss two application of the proposed variational methodology. We begin by showing that the over-parameterized functional regularization may be expanded into an implicit segmentation process. Using a motion model which imposes a stereoscopic constraint, we show that this functional generates state of the art optical flow results. We then propose to incorporate a new non-local variational functional into the methodology, and show that it greatly improves robustness and accuracy in local model recovery compared to previous methods. The proposed methodology may be viewed as a basis for a general framework for addressing a variety of common research domains in signal and image processing and analysis, such as denoising, adaptive smoothing, reconstruction and segmentation.
# Abbreviations and Notations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_D$</td>
<td>Data or fidelity term</td>
</tr>
<tr>
<td>$E_S$</td>
<td>Smoothness or regularization term</td>
</tr>
<tr>
<td>$E_{S,AT}$</td>
<td>Regularization term modified with Ambrosio-Tortorelli scheme</td>
</tr>
<tr>
<td>$u,v$</td>
<td>Optical flow in $x,y$ direction respectively</td>
</tr>
<tr>
<td>$\psi(s^2)$</td>
<td>Convex approximation of the L1 norm</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td>Generic model of the optical flow</td>
</tr>
<tr>
<td>$A_i$</td>
<td>Model parameters</td>
</tr>
<tr>
<td>$\phi_i$</td>
<td>Model basis functions</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Relative weight constant between the data term and the regularization term</td>
</tr>
<tr>
<td>$v_{AT}$</td>
<td>Ambrosio-Tortorelli diffusivity function</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Small constant value</td>
</tr>
<tr>
<td>$\rho_1,\rho_2$</td>
<td>Ambrosio-Tortorelli scheme constants</td>
</tr>
<tr>
<td>$\mathcal{F}$</td>
<td>Fundamental matrix</td>
</tr>
<tr>
<td>$e,e'$</td>
<td>Left, right epipole</td>
</tr>
<tr>
<td>$\pi$</td>
<td>A plane</td>
</tr>
<tr>
<td>$H$</td>
<td>Planar homography</td>
</tr>
<tr>
<td>$f_{noisy}$</td>
<td>Noisy signal</td>
</tr>
<tr>
<td>$w(x,y)$</td>
<td>Weighting function</td>
</tr>
<tr>
<td>$AT$</td>
<td>Ambrosio-Tortorelli scheme</td>
</tr>
<tr>
<td>$TV$</td>
<td>Total variation</td>
</tr>
<tr>
<td>$OP$</td>
<td>Over-parameterized method</td>
</tr>
<tr>
<td>$MOP$</td>
<td>Modified over-parameterized method (with AT scheme)</td>
</tr>
<tr>
<td>$NLOP$</td>
<td>Non-local over-parameterized method</td>
</tr>
<tr>
<td>$K-SVD$</td>
<td>Denoising algorithm</td>
</tr>
<tr>
<td>$STD$</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>$C_1$</td>
<td>Continuously differentiable function</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

A fundamental problem in both image and signal processing is that of recovering a function, a curve or a surface (i.e., a signal or an image) from its noisy and distorted samples. Significant research effort addressed this problem and the results obtained so far are quite remarkable. The most important ingredient in the success of any method that extracts signals from noise is, of course, the set of assumptions that summarizes our prior knowledge about the properties of the signal that effectively differentiate it from the noise. These assumptions range from some vague general requirements of smoothness on the signals, to quite detailed information on the structure or functional form of the signals that might be available due to prior knowledge on their sources.

The prior information on signal/image is often expressed in the form of a parameterized model. For instance, in speech recognition [50] slowly varying coefficients of the short-time Fourier transform (STFT) is used to locally describe and model highly fluctuating spectral characteristics over time. In object recognition the choice of the correct spatial support for objects i.e., the segmentation, is a fundamental issue [41], hence in general scene understanding support maps are used to represent segmentation of images into homogeneous chunks, enabling the representation of objects as disjoint regions with different local modeling parameters [22]. In geometric modeling, B-splines (which are essentially a continuous set of piecewise polynomials), are used for local curve and surface approximation, interpolation and fitting from noisy samples [20]. In model-based texture segmentation [27], the selection of an appropriate model support set is important to obtain a good texture representation, which is the basis for the segmentation process.

One of the widespread and successful methods for local signal modeling, is the
celebrated moving least squares local fitting method (MLS)[37]. This method fits a parameterized model for each signal sample by analytically solving a local set of linear equations. On the other hand, a variational method allows for applying global assumptions expressing prior knowledge on the variations of local parameters.

A model-based global variational methodology, the over-parameterized approach, was originally proposed by Nir et al. [46], where they applied the over-parameterized method for signal denoising. They showed that the proposed methodology is able to better express the denoised signal domain, compared with the classical total variation denoising model originally proposed by Rudin et al. [53]. It does so by regularizing the variations of model parameters instead of regularizing the noisy signal itself. They showed that the over-parameterized denoising model produced superior denoising results compared with total variation denoising. Nir et al. [47] then employed the over-parameterized method for optical flow calculation, producing state-of-the-art results. By assuming a given motion model, such as an affine motion model, they represented each optical flow vector by different values of the model parameters.

The over-parameterized methodology was further analyzed and generalized by Bruckstein [4], by the realization that over-parametrization methods naturally follow from combining the classical moving least squares methods with global priors on parameter variations. The importance of the over-parameterized method lays in the fact that it allows for directly incorporating knowledge about the problem domain, hence it can be easily extended to address numerous problem areas, in image and signal processing, such as denoising and optical flow. Moreover, due to the structure of the functional it is able, unlike many common methods, to accurately recover the underlying model of the signal.

The focus of the successful work presented by Nir et al. was to generate excellent results for the addressed problem i.e., the best denoising or optical flow field one can obtain using the over-parameterized functional. The main focus of this work is the problem of parameters reconstruction, by the understanding that the model parameters express the nature of the underlying signal i.e., the more accurate the parameter reconstruction we may achieve, the better results we get for the problem domain we address, whatever it may be. In order to indeed achieve a better parameters reconstruction, we supplemented the over-parameterized regularization term with an Ambrosio-Tortorelli scheme [3, 55]. This scheme allows the parameters regularization process to become an implicit segmentation process of the parameters field, generating sharper and more accurate parameters disconti-
nuities, then could be possible to obtain by the original over-parameterized regularization term. Using this modified over-parameterized functional, we returned to the problem of calculating optical flow, specifically for stereoscopic image pairs. We defined a new disparity field arising from epipolar geometry. This model required us to generalize the over-parameterized functional by a non-linear formulation. Using this flow model and the Ambrosio-Tortorelli scheme, the regularization process becomes an implicit segmentation process of the visible surface in the scene into planar patches i.e., the regularization process becomes a segmentation process with a physical meaning. This over-parameterized functional generated the best optical flow results on several stereoscopic image pairs form the Middlebury optical flow test set [8]. The complete description of our new methodology is presented in Chapter 2.

Further experimentation we conducted with over-parameterized functional with or without the Ambrosio-Tortorelli scheme modification, taught us that while this functional indeed generates excellent denoising/optical flow results and better parameters reconstruction results (when applied with the Ambrosio-Tortorelli scheme), it still suffers from several weaknesses. We learned that the functional does not convey the piecewise constant global prior on the parameters obtained in the minimization process, as demonstrated in Chapter 3. Trying to cope with these weaknesses, we returned to the 1D noise removal over-parameterized functional [46]. We modified the functional by generalizing the data term into a non-local functional and preserved the Ambrosio-Tortorelli regularization term. The resulting functional encompasses the weighted least squares fit method, broadening it by applying global regularization on the parameters variations. In Chapter 3, we demonstrate that this modification indeed overcomes the over-parameterized functional weaknesses, and significantly improves it's parameters reconstruction capability, thus improving the overall noise removal performance.
Chapter 2

Over-parameterized Optical Flow using a Stereoscopic Constraint

2.1 Introduction

Optical flow is defined as the motion field between consecutive frames in a video sequence. Its computation often relies on the brightness constancy assumption, which states that pixel brightness corresponding to a given scene point is constant throughout the sequence. Optical flow computation is a notoriously ill-posed problem. Hence, additional assumptions on the motion are made in order to regularize the problem. Early methods assumed spatial smoothness of the optical flow [30, 39]. Parametric motion models [12, 44], and more recently machine learning [51] were introduced in order to take into account the specificity of naturally occurring video sequences. In parallel, the regularization process was made much more robust [15, 17, 18, 21].

In this chapter, we focus on optical flow computation in stereoscopic image pairs, given a reliable estimation of the fundamental matrix. This problem has already been addressed in [13, 56, 60, 61]. The papers [13, 56] expressed the optical flow as a one-dimensional problem. This was done either by working on a rectified image pair [13], or by solving for the displacement along the epipolar lines [56]. A different approach [60, 61] merely penalized deviation from the epipolar constraint. In addition, [60] proposed a joint estimation of the stereoscopic optical flow and the fundamental matrix. Finally, in order to treat the problem of occluded areas and object boundaries, Ben-Ari and Sochen [10] suggest to explicitly account
for regions of discontinuities.

Yet, a third body of works turned to a complete modeling of the scene flow [49, 31, 9]. While this approach is the most general, we focus in this chapter on static scenes, for which a more specific parametrization can be found.

While the reported experimental results in the aforementioned papers are very convincing, their regularization methods still rely on the traditional assumption that optical flow should be piecewise smooth. Here, motivated by the over-parametrization approach presented in [47], the optical flow is obtained by estimation of the space-time dependent parameters of a motion model, the regularization being applied to the model parameters. In [14], they used homogeneous coordinates to express a homography model, which allows to select a geometrically meaningful coordinate systems for this problem. Here we elaborate upon this model by adding an Ambrosio-Tortorelli scheme, which gives a physically meaningful interpretation for the minima obtained in the optimization process.

In the case of a static scene, the optical flow can be factored into a model determined by the camera motion and an over-parameterized representation of the scene. The scene motion is described locally as a homography satisfying the epipolar constraint and parameterized by the equation of a local planar approximation of the scene. Assuming that the scene can be approximated by a piecewise smooth manifold, enforcing piecewise spatial smoothness on the homography parameters becomes an axiomatically justified regularization criterion which favors piecewise smooth planar regions.

2.2 Background

2.2.1 The Variational Framework

In the variational framework for optical flow, brightness constancy and smoothness assumptions are integrated in an energy functional. Let \((u(x, y, t), v(x, y, t))\) denote the optical flow at pixel coordinates \((x, y)\) and time \(t\). Brightness constancy determines the data term of the energy functional

\[
E_D(u, v) = \int \Psi(I_x^2),
\]

where

\[
I_x = I(x + u, y + v, t + 1) - I(x, y, t)
\]

\(2.2\)
\[\Psi(s^2) = \sqrt{s^2 + \varepsilon^2}\] is a convex approximation of the \(L_1\) norm for a small \(\varepsilon\).

\(\mathcal{M}(A, x, y, t)\) denotes a generic model of the optical flow at pixel \((x, y)\) and time \(t\), where \(A = (A_i(x, y, t))_{i \in \{1, \ldots, n\}}\) is a family of functions parameterizing the model, i.e.,

\[
\begin{pmatrix}
u(x, y, t) \\
u(x, y, t)
\end{pmatrix} = \mathcal{M}(A, x, y, t).
\]

(2.3)

We begin with the smoothness term proposed by Nir et al. in [47],

\[E_S(A) = \int \Psi \left( \sum_{i=1}^{n} ||\nabla A_i||^2 \right).\]

(2.4)

In order to refine the discontinuities and obtain a physically meaningful regularization, we extend the smoothness prior using the Ambrosio-Tortorelli scheme [3, 55].

\[E_{S, AT}(A) = \int (1 - v_{AT})^2 \Psi \left( \sum_{i=1}^{n} ||\nabla A_i||^2 \right) + \rho_1 (v_{AT})^2 + \rho_2 ||\nabla v_{AT}||^2,\]

(2.5)

where \(v_{AT}\) is a diffusivity function, ideally serving as an indicator of the discontinuities set in the flow field. Choosing \(\rho_1 = \frac{1}{\rho_2}\) and gradually decreasing \(\rho_2\) towards 0 can be used to approximate the Mumford-Shah [45] model via \(\Gamma\)-convergence process, but we do not pursue this direction in this thesis.

While the Ambrosio-Tortorelli scheme has been used in the context of optical flow [6, 19, 11], in our case this seemingly arbitrary choice of regularization and segmentation has a physical meaning. The regularization of the flow becomes a segmentation process of the visible surface in the scene into planar patches, each with its own set of plane parameters. In addition, it helps us obtain accurate edges in the resulting flow.

Furthermore, the generalized Ambrosio-Tortorelli scheme allows us to explicitly reason about the places in the flow where the nonlinear nature of the data manifold manifests itself. Suppose we have a piecewise-planar, static, scene, and an ideal solution \((A^*, v_{AT}^*)\) where \(A^*\) is piecewise constant, and the diffusivity function \(v_{AT}^*\) is 1 at planar region boundaries and 0 elsewhere. With such a solution, we expect two neighboring points which belong to different regions to have a very small diffusivity value \(v_{AT}\) connecting them, effectively nullifying the interaction between different plane’s parameters. Furthermore the cost associated with this
solution is directly attributed to the discontinuity set measure in the image, i.e., to.

$$\int \rho_1(v_{AT})^2 + \rho_2\|v_{AT}\|^2.$$  \hspace{1cm} (2.6)

Thus, the proposed ideal solution becomes a global minimizer of the functional, as determined by the measure of discontinuities in the 2½-D sketch [42]. This is directly related to the question raised by Trobin et al. [59] regarding the over-parameterized affine flow model and its global minimizers.

The complete functional now becomes:

$$E(A) = E_D(\mathcal{M}(A, x, y, t)) + \alpha E_{SAT}(A).$$ \hspace{1cm} (2.7)

In the remainder of this chapter, we will propose a motion model enforcing the epipolar constraint and show how to minimize the proposed functional.

### 2.2.2 Epipolar Geometry

Let us introduce some background on epipolar geometry, so as to motivate the choice of the motion model. A complete overview can be found in [24, 29].

Given two views of a static scene, the optical flow is restricted by the epipolar constraint. Figure 2.1 shows that a pixel \( \mathbf{m} \) in the left image is restricted to a line \( \mathbf{l}' \) called an epipolar line in the right image. All the epipolar lines in the left (resp. right) image go through \( e \) (resp. \( e' \)), which is called the left (resp. right) epipole.

In projective geometry, image points and lines are often represented by 3D homogeneous coordinates

$$\mathbf{m} = \left\{ \lambda \begin{pmatrix} x \\ y \\ 1 \end{pmatrix} \mid \lambda \in \mathbb{R}^+ \right\}. \hspace{1cm} (2.8)$$

Image points and their corresponding epipolar lines are related by the fundamental matrix \( \mathcal{F} \)

$$\mathbf{l}' = \mathcal{F} \mathbf{m}. \hspace{1cm} (2.9)$$

Consider a plane \( \pi \), visible from both cameras, and the planar homography \( H_\pi \) which corresponds to the composition of the back-projection from the left view to a plane \( (\pi) \) and the projection from \( (\pi) \) to the right view (see Figure 2.1). The
homography $H_\pi$ gives rise to a useful decomposition of the fundamental matrix

$$\mathcal{F} = [e']_\times H_\pi,$$

where $[e']_\times$ is a matrix representation of the cross product with $e'$.

### 2.3 Estimation of the Fundamental Matrix

One of the main challenges in estimating optical flow using the epipolar geometry is to retrieve an accurate and robust estimation of the fundamental matrix. Mainberger et. al. [40] showed that robustness of the fundamental matrix estimation could be achieved by using dense optical flow instead of applying RANSAC or LMedS methods to a sparse set of matches. Hence, we use as initialization the Horn-Schunck with Charbonnier penalty function optical flow implementation provided by Sun et al. [57], modified to use color images. This represents a baseline nonlinear optical flow method, as in [57]. In addition to allowing the computation of the fundamental matrix, this initialization also serves as a starting point for our optical flow computation algorithm.

Many methods aimed at estimating the fundamental matrix can handle large numbers of correspondences. Among those, we choose a robust M-estimation method based on the symmetric epipolar distance, the implementation of which is made very efficient by the use of the Levenberg-Marquardt algorithm, as explained in [34].
2.4  A Flow Model Based on Local Homographies

We now proceed to develop the model and motivation for the flow equations. Suppose the camera is calibrated, with projection matrices

\[ P(t) = P_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad P(t+1) = P_1 = \begin{pmatrix} R & t \end{pmatrix}. \tag{2.11} \]

where \( R \) is a rotation matrix and \( t \) is a translation vector expressing camera motion between the two consecutive frames at \( t \) and \( t+1 \). We assume that locally, the scene is well approximated by the plane

\[ v^T x + d = 0 \tag{2.12} \]

where \((x^T, d)^T = (x, y, 1, d)^T\) denotes the 3D scene point visible at pixel \( x \) in homogeneous coordinates. The corresponding point of \( x \) at time \( t+1 \) is

\[ x' = P_1 \begin{pmatrix} x \\ d \end{pmatrix} = Rx + td = (R - tv^T)x \tag{2.13} \]

in homogeneous coordinates. \( v \) designates the normal of the local planar approximation of the scene, and \(- (v^T x)^{-1}\) is the depth of the scene at time \( t \). The planar homography expressed in (2.13) gives a geometrically meaningful motion model parameterized by \( v \). From now on, consider \( v \) as a function of the pixel coordinates. Under the assumption that the scene can be approximated by a piecewise smooth manifold, \( v \) must be piecewise smooth.

We now derive the motion parametrization. In general, the camera parameters are not known, but we can re-parameterize the planar homography using \( e' \) and \( F \). In the following derivation we assume a calibrated view for simplicity’s sake. Let \( H(x, y, t) \) denote the planar homography motion model. We have

\[ H \propto R - tv^T. \tag{2.14} \]

For any compatible planar homography \( H_0 \) (cf. [29], 13.1.1.1, we will provide a specific choice later on),

\[ \exists (v_0, \mu) : \quad H_0 = \mu (R - tv_0^T) \tag{2.15} \]

\[ H = H_0 - \mu t (v - v_0)^T. \tag{2.16} \]
As \( t \) and \( e' \) are parallel, we can also write
\[
H = H_0 + e' - \frac{\mu}{||e'||^2} (v - v_0)^T.
\] (2.17)

Hence, \( H(x,y,t) \) can be parameterized by the function
\[
A(x,y,t) = -\frac{\mu e'^T t}{||e'||^2} (v(x,y,t) - v_0),
\] (2.18)
so that
\[
H(x,y,t) = H_0 + e'A(x,y,t)^T.
\] (2.19)

The parametrization \( A \) is the unknown field we want to compute in order to model and estimate the optical flow. The piecewise smoothness of \( A \) is a direct consequence of the piecewise smoothness of \( v \), as testified by (2.18). More precisely, minimization of the Ambrosio-Tortorelli regularization term favors segmentation of the visible surface into planar patches where the data evidence permits it.

When the cameras are not calibrated, the relationship between the parametrization \( A \) and \( v \) is still linear. In fact, the calibration matrices mainly affect the relative weighting of the model parameters smoothness. Our experiments show that even without controlling the relative smoothness of the model parameters, the optical flow can be estimated accurately.

Note that the parametrization \( A \) can also be derived directly from the fundamental matrix decomposition (2.10).

For \( H_0 \), we can choose the special matrix
\[
H_0 = S = [e'] \times F.
\] (2.20)

Each column of \( S \) with the corresponding column of \( F \) and \( e' \) form an orthogonal basis of \( \mathbb{R}^3 \) so that (2.10) is satisfied. \( S \) is a degenerate homography which projects points in the left image to points of the line represented by \( e' \) in the right image.

Next, we use the notations
\[
x = \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix}, \quad e' = \begin{pmatrix} x_{e'} \\ y_{e'} \\ z_{e'} \end{pmatrix}, \quad H_0 = \begin{pmatrix} h_1^T \\ h_2^T \\ h_3^T \end{pmatrix},
\] (2.21)

to signify the 3D point coordinates, the epipole’s 2D homogeneous coordinates,
and the homography matrix rows, respectively. The parameterization of $H$ is introduced into the expression of the optical flow

$$\mathcal{M}(A,x,y,t) = \begin{pmatrix} u \\ v \end{pmatrix} = \lambda \begin{pmatrix} h_1^T x + x T A^T x \\ h_2^T x + y T A^T x \end{pmatrix} - \begin{pmatrix} x \\ y \end{pmatrix}, \quad \lambda = \frac{1}{h_3^T x + z T A^T x}$$

where $\begin{pmatrix} x \\ y \end{pmatrix}$ are the corresponding pixels in the left image.

### 2.4.1 Euler-Lagrange Equations

By interchangeably fixing $A_i, i = 1...n$ and $v_{AT}$, we obtain the Euler-Lagrange equations which minimize the functional.

#### Minimization with respect to $A_i$.

Fixing $v_{AT}$, we obtain

$$\forall i, \quad \nabla_{A_i}(E_D + \alpha E_{S,AT}) = 0. \quad (2.23)$$

the variation of the data term with respect to the model parameter function $A_i$ is given by

$$EL(E_D(u,v)) = 2\Psi'(I_e^2) I_z \nabla A_i I_z, \quad (2.24)$$

where

$$\nabla A_i I_z = \lambda^2 x_i(x T h_3 I x - z T h_1 I x) I_z^+ + \lambda^2 y_i(y T h_3 I x - z T h_2 I y) I_y^+, \quad (2.25)$$

and

$$I_z^+ = I_i(x + u, y + v, t + 1) \quad (2.26)$$

$$I_y^+ = I_i(x + u, y + v, t + 1). \quad (2.27)$$

For the smoothness term, the Euler-Lagrange equations are
\[ EL(E_{SA,T}) = (\nabla (1 - v_{AT})^2) \left( \Psi' \left( \sum_{i=1}^{n} ||\nabla A_i||^2 \right) \right)^T \nabla A_i \]
\[ + (1 - v_{AT})^2 \text{div} \left( \Psi' \left( \sum_{j} ||\nabla A_j||^2 \right) \nabla A_i \right) \]  
(2.28)

Thus, the energy is minimized by solving the nonlinear system of equations

\[ \Psi' \left( I_{x}^2 \right) I_{x} \nabla A_{i} - \alpha (\nabla (1 - v_{AT})^2) \left( \Psi' \left( \sum_{i=1}^{n} ||\nabla A_i||^2 \right) \right)^T \nabla A_i - \]
\[ \alpha (1 - v_{AT})^2 \text{div} \left( \Psi' \left( \sum_{j} ||\nabla A_j||^2 \right) \nabla A_i \right) = 0. \]  
(2.29)

**Minimization with respect to** \( v_{AT} \).

Fixing \( A_i \), we obtain

\[ -2\alpha (1 - v_{AT}) \Psi \left( \sum_{i=1}^{n} ||\nabla A_i||^2 \right) + 2\rho_1 (v_{AT}) - \rho_2 \Delta v_{AT} = 0 \]  
(2.30)

### 2.4.2 Implementation

Minimization with respect to \( v_{AT} \) is straightforward, as the equations are linear with respect to \( v_{AT} \), therefore we will only elaborate on the minimization with respect to \( A_i \).

The nonlinear Euler-Lagrange equation minimizing \( A_i \), are linearized by adopting three embedded loops, similarly to [47]. First, the warped image gradient \( (I_{x}^+, I_{y}^+) \) is frozen, and so is \( \lambda \). At each iteration \( k \), we have

\[ (\nabla A_{i} I_{x})^k = x_i d^k \]  
(2.31)

where

\[ d^k = (\lambda^k)^2 (x_{\varphi} h_3^T x - z_{\varphi} h_1^T x) (I_{x}^+)^k + (\lambda^k)^2 (y_{\varphi} h_3^T x - z_{\varphi} h_2^T x) (I_{y}^+)^k, \]
and the following approximation is made using first order Taylor expansions

\[ I_{z}^{k+1} \approx I_{z}^{k} + d^{k} \sum_{i=1}^{3} x_{i} dA_{i}^{k} \]  

(2.32)

where

\[ dA^{k} = \Lambda^{k+1} - \Lambda^{k}. \]  

(2.33)

The system of equations (2.29) becomes

\[
\begin{align*}
\Psi' \left( \left( I_{z}^{k+1} \right)^{2} \left( I_{z}^{k} + d^{k} \sum_{j=1}^{3} x_{j} dA_{j}^{k} \right) \right) x_{i} d^{k} \\
- \alpha \left( \nabla \left( 1 - v_{AT} \right)^{2} \right) \left( \Psi' \left( \sum_{i=1}^{n} ||A_{i}^{k+1}||^{2} \right) \right)^{T} \nabla A_{i}^{k+1} \\
- \alpha \left( 1 - v_{AT} \right)^{2} \text{div} \left( \Psi' \left( \sum_{j} ||A_{j}^{k+1}||^{2} \right) \nabla A_{i}^{k+1} \right) = 0.
\end{align*}
\]

(2.34)

A second loop with superscript \( l \) is added to cope with the nonlinearity of \( \Psi' \).

\[
\begin{align*}
\left( \Psi' \right)_{\text{Data}}^{k,l} \left( I_{z}^{k} + d^{k} \sum_{j=1}^{3} x_{j} dA_{j}^{k,l+1} \right) x_{i} d^{k} \\
- \alpha \left( \nabla \left( 1 - v_{AT} \right)^{2} \right) \left( \left( \Psi' \right)_{\text{Smooth}}^{k,l} \left( \sum_{i=1}^{n} ||A_{i}^{k+1}||^{2} \right) \right)^{T} \nabla A_{i}^{k+1} \\
- \alpha \left( 1 - v_{AT} \right)^{2} \text{div} \left( \left( \Psi' \right)_{\text{Smooth}}^{k,l} \nabla A_{i}^{k,l+1} \right) = 0
\end{align*}
\]

(2.35)

where

\[
\left( \Psi' \right)_{\text{Data}}^{k,l} = \Psi' \left( \left( I_{z}^{k} + d^{k} \sum_{i=1}^{3} x_{i} dA_{i}^{k,l} \right)^{2} \right), \quad \left( \Psi' \right)_{\text{Smooth}}^{k,l} = \Psi' \left( \sum_{j} ||A_{j}^{k,l}||^{2} \right).
\]

At this point, the system of equations is linear and sparse in the spatial domain. The solution \( \Lambda \), as well as the diffusivity term \( v_{AT} \) are obtained through Gauss-Seidel iterations. In the case of the Ambrosio-Tortorelli regularization term, the diffusion term of the equation is modulated by \( v_{AT} \).
2.5 Experimental results

We now demonstrate motion estimation results using our algorithm, both visually and in terms of the average angular error (AAE). No post-processing was applied to the optical flow field obtained after energy minimization. The algorithm was tested on image pairs from the Middlebury optical flow test set [8], as well as all images with a static scene and publicly available ground truth optical flow from the training set. Results from the training set are presented in Table 2.1. The flow, parameters, and diffusivity field resulting from our method are presented in Figure 2.3. The optical flow is shown with color encoding and a disparity map.

Results from the test set are shown in Figure 2.2. A smoothness parameter $\alpha = 400$ was used in all experiments, and the Ambrosio-Tortorelli coefficients were set to $\rho_1 = 20, \rho_2 = 5 \times 10^{-5}$. The proposed method produced the best results to date on the static Yosemite and Urban scenes. The algorithm is not designed, however, for non-static scenes, where the computed epipolar lines have no meaning. One possible solution to this shortcoming is to return to a 2D search [61]. Such a combined approach is left for future work.

In the Teddy and Grove test images, the initialization of our algorithm introduced errors in significant parts of the image, which our method could not overcome. This behavior is related to the problem of finding a global minimum for the optical flow, which is known to have several local minima. Improving the global convergence using discrete graph-based techniques, has been the focus of several papers (see [35, 38, 32], for example), and is beyond the scope of this work. We expect better initialization to improve the accuracy to that of the Yosemite and Urban image pairs.

Our optical flow estimation for the Yosemite and Urban sequences gives the best results to date, achieving an AAE of 1.25 for the Yosemite sequence test pair and 2.38 for the Urban sequence, as shown in Figure 2.2. When the fundamental matrix estimate was improved (by estimating from the ground truth optical flow), we reduced the AAE to 0.66 for Yosemite!

It is interesting to look at the results obtained for scenes with planar regions, such as the Urban2 (Figure 2.3) image pair. In Urban2, the scene is composed of many planar patches, modeled by constant patches in the model parameters. In both these scenes, as well as others, the resulting diffusivity field clearly marks the contours of planar regions in the image such as the buildings in Urban2 and the tree and soil ridges in Grove2.
Table 2.1: AAE comparison for static scenes of the Middlebury training set and for the Yosemite sequence

<table>
<thead>
<tr>
<th>Method</th>
<th>AAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brox et al. [17]</td>
<td>1.59</td>
</tr>
<tr>
<td>Mémin/Pérez [44]</td>
<td>1.58</td>
</tr>
<tr>
<td>Bruhn et al. [18]</td>
<td>1.46</td>
</tr>
<tr>
<td>Amiaz et al. [7]</td>
<td>1.44</td>
</tr>
<tr>
<td>Roth/Black [51]</td>
<td>1.43</td>
</tr>
<tr>
<td>Valgaerts et al. [60]</td>
<td>1.17</td>
</tr>
<tr>
<td>Nir et al. [47]</td>
<td>1.15</td>
</tr>
<tr>
<td>Our method</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Figure 2.2: Average angular error values of our algorithm, compared on the Middlebury test set. The smoothness coefficient was set to $\alpha = 400$ in all experiments. Red marks the row of the suggested algorithm.
2.6 Conclusions

A new method for optical flow computation was presented, which hinges on a guiding principle that optic flow regularization should have a strong theoretical foundation. The method is applicable to static scenes and retrieves meaningful local motion parameters related to the scene geometry. At each pixel, the parameters provide an estimation of the plane tangent to the scene manifold, up to a fixed shift and scale. To that extent, they can be seen as a higher level output than optical flow in the computer vision hierarchy.

An interesting aspect of our energy functional, which was already mentioned in [47], is that given a carefully selected over-complete parameter field, the different parameters support each other to find a smooth piecewise constant parameter patches, while the incorporated Ambrosio-Tortorelli scheme prevents diffusion across discontinuities. Furthermore, the Ambrosio-Tortorelli scheme allows us to
combine regularization and segmentation, resulting in a physically meaningful regulariza-
tion process, while minimizing the dependency on the relative scaling of the coeffi-
cients.

Finally, although the performance demonstrated already goes beyond the latest published results, there is still much gain to be expected from better fundamental matrix estimation and algorithm initialization. In addition, when more than two frames are available and the camera pose is known, augmenting the model with time-smoothness is expected to systematically improve the results.
Chapter 3

On Globally Optimal Local Modeling:
From Moving Least Squares To Over-Parametrization

3.1 Introduction

We return here to the problem of recovering a signal from its noisy and distorted samples. Assuming we know some parameterized model describing the signal domain, the recovering problem becomes a fitting problem, where we wish to estimate the signal’s correct parameters. This problem, also known as signal modeling, is a fundamental problem in both image and signal processing. One of the widespread and successful methods for local signal modeling, is the celebrated moving least squares local fitting method (MLS), which has evolved to become an important tool in both image and signal processing and in computational graphics. In [37], Levin explored the moving least-squares method and applied it to scattered-data interpolation, smoothing and gradient approximation. In [36, 2, 5] the moving least squares technique was employed for modeling surfaces from point-sampled data, and proved to be a powerful approach. This was followed by the work of Fleishman et al. [2, 25], incorporating robust statistics mechanisms for outlier removal. Common to these works is the locality of the fitting procedure and the lack of global assumptions expressing prior knowledge on the variations of local
parameters.

The aim of this chapter is to show how one can design variational functionals that exploit local fitting of models and global smoothness assumptions on the variations of model parameters, that are natural for various types of signals. As mentioned in the introduction, the over-parametrization variational methodology combines local fitting methods with global priors on parameter variations. The local modeling relates to a wealth of classical methods, such as Haralick’s and Watson’s facet model for images [28] and extends them in many ways. More importantly, the discussion and experimental results, reported in this chapter, point at a rather general methodology for designing functionals for variational model estimation and signal reconstruction. Focusing on the denoising problem is merely an illustrative test case.

3.2 The local modeling of data

For the sake of simplicity, we shall here limit our discussion to one dimensional signals and address the generic problem of denoising. Let \( f(x) \) be a one dimensional signal and \( f_{\text{noisy}}(x) = f(x) + n(x) \) be it’s noisy counterpart. Also, denote by \( \{ f_j = f(x_j) + n(x_j) \} \) the set of samples of the noisy signal. Suppose that \( f \) can be (locally) described by a parameterized model of the form

\[
f(x) = \sum_{i=1}^{n} A_i \phi_i(x) \tag{3.1}
\]

where \( A = \{ A_i \}_{i=1}^{n} \) is a set of parameters, and \( \phi = \{ \phi_i \}_{i=1}^{n} \) is a set of ‘basis’ signals. \( \text{Local modeling} \) is the process of estimating \( A = \{ A_i \} \) from the noisy signal \( f_{\text{noisy}} \) or it’s samples \( \{ f_j \} \), in the neighborhood of a point \( x \). As a simple example, we can consider the Taylor approximation as a parameterized model with polynomial basis functions \( \phi_i = x^{i-1} \).

Suppose we would like to use this local modeling for denoising our noisy data \( f_{\text{noisy}}(x) \) or \( \{ f_j \} \). Then, around \( x = x_0 \), we want to estimate \( A_i(x_0) \), i.e., the parameters of the model (3.1), by solving:

\[
\arg\min_{[A_1,A_2,\ldots,A_n]} \left\| f_{\text{noisy}}(x_0) - \sum_{i=1}^{n} A_i \phi_i(x_0) \right\|, \tag{3.2}
\]

in some local neighborhood of \( x_0 \) and a distance norm \( \| \cdot \| \). This minimization gives
us the best local estimate of $\hat{f}(x_0)$

$$\hat{f}(x_0) = \sum_{i=1}^{n} A_i(x_0) \phi_i(x_0).$$  \hspace{1cm} (3.3)

Repeating this process for every location $x$ give us the "moving" best estimate of $f$.

The choice of the distance or measure of error is of great importance. One common choice is the weighted least squares distance, as considered, for example, by Farnebäck [23], as a generalization to the facet model:

$$\left\| f_{\text{noisy}}(x) - \sum_{i=1}^{n} A_i(x) \phi_i(x) \right\|_w = \int \left( f_{\text{noisy}}(y) - \sum_{i=1}^{n} A_i(x) \phi_i(y) \right)^2 w(y-x) \, dy.$$  \hspace{1cm} (3.4)

This is essentially a weighted $L_2$ norm, where $w(\cdot)$ is a weight function which localizes the estimation of the parameters $A_i(x_0)$ (This error measure can also be applied to a sampled signal). Both the continuous and the discrete cases, described above, yield a process to compute the local model parameters $A_i(x)$ and therefore for estimating the signal $\hat{f}(x)$, not only at $x_0$ but at all $x$. This process is the well-known moving least squares estimation process.

We wish to emphasize that although our proposed methodology, discussed in the next section, focuses on the $L_2$ norm, this is by no means the only choice of error measure. The choice of the error measure may be adapted to each particular problem of interest. Other measures, such as the least sum of absolute values distance [58] or $L_1$ norm, can readily be substituted into the cost functionals.

### 3.3 Global priors on local model parameter variations

In the previous discussion we did not impose any conditions on the model parameters $A_i$, and in the definition of the neighborhood around $x_0$, via the weight functions, we did not use any idea of adaptation to the data.

Suppose now that we are given some structural knowledge of the signal $f(x)$. We would like to use this knowledge to improve the estimation process. For example, suppose we a priori know that $f(x)$ is a piecewise polynomial signal over a set
of intervals, i.e., we know that:

\[ f(x) = \sum_{i=1}^{n} A_i x^{r_i - 1} \quad \text{for} \quad x \in [x_r, x_{r+1}] \]  \tag{3.5}

but we do not know the sequence of breakpoints \( \{x_r\} \). Using polynomial basis functions \([1, x, x^2, \ldots, x^{r-1}]\), we know a priori that a good estimate for \( f(x) \) may be provided by piecewise constant sets of parameters \( \{A\} \), over \([x_r, x_{r+1}]\) segments, and changes in the parameters occur only at the breakpoints \( \{x_r\} \). Such knowledge provides us the incentive to impose some global prior on the parameters, such that the minimum achieved by the optimization process, will indeed favor them to be piecewise constant. This may be achieved by supplementing the moving least squares local fitting process with constraints on the variations of the parameters in the minimization process. Thus, we shall force the estimated parameters not only to provide the best weighted local fit to the data, but also to be consistent with the local fitting over adjacent neighborhoods. This is where we diverge and extend the facet model, which assigns the basis function’s parameters at each point, using solely a local least square fit process.

In this chapter, the assumed structural knowledge of the signal implies that good estimates can be achieved by a piecewise constant model i.e., a model whose parameters are piecewise constant. Therefore the focus of this work will be to design functionals which also impose global priors on the model parameters. We shall demonstrate that one can design a functional that does indeed fulfil this requirement.

The mix of local fitting and global regularity is the main idea and power behind over-parameterized variational methods and is what makes them a versatile problem solving tool. By adapting the local fitting process and incorporating the global prior (in a way that will be described in the following sections), this methodology can be readily applied to address problems in various domains.

\section{The over-parameterized functional}

In [46] Nir and Bruckstein presented a first attempt at noise removal based on an over-parameterized functional. This functional was, similarly to many well known functionals, a combination of two terms, as follows:

\[ E(f, A) = E_D(f, A) + \alpha E_S(A) \] \tag{3.6}
Here $\alpha$, is some fixed relative weight parameter, $E_D$ is a data or fidelity term, and $E_S$ is a regularization term. The data term $E_D$ was chosen to:

$$E_D(f, A) = \int \left( f_{\text{noisy}}(x) - \sum_{i=1}^{n} A_i(x) \phi_i(x) \right)^2 dx.$$  \hspace{1cm} (3.7)

Note that this functional implies a neighborhood of size 0 in the distance measure (3.4), which means that this data term only penalizes for point-wise deviations of the estimated signal via $\sum_{i=1}^{n} A_i(x) \phi_i(x)$ from $f_{\text{noisy}}$.

The smoothness or regularization term, $E_S$, was defined to penalize variations of the parameters $A_i$ as follows

$$E_S(A) = \int \Psi \left( \sum_{i=1}^{n} A_i'(x)^2 \right) dx \hspace{1cm} (3.8)$$

where $\Psi(s^2) = \sqrt{s^2 + \epsilon^2}$.

The resulting functional yields a channel-coupled total variation (TV) regularization process for the estimation of the model parameters. Note that (3.8) is an approximated $L_1$ type of regularizer (sometimes referred to as the Charbonnier penalty function). This regularizer causes the functional to be more robust to outliers, and allows for smaller penalties for high data differences (compared to a quadratic regularizer), while maintaining convexity and continuity [16, 43]. The regularization term was designed to impose the global prior on the parameters. It is channel-coupled to "encourage" the parameters to change simultaneously, thus preferring a piecewise constant solution as described in Section 3.3.

In our experiments (which are discussed in Section 3.7), as well as in [46], this functional displayed good performance for noise removal compared with Rudin Osher and Fatemi's [53] classical total variation noise removal functional. A similar functional, with data term modifications, was used by Nir et al. in [47] for optical flow estimation, producing state of the art results.

### 3.4.1 The over-parameterized functional weaknesses

Despite the good performance displayed by the over-parameterized functional, it still lacks with regard to the following shortcomings, that were clear in our experiments:
Discontinuities smearing: As mentioned, the regularization term is an approximate $L_1$ regularizer. A precise $L_1$ regularizer is indifferent to the way signal discontinuities appear, i.e., the same penalty is given to a smooth gradual signal change, and to sharp discontinuities (as long as the total signal difference is the same). See for example Pock’s PhD work [48] for a detailed example. We consider this property as a shortcoming, because we expect the reconstructed parameters to be piecewise constant, where discontinuities appear as relatively few and sharp changes, hence this regularizer does not convey the intended global prior on the parameters, and does not prefer a "truly" piecewise constant solution.

In practice the problem is even more severe: first the selection of $\varepsilon$ constant, in the Charbonnier penalty function, proves to be problematic. Choosing a bigger $\varepsilon$ value causes the functional to lose the ability to preserve sharp discontinuities and actually prefers to smooth out discontinuities. On the other hand, choosing a smaller $\varepsilon$ value degenerates the penalty function. In fact, for any choice of $\varepsilon$, this penalty function will tend to smooth sharp discontinuities. Second, as discussed above the TV-$L_1$ model suffers from the so-called staircasing effect, where smooth regions are recovered as piecewise constant staircases in the reconstruction. See the work of Savage et al. [54] and references therein, for a detailed review of such effects.

Origin biasing: The over-parameterized functional’s global minimum may depend on the selected origin of the model. A detailed example, regarding the optical flow over-parameterized functional with affine flow basis functions, is given in the work of Trobin et al. [59].

We also note that the data term presented above only penalizes for point-wise deviation form the model, hence it imposes only a point-wise constraint on the functional’s minimum, relying only on the regularization term to impose the global constraint. A discussion why this is a problematic issue is given in Section 3.5.3.

Overall, it is evident, that despite producing good results when applied to various applications, the over-parameterized functional model is fundamentally flawed when attempting to accomplish parameter reconstructions. On one hand the over-parameterized model provides a solution domain wider than the TV model, for the functional to "choose" from, thus often enabling convergence to excellent denoising solutions, on the other hand the constraints applied to the solution domain, through the functional, are not strong enough as to impose convergence to
piecewise-constant-parameters solution, as demonstrated in Section 3.7.

3.5 The non-local over-parameterized functional

To overcome the shortcomings described in Section 3.4.1, we shall modify the functional, both in the data term and in the regularization term, as described below.

3.5.1 The modified data term: a non-local functional implementing MLS

In order to overcome the point-wise character of the data term, and to impose a neighborhood constraint in the spirit of (3.4) in the data term, we extend it to what is commonly referred to as a non-local functional [4, 33, 26]. This is done simply by means of defining a weighting function which considers more than point-wise differences.

Making the data term a non-local functional, requires the parameters to model the signal well over a neighborhood of each point. We note that the robustness of the parameters estimate increases with the size of the support set. On the other hand, increasing the size of the support set too much, may reduce the functional’s ability to detect discontinuities and to preserve them.

The non-local data term functional is

\[ E_D = \int \int (f_{\text{noisy}}(y) - \sum_{i=1}^{n} A_i(x) \phi_i(y))^2 w(x,y) \, dy \, dx \] (3.9)

and it conforms to the functional form of the weighted least squares fit distance defined in Section 3.2. Note that there is yet no restriction on the size or shape of the support set around each point that is induced by the weighting function \( w(x,y) \).

For demonstration purposes, in this work we defined a simple sliding window weighting function, as described in Section 3.6.1. The search for optimal data dependent weighting functions is an interesting possibility and may be the subject of future research.

3.5.2 The modified regularization term

We extend the over-parameterized regularization term, using the Ambrosio-Tortorelli (AT) scheme [3, 55], as described in Section 2.2.1. For the sake of completeness
we repeat here the AT regularization term:

\[ E_{SAT} = \int (1 - v_{AT})^2 \Psi \left( \sum_{i=1}^{n} ||A'_i||^2 \right) + \rho_1(v_{AT})^2 + \rho_2 ||v'_{AT}||^2. \]  

(3.10)

As stated in Section 2.2.1, the AT scheme allows the regularization term to prefer few parameter discontinuities and to prevent discontinuities from smearing into neighboring pixels via the diffusion process, thus allowing piecewise smooth solution. This directly addresses the discontinuities smearing effect described in Section 3.4.1. Also, the AT regularization addresses the origin biasing effect, described in Section 3.4.1, by making the functional much less sensitive to the selected origin.

### 3.5.3 Effects of the proposed functional modifications

An obvious question arises: why do we need to modify both data and regularization terms? To answer this, we first notice that using only the non-local data term improves the local parameter estimates, but cannot prevent the discontinuities smearing effect. A moving least squares process, with small window, will yield excellent parameter estimates inside the constant-model segments, but at boundaries will combine data from neighboring segments, thus smoothing and blurring the estimates over intervals determined by the window size. Therefore we need to add the AT scheme to the functional.

But then one might expect that the AT scheme without the non-local data term would suffice, by segmenting the regularization into piecewise constant regions, and relying on the data term and the global regularization to recover the correct parameters for each segment. In practice this is not the case. Consider a discontinuous signal \( y_s \), as depicted in Figure 3.1, and suppose we initialize the model parameters to a smoothed version of \( y_s \). We will now discuss applying different functionals for reconstructing the model parameters from \( y_s \).
Figure 3.1: Solid line - $y_s$, a piecewise linear signal with one discontinuity. Dashed line - a smooth version of $y_s$ with which we initialized the model parameters.

Figures 3.2 and 3.3, depict snapshots of the reconstructed signal, parameters, and the resulting AT indicator function $v_{AT}$ at different time steps of the minimization process. We used $\alpha = 0.05$ and $\alpha = 10$ respectively. These are snapshots of the minimization process of the point-wise over-parameterized functional, modified with the AT regularization term (MOP). Both minimizations were carried out until convergence. It is evident that the reconstructed parameters are not piecewise constant, as we would like to have from our prior information on the signal. Also, it is important to note that in the first series the signal is perfectly reconstructed, effectively nullifying the data term, and in the second series the signal is smoothed, however the data term energy is still very low.

In contrast, Figure 3.4 depicts a series of snapshots of the minimization process of the non-local over-parameterized functional (NLOP). Note that here the parameters are perfectly reconstructed, the AT indicator function $v_{AT}$ receives a value close to one only in the vicinity of the discontinuity and also the signal is perfectly reconstructed.

Assuming that the result achieved by the NLOP functional is very close to the global minimum of both functionals, we calculated, using interpolation, hypothetical solutions from the solution achieved by the MOP functional to the global minimum. We then calculated the energy of the MOP functional on each step of the interpolation. It becomes obvious that the energy of the functional is raising before dropping to the energy level of the global minimum. Separate calculation of the energy of the data and the regularization terms, indicates that most of the functional energy is concentrated in the regularization term. In the transition between the local and global minimum solutions, the regularization term energy raises and dictates the total energy change, while the data term contribution is negligible.
The solutions to which the MOP functional converges and energy considerations, lead us to the conclusion that the MOP functional is converging into a local minimum solution. This “trapping” effect is alleviated in the NLOP functional, where the presumed local minimum, achieved by the MOP, is no longer a local minimum. This is due to the fact that it is much more difficult to drive the energy of the non-local data term close to zero and it contributes significantly to drive the parameters toward their correct values. Thus, the minimization process does not halt and continues toward the global minimum.

Figure 3.2: From left to right, snapshots at various times, of the MOP functional with relative weight of $E_s \alpha = 0.05$. The top image displays the reconstructed signal and the $v_{AT}$ indicator function. The bottom image displays the reconstructed parameters.
Figure 3.3: From left to right, snapshots at various times, of the MOP functional with relative weight of $E_s \alpha = 10$.

Figure 3.4: From left to right, snapshots at various times, of the NLOP functional.
3.5.4 Euler-Lagrange equations

Once we designed the functionals to be minimized, by interchangeably fixing the $A_i(x), i = 1...n$ and $v_{AT}(x)$ functions, we readily obtain the Euler-Lagrange equations which characterize the minimizers of the functional.

Minimization with respect to $A_q(x), q = 1...n$ (parameter minimization step).

Fixing $v_{AT}(x)$, we obtain

$$
\forall q, \quad \nabla A_q E_D - \frac{d}{dx} \left( \nabla A_q \alpha E_{S,AT} \right) = 0.
$$

(3.11)

the variation of the data term with respect to the model parameter functions $A_q(x)$ is given by

$$
\nabla A_q E_D = 2 \int_y \left( f_{noisy}(y) - \sum_{i=1}^n A_i(x) \phi_i(y) \right) \phi_q(y) w(x,y) dy.
$$

(3.12)

For the smoothness term, the Euler-Lagrange equations are

$$
\frac{d}{dx} \left( \nabla A'_q \alpha E_{S,AT} \right) = 4 \alpha (1 - v_{AT}) v'_{AT} \Psi' \left( \sum_{i=1}^n ||A'_i||^2 \right) A'_q
$$

$$
+ 2 \alpha (1 - v_{AT})^2 \frac{d}{dx} \left( \Psi' \left( \sum_j ||A'_j||^2 \right) A'_q \right)
$$

(3.13)

thus, the energy is minimized by solving the following nonlinear system of equations at each point $x, \forall q = 1...n$

$$
2 \int_y \left( f_{noisy}(y) - \sum_{i=1}^n A_i(x) \phi_i(y) \right) \phi_q(y) w(x,y) dy
$$

$$
-4 \alpha (1 - v_{AT}) v'_{AT} \Psi' \left( \sum_{i=1}^n ||A'_i||^2 \right) A'_q
$$

$$
-2 \alpha (1 - v_{AT})^2 \frac{d}{dx} \left( \Psi' \left( \sum_j ||A'_j||^2 \right) A'_q \right) = 0.
$$

(3.14)
Minimization with respect to $v_{AT}(x)$ (AT minimization step).

Fixing the functions $A_i(x), i = 1...n$, we obtain

$$-2\alpha (1 - v_{AT}) E_s + 2\rho_1 (v_{AT}) - \rho_2 (v_{AT}') = 0.$$  \hfill (3.15)

3.6 Implementation

We used central first and second derivatives and reflecting boundary conditions. In all the methods, we used various $\alpha, \rho_1$ and $\rho_2$ constants, depending on the noise level, as is common in noise reduction methods (this was done for all the considered algorithms, with the appropriate parameters). In all the examples, we assumed a sampling interval of $dx = 1$. For the minimization process we used gradient descent with 200000 iterations. This minimization method is a notoriously slowly converging method, but it is fast enough for our 1D example.

We performed an $AT$ minimization step every 100 parameter minimization steps, and updated the weighting function every 1000 parameter minimization steps. We used a window size of 10 sample points both for the NLOP functional, and for the weighted least square fit method (used for initialization and reconstruction). We note that using a bigger window size resulted in significantly superior results on all tests, but this may not be the case in other signals. Choosing too big a window may cause an overlap between adjacent discontinuities and prevent the functional from correctly recovering them.

3.6.1 Weighting scheme

In this work we defined the following adaptive sliding window weighting function. For each point $x$ of the signal, we choose a window $W$ of length $N$ such that, $x \in W$ and $r(x) = \sum_{j=1}^{N} r(x, y_j)$ is minimal, where $y_j \in W$ and $r(x, y_j)$ is the non-weighted least squares fit distance at $x$:

$$r(x, y_j) = \left( f_{\text{noisy}}(y_j) - \sum_{i=1}^{n} A_i(x) \phi_i(y_j) \right)^2.$$  \hfill (3.16)

Specifically, we chose a successive set of points of size $N$ which include $x$ and also minimizes $r(x)$. For example, for a window of size 5, there are 5 window possibilities as described below:
We mark the chosen window by $w^x$, and the selected weight function will then be:

$$w(y - x) = \begin{cases} \frac{1}{N} & \text{if } y \in w^x \\ 0 & \text{otherwise} \end{cases} \quad (3.17)$$

By no means do we claim that this is the best choice of the weighting function. This is but one possible, adaptive weighting function selection process, that enhances the data term to impose a non point-wise constraint, and was found to yield good results.

### 3.6.2 Initialization

In order to prevent trapping into local minima, we initialize the model parameters from the noisy data by means of a robust MLS fitting i.e., we compute each point’s parameters by choosing the best least square fitting approximation via a sliding window least square calculation. This was done in exactly the same manner as the sliding window weighting function described in Section 3.6.1. The parameters chosen are those which generated the minimal reconstruction error. This computation provided a robust initialization, which already preserves, to some extent, discontinuities in the signal. This claim is strengthened by experiments we performed comparing with a regular moving least square fitting initialization. We found that with the robust initialization, the functional converges to a better solution, and nicely exposes the true discontinuities in the signal models.

### 3.7 Experiments and results

We conducted various experiments in order to verify the performance of the proposed functional. In this work we focus mainly on 1D examples leaving 2D ex-
tensions to images for future publications, nevertheless we exhibit some initial experiments conducted on 2D synthetic images which yield a good idea of the performance to be expected in the 2D case.

### 3.7.1 1D experiments

We begin with the selection of the basis functions. We consider linear basis functions of the form:

$$\begin{cases} 
\phi_1 = 1 \\
\phi_2 = x 
\end{cases} \quad (3.18)$$

This seemingly simple choice of functions, enables us to make comprehensive tests of the functional performance. Under this choice, the functional is expected to have the best performance on piecewise linear signals. We note that this is an arbitrary choice of basis functions, and one should choose other basis functions appropriate for the signal domain.

To perform the tests we devised a set of synthetic 1D signals, and added white Gaussian noise with standard deviation ranging from 0.01 up to 0.075. These signals can be separated to two main groups:

- The first group is comprised of noisy piecewise linear signals. This group is interesting because it enables us to test the parameter reconstruction performance as well as noise reduction capabilities, under the optimal basis functions. The piecewise linear signals are depicted in Figure 3.6.

- The second group is comprised of noisy nonlinear signals, such as higher degree polynomials. This group is interesting only with regard to the noise removal performance, because generating the ground truth parameters for linear basis functions is problematic and we do not expect the linear parameters to be piecewise constant. Naturally, we could choose appropriate basis functions for these signals too, but we wanted to demonstrate that our functional performs surprisingly well, even when applied with suboptimal basis functions. The nonlinear signals are depicted in Figure 3.7.

In order to check the performance of NLOP functionals, and to test them against other denoising algorithms, we also implemented the following noise removal algorithms. The first two are the classic TV functional and the original over-parameterized functional ($\text{OP}$). We chose these functionals due to their relation to the NLOP functional, enabling us to show the improvement that the NLOP
has on predecessor functionals. The third and final algorithm, is the state of the
art $K$-$SVD$ noise removal algorithm, firstly proposed by Aharon et al. [1]. We used
implementation published by Rubinstein et al. [52].

We compared the various algorithms noise reduction performance and, more
importantly, we compared their parameter reconstruction capability. For the latter
comparison, we reconstructed parameters from the $K$-$SVD$ denoised signal, using
our robust least square fitting method (see Section 3.6.2), and compared the results
with both our NLOP functional and the original OP functional.

Figure 3.6: The piecewise Linear test signals and their STD 0.05 noisy counter-
parts.
Figure 3.7: The nonlinear test signals and their STD 0.05 noisy counterparts. Left: a polynomials signal of degree 2. Right: a signal of combined sine and cosine functions.

3.7.2 1D Results

Noise removal performance testing, was done by comparing the $L_2$ norm of the difference between the cleaned reconstructed signal and the original signal i.e.,

$$E_{L_2} = \left\| f(x) - \sum_{i=1}^{n} A_i(x) \phi_i(x) \right\|_2.$$  \hspace{1cm} (3.19)

Parameters reconstruction performance testing (which with the linear basis function, is only relevant on the piecewise linear signals), was done by calculating the $L_2$ norm of the difference between the reconstructed parameters and the original parameters, with whom we generated the signal. Figure 3.8 depicts an example of the recovered parameters and the $v_{AT}$ indicator function obtained for the "Many jumps & discontinuities" signal.

Figures 3.9 - 3.11, displays graphs comparing performance of the various algorithms on piecewise linear signals. The left graphs display the noise removal error norms, while the right graphs display parameters reconstruction error norms.
On various noise removal performance graphs we can see the excellent performance of both OP and NLOP functionals, reinforcing the claims of outstanding noise removal performance obtained by the OP functional and maintained by our new functional. Also, we can see that when the signal contains a discontinuity, such as in the "One discontinuity" signal (as opposed to a continuous signal with only parameters discontinuity such as the "One jump" signal), the NLOP functional has greater ability to cope with the discontinuity, thus generating better results than the OP functional. In Figures 3.14,3.15 we display the noise removal comparison of all the algorithms on the "One discontinuity" and the "Many jumps & discontinuities" signals.

When considering parameters reconstruction performance, we see a totally different picture. We see that on most cases, particularly in signals which contains signal discontinuity, the NLOP functional and the K-SVD algorithms both outperform the OP functional. This result demonstrates our claim, in Section 3.4.1, that the OP functional lacks the possibility to well enforce a global prior on the reconstructed parameters. Figure 3.16 compares the reconstruction results of NLOP functional, OP functional and the reconstruction from the denoised K-SVD signal, on the "One discontinuity" signal. Note the reconstruction of NLOP functional is close to a piecewise constant solution, while the OP reconstruction is seemingly a smoothly changing function. In the K-SVD reconstruction, where at each point a set of parameters is chosen regardless of the choice made for it’s adjacent neighbors, the lack of influence of enforcement of a global constraint is evident.
We note that the K-SVD algorithm, was was designed for 2D images with
far more samples than in the described experiments. Although producing excellent

denoising results on these signals, these setting are far from optimal for the K-SVD

algorithm. Therefore we performed additional tests on a subset of the signals which
were sampled in a much finer grid of around 2000 samples per signal, on which
the K-SVD has better ability to perform. These extra experiments were performed
to ascertain that the reported results are not due too unappropriate settings. As
Figures 3.12 and 3.13 show even on the highly sampled signals the same overall
performance is achieved, thus confirming our results.

(a) Highly sampled One discontinuity signal

(b) Highly sampled One discontinuity parameters

Figure 3.12: Signal noise removal and parameters reconstruction comparison for
the highly sampled "One discontinuity" signal.

(a) Highly sampled Many jumps & discontinuities signal

(b) Highly sampled Many jumps & discontinuities parameters

Figure 3.13: Signal noise removal and parameters reconstruction comparison for
the highly sampled "Many jumps & discontinuities" signal.
Figure 3.14: Comparison of noise removal on one discontinuity signal with noise STD = 0.0375. Depicted are the residual noise images. Top left: TV. Top right: OP. Bottom left: K-SVD. Bottom right: NLOP.

Figure 3.16: This figure compares the reconstructed second parameter on the various algorithms, when denoising the "One discontinuity" signal. Left image: Comparison of parameter reconstruction between NLOP functional and OP functional on one discontinuity signal. Note how far the OP reconstruction is from a piecewise solution, while generating an excellent denoising result (seen in the relevant graph). Right image: Comparison of parameter reconstruction between NLOP functional and K-SVD algorithm on one discontinuity signal. Note the apparent lack of global constraint on the parameters in the K-SVD reconstruction.
Figure 3.15: Comparison of noise removal, on the "many jumps & discontinuities" signal with noise STD = 0.05. Depicted are the residual noise images. Top left: TV. Top right: OP. Bottom left: K-SVD. Bottom right: NLOP.

In Figure 3.17, we compare the noise removal performance on the nonlinear signals. We can see that the NLOP functional still exhibits the best performance but it is not unchallenged by the OP functional. This is due to the strong constraints the NLOP functional has in trying to enforce the linear basis functions, i.e., trying to find a piecewise linear solution suitable for the given signal.

Indeed, in order to see that our functional performance is not restricted by the basis function, and to verify that indeed better performance is achieved if we choose a better set of basis functions to model the signal domain, we performed several tests with higher degree polynomials. We display in Figure 3.18, results
achieved by denoising the polynomial signal displayed in Figure 3.7, while changing the NLOP functional basis functions to a 2nd degree polynomial. In general we expect a polynomial signal to be best recovered by polynomial basis functions of the same degree. This is clearly depicted in the graph displayed in Figure 3.18, where we see better performance by NLOP with polynomial basis function compared to NLOP with linear basis functions.

![Figure 3.18: Comparison of noise removal performance on the polynomial signal. In this figure we compare performance of the NLOP functional with linear basis functions (marked by non-local OP), and NLOP functional with polynomial basis functions (marked by non-local OP poly).](image)

Another test we performed with polynomial basis functions, was on a $C_1$ continuous 2nd degree polynomial displayed in Figure 3.19. This is an interesting case, as both this signal and it’s first derivative are continuous, and only the second derivative is discontinuous. We found that this signal proved challenging for the MLS initialization method, causing it to misplace the point of discontinuity by several points. This initialization error was not detected by the NLOP functional, which maintained it throughout the minimization process, as displayed for example in Figure 3.21. The location of the discontinuity point depends on the random noise. We wish to emphasize that the reconstructed solutions achieved by the minimization of the NLOP functional have piecewise constant reconstructed parameters, which generate a piecewise smooth polynomial solution. This reconstructed signal may as well be the signal from which the noisy signal was generated. Also, the solution achieved by the NLOP functional outperformed the K-SVD method, as displayed in the graphs in Figure 3.22.
Figure 3.19: $C_1$ continuous 2nd degree polynomial. Point of the second derivative discontinuity is marked by a red cross. From left to right: clean signal, 0.01 STD noise, 0.0375 STD noise.

Figure 3.20: $C_1$ continuous 2nd degree polynomial reconstruction. Displayed are the reconstructed signals and the $v_{AT}$ indicator functions. (point of the second derivative discontinuity is marked by a red cross). From left to right clean signal, 0.01 STD noise, 0.0375 STD noise.

Figure 3.21: $C_1$ continuous 2nd degree polynomial reconstruction. Displayed are the reconstructed parameters (point of the second derivative discontinuity is marked vertical black line). From left to right clean signal, 0.01 STD noise, 0.0375 STD noise.
3.7.3 2D example

We also ran initial tests on a 2D example. The non-local over-parameterized method extends naturally to higher dimensions. We implemented the 2D case in a similar manner to the 1D case, and chose a linear basis functions of the form

\[
\begin{align*}
\phi_1 &= 1 \\
\phi_2 &= x \\
\phi_3 &= y
\end{align*}
\]  
(3.20)

In Figure 3.23, we show the 2D example, the NLOP functional noise removal result. In Figure 3.24, we display the parameters which were reconstructed in the minimization process and the generated $\nu_{AT}$ indicator function. We can see that the $\nu_{AT}$ indicator function managed to segment the signal in a good manner, although still delineated some ghost segments especially near the image edges. Note that the recovered parameters are almost piecewise constant as expected.
Figure 3.23: A 2D noise removal example of the 2D NLOP functional.

Figure 3.24: Reconstructed parameters and $v_{AT}$ AT scheme indicator function.
3.8 Conclusion

A general over-parameterized variational framework for signal and image analysis was presented. This framework can be applied to various image processing and vision problems, such as noise removal, segmentation and optical flow computation. This framework is closely related to the powerful moving least squares method, enhancing it by globally constraining the parameter variations, based on available knowledge on the problem domain. This knowledge enables a model based reconstruction of the considered signal, by effectively recovering parameters of an a priori given set of "basis" or "dictionary functions".

The new variational framework relies on the successful over-parameterized functional, and significantly improves it by making it a non-local functional, and giving it the power not only to generate excellent results for the problem domain (such as noise removal), but also to reconstruct the underlying model parameters.
Chapter 4

Conclusion

This work aimed to test the so called over-parameterized variational method, which proved to produce excellent results when applied for denoising and optical flow computation. Relying on this promising method, we may propose to expand and generalize it into a general over-parameterized variational framework for signal and image analysis, which is able to reconstruct the underlying model parameters that might capture prior information on the problem while addressing it’s original task. The novelty of this work is the focus on parameters reconstruction, realizing that the model parameters express the nature of the reconstructed signal and therefore the better the parameters reconstruction may be thus the better result the method generates for the addressed problem domain.

In the first section of this work we returned to the optical flow over-parameterized functional, generalizing it by using a non-linear motion model based on a stereoscopic constraint. This model transforms the regularization of the optical flow functional into a physically meaningful regularization where local motion parameters are related to the scene geometry i.e., the calculated parameters of each pixel provide an estimation of the plane tangent to the scene manifold. In order to strengthen the regularization of the over-parameterized method and to generate better segmentation of the parameters field, we extended it with an Ambrosio-Tortorelli scheme. This scheme prevents diffusion across parameters discontinuities and transforms the regularization into an implicit segmentation process. The proposed modified over-parameterized functional, generated the best optical flow results published at that time for the relevant scenarios, and generated a very compelling segmentation of the parameters filed.

In the second section we addressed a problem of signal modeling in 1D set-
tings, focusing on model parameter’s reconstruction as the main goal. We retained the Ambrosio-Tortorelli regularization scheme and extended the over-parameterized data term to effectively express a weighted least squares fitting method. We had done this by modifying the data term in to a non-local functional, which forces each sample parameters to model the signal across a neighborhood of the sample. This modification enhances the over-parameterized functional ability, along with the Ambrosio-Tortorelli regularization scheme, to better express the piecewise constant parameters prior and to avoid trapping into local minima. The results obtained by applying the proposed functional, on various test signals with several basis functions, exhibit superior denoising and parameters reconstruction capabilities, compared with the original over-parameterized functional and other state of the art methods. Moreover, the proposed functional does indeed overcome weaknesses of the original over-parameterized functional with regards to parameters reconstruction by truly favoring a piecewise constant parameters, while maintaining and improving denoising capabilities. This new modified over-parameterized functional may be viewed as a basis for a general framework for addressing a variety of common problem domains in signal and image processing and analysis, such as denoising, adaptive smoothing, reconstruction and segmentation.

The non-local over-parametrization functional may easily be modified into a wide range of problem domains. In future work we intend to broaden it in to 2D settings for recovering 2D functions. Especially, we intent to return to the optical flow problem, expecting to recover a 3D scene representation while calculating the optical flow.
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הנידונה בשיתוף.
בעיית שחזור פונקציה, עקומים או מישורים (ככלא פרק או תונה) מצכית דוגמה ר-suזט,\\nוהיות ביעוד סידורי ובינן תונות. מחפשים מחסרי נוכלי דם במינה ווהיזהৎ\\nשווים כמו כל התính להחלף מישורי. המחסרי בהשאבים יובילו בإسلام מישורי התונות\\
מחפש ספוג כוךנב י-but התונות אול משכנת את עדיד הפונקציה הקים שמעתונים\\
אחת מחבר התונות מהפושט בנ톈 תורדה ובחבPRIYA תונות\\
אחת ואן מייצ(paths היצוא התונות הרלוונטיים,に基づי משכנת התונות לכלולע על תילות\\
התונות בכל ממד פרוור על מבנה הפונקציונל הפכי את האות קים בידון ביוור\\
מידעם מדוקד לעתים האותות.

וידיעה הפונקציה, תמ situé בידוי, על האות_Var תונות בככל תקן על ידי מדיד פטרמי.

אף זה כל התונות תור עת המח ובודר של תונות מעורר. הטصدي ידובי [50]\\
מקדמי מרפרפרפי פורייה קירית ציון ופייצים (STFT) היצא או פונקציות מבחר המיילים\\
לאטר בפואセンターואים לאסו פונקציהים או פונקציות מרחביים בלורן. יוביל\\
אותיות בתרום תור חור התומן החטוף חצוי של האוביקט בcdn הסנכנ嵅יעים,\\
והיות שעון מהירה [41] כנבל המחקocha כסנתו לכלול עתוי שים יווי במרום תפחת\\
אתת רפרפרüzüון של תונות פונקציהים המחוספסים או התונות האוביקטס\\
אפני בדפוס ניא אומיד פרדיס, כל או תונות המקומ תומר של [41] במדיד מהי\\
אותיות בתרום התומות פונקציהים המחוספסים או התונות האוביקטס\\
במדידות, במדידות במדידות פונקציהים המוחלקים את התונות האוביקטס\\
לקרוב כליםdü קיימים פונקציונלי ניבי כדוע מחוספסים המחוספסים,\\
במודיים במדידות [20], במדידות במדידות פונקציהים המחוספסים או התונות האוביקטס\\
התוגימה הכלכלית היא בתחום הפונקציהים מעב אוקסitat, חיוית דסנסים,\\
לתחלק הסטטיסטיים.

מותודולוגית יridorיאיתוק ב-Polyl Alternativa ב-2, 20 ידוע ממותודולוגית פטרמייטע\\
וסף שער בהורהבה ו النوים ב-4, 20,b gravy הורדה פטרמייטע יירBush ב-2, 20 מצטבר שער\\
ובמי ר произוייל של פונקציונל המחוספסים התונות (MLS-moving least squares)\\
עם נתחת גלובליות על אסייתות האפריון של פטרמייט. החישוב של פטרמייטי
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לפרומטרייתיהקלישובשלתודעהсадואיםונושהלייהשלתודעהבנער
לפרומטרייתיהקלישובשלתודעהсадואיםונושהלייהשלתודעהבנער
לפרומטרייתיהקלישובשלתודעהсадואיםונושהלייהשלתודעהבנער
לפרומטרייתיהקלישובשלתודעהсадואיםונושהלייהשלתודעהבנער
לפרומטרייתיהקלישובשלתודעהсадואיםונושהלייהשלתודעהבנער
לפרומטרייתיהקלישובשלתודעהсадואיםונושהלייהשלתודעהבנער
לפרומטרייתיהקלישובשלתודעהсадואיםונושהלייהשלתודעהבנער
לפרומטרייתיהקלישובשלתודעהсадואיםונושהלייהשלתודעהבנער
לפרומטרייתיהקלישובשלתודעהсадואיםונושהלייהשלתודעהבנער
לפרומטרייתיהקלישובשלתודעהсадואיםונושהלייהשלתודעהבנער
לפרומטרייתיהקלישובshallתודעהשהגדירהלהרצותאתהמודלע
לפרומטרייתיהקלישובshallתודעהשהגדירהלהרצותאתהמודלע
The thesis includes the development of methodologies for parametric estimation techniques within MLS, which is briefly mentioned in Section 3.5.2.

To address the problem of noise, the authors propose a series of experiments using the commonly accepted algorithms and functions for noise reduction. The results are compared with those obtained using the MLS estimator, and it is shown that the MLS estimator provides more accurate results compared to the traditional methods.

The main contributions of the thesis are the development of a novel methodology for parametric estimation within MLS, which is validated through a series of experiments. The proposed methodology shows improved accuracy over traditional methods, making it a valuable addition to the field of computer vision and image processing.
הביס שניים. בהינתן תוצאות הניסיון כראים כי הפונקציות הנקראות מגדיבות את מיקום בויתשל
עדיפים על שאר האלגוריתמים, עם ביצועיםمتازים של הפונקציות המנקודות וגדלים
הממדים. בה Irma, התוצאות ה能看出יות מספריות על כל שפונקציות פרמטריזציה של
הולם. ע condiיה אחד מתנגדי על התוצאות בשני בדיקות פונקציות המיקום ומאפשרים מרחוק של
פרמטרים קבוצת מיקוטי מצומצמה. בקרן הרחב מתוצאות פונקציות למורב דרומית,
הסיטואציה מצטרפת עם מתמטית שהאור רמזור פוטנציאל
מבוית של הפונקציות הנקראות מגדיבות את המקומות והמוקמים בוית
ה dismay במקורות עידוני.

פונקציות פונקציות המיקום פונקציות מיקום של לידה של פונקציות
בורה פונקציות המיקום פונקציות המיקום פונקציות המיקום פונקציות המיקום פונקציות המיקומי
משוימה עליצב מיקומי למידה, כנפי יניקה, ההליכה, הריסות שדה ממתנה, סנטיצים
ויצאו את זה. ענפי מיקומי למידה של מקות המיקומים של פונקציות המיקום
ל.Cookie במדגומת את פונקציות המיקום בדיקת פונקציות המיקומי
כן מיקומי בדיקת פונקציות המיקומי
ב熇ב בגודל של בועית.