On the degree of symmetric functions on the Boolean cube

Gil Cohen
On the degree of symmetric functions on the Boolean cube

Research Thesis

Submitted in Partial Fulfillment of the Requirements for the Degree of Master of Science in Computer Science

Gil Cohen

Submitted to the Senate of the
Technion - Israel Institute of Technology

Tammuz 5770 Haifa July 2010
The research thesis was done under the supervision of Assoc. Prof. Amir Shpilka in the Department of Computer Science.

I would like to thank Amir for his continuous support, devoted guidance and for giving me an excellent introduction to research.

I would like to thank my wife Orit and my son Yahli for their continuous support and interest in my work. This thesis is devoted to them.

The generous financial help of the Technion is gratefully acknowledged.
# Contents

Abstract 1

Abbreviations and Notations 2

1 Introduction 3
   1.1 Overview ................................. 3
      1.1.1 Applications to Theoretical Computer Science 4
   1.2 Previous Results .......................... 5
   1.3 Original Results in the Thesis .............. 5
   1.4 Structure of the Thesis .................... 7

2 Mathematical Tools 8
   2.1 Integer Valued Polynomials .................. 8
   2.2 Lucas Theorem ............................. 9
   2.3 Gap Between Consecutive Primes ............. 10

3 Proofs of original Thesis’ results 12
   3.1 Periodicity and Degree ..................... 12
      3.1.1 Low Degree Implies Strong Periodical Structure 12
      3.1.2 Strong Periodical Structure Implies High Degree 13
   3.2 Proof of Main Theorem 1 .................... 15
      3.2.1 The function $D_c(n)$ .................. 15
      3.2.2 Proof Strategy ........................ 16
      3.2.3 Reduction to $c = 4$ ................... 16
      3.2.4 Reducing $n$ ........................... 18
      3.2.5 Concluding the proof of Theorem 1 .......... 23
   3.3 Proof of Main Theorem 2 .................... 24
   3.4 Proof of Main Theorem 3 .................... 26
3.5 Simplified Alternative Proof for the main result of [vzGR97]  . 28

4 Open Problems and Future Directions 30

Bibliography 31
Abstract

Given a function \( f : \{0, 1, \ldots, n\} \to \mathcal{C} \) for some \( \mathcal{C} \subset \mathbb{R} \), it is a well known fact that there exists a unique interpolation polynomial \( h \) for \( f \) of degree at most \( n \). A natural question is the following: for a restricted \( \mathcal{C} \), how low can the degree of an interpolation polynomial for a non-constant function of the form \( f : \{0, 1, \ldots, n\} \to \mathcal{C} \) be? A first result for a question of that nature appeared in [vzGR97] and handled the case \( \mathcal{C} = \{0, 1\} \). In this thesis we study two natural generalizations offered in [vzGR97]. The first concerns the restriction \( \mathcal{C} = \{0, 1, \ldots, c\} \) for some \( c \in \mathbb{N} \). The second generalization deals with the case \( \mathcal{C} \subset \mathbb{Q} \). In both cases we give new lower bounds. We also simplify and generalize the main result in [vzGR97].
Abbreviations and Notations

\[ a \equiv_p b \quad \text{or} \quad a \equiv b \pmod{p}. \]

\( \mathbb{N} \) \quad the set of natural numbers.

\( \mathbb{Q} \) \quad the set of rational numbers.

\( \mathbb{R} \) \quad the set of real numbers.

\( \langle a_m \cdots a_0 \rangle_p \) \quad the representation of an integer \( a \) in base \( p \).
Chapter 1

Introduction

1.1 Overview

Given a function \( f : \{0, 1, \ldots, n\} \rightarrow \mathcal{C} \) for some \( \mathcal{C} \subset \mathbb{R} \), it is a well known fact that there exists a unique interpolation polynomial \( h \) for \( f \) (that is \( h(x) = f(x) \) for all \( x \in \{0, 1, \ldots, n\} \)) of degree at most \( n \). Indeed, this polynomial can be derived from Lagrange’s formula

\[
h(x) = \sum_{k=0}^{n} f(k) \cdot \prod_{\substack{j=0 \atop j \neq k}}^{n} \frac{x-j}{k-j}.
\]

Due to this fact we can associate the degree of the unique interpolation polynomial with the function. That is, we say that the degree of the function, denoted by \( \deg f \), is the degree of the above mentioned polynomial.

The type of questions we are considering is the following: for a restricted \( \mathcal{C} \), is there a low degree non-constant function of the form \( f : \{0, 1, \ldots, n\} \rightarrow \mathcal{C} \)? Obviously, without restricting \( \mathcal{C} \) the answer will be yes. A first result for a question of that nature appeared in [vzGR97]. The authors proved that for any non-constant function of the form \( f : \{0, 1, \ldots, n\} \rightarrow \{0, 1\} \) it holds that \( \deg f > n - O(n^{0.525}) \). It is easy to see that this result, in fact, yields a lower bound on the degree of every function of the form \( f : \{0, 1, \ldots, n\} \rightarrow \mathcal{C} \) for every set \( \mathcal{C} \) of size 2. Indeed, the degree of polynomials is invariant under stretching and shifting (that is, \( \deg h(x) = \deg (a \cdot h(x) + b) \) for \( a \neq 0, b \in \mathbb{R} \)). Therefore this result tells us that in the interesting Boolean case, no function of low degree exist.
In this work we study two natural generalizations offered in [vzGR97]

1. The case where $\mathcal{C} = \{0, 1, \ldots, c\}$ for some $c \in \mathbb{N}$.

2. The case where $\mathcal{C} \subset \mathbb{Q}$. That is, we no longer assume that the range is in $\mathbb{N}$. In this case we fix $\mathcal{C}$ and let $n \to \infty$. To put it in other words, we look at families of functions (this is how we usually, implicitly, think of functions in computer science).

On top of that, we further study the case where $\mathcal{C} = \{0, 1\}$. We simplify the proof of [vzGR97] and generalize it.

1.1.1 Applications to Theoretical Computer Science

The motivation of the authors of [vzGR97] for studying lower bounds on the degree of non-constant functions of the form $f: \{0, 1, \ldots, n\} \to \{0, 1\}$ originated from theoretical computer science. A Boolean function on the Boolean cube is a function of the form $f: \{0, 1\}^n \to \{0, 1\}$. A natural representation of functions on the Boolean cube is as polynomials over various fields, in particular over the real numbers where this representation is also known as the Fourier representation of the function. Understanding such representations has been a major research goal in theoretical computer science for decades (see e.g. [BdW02, Ste03, Gop06]). Specifically, the question of better understanding the degree of the representing real polynomial received a lot of attention [NS94, vzGR97]. Nisan and Szegedy proved that the degree of the representing polynomial of any Boolean function, that depends on all $n$ inputs, is at least $\log(n) - O(\log \log n)$ (this bound is essentially tight as the so called “address function” demonstrates) [NS94]. This result immediately raised the question of whether we can get stronger lower bounds on the degree when the underlying function has additional properties.

A class of functions that was widely studied is the class of symmetric Boolean functions. A symmetric function on the Boolean cube is a function that only depends on the weight of its input (i.e. its number of non-zero entries). Symmetric Boolean functions play an important role in many areas of theoretical computer science. For example, they received a lot of attention in learning theory (see e.g. [KOS04] and references within), circuit complexity.

\footnote{All logarithms in this paper are base 2.}
[HMP⁺93], cryptography [NR04], quantum computation [Raz03], voting theory and more. It is a well known fact that every such function $f(x_1,\ldots,x_n)$ can be represented as a univariate polynomial in $x = x_1 + \ldots + x_n$, keeping the degree intact. In other words, symmetric Boolean functions are in one to one correspondence with functions of the form $F : \{0,1,\ldots,n\} \rightarrow \{0,1\}$. Thus, for symmetric functions the question boils down to proving a lower bound on the degree of non-constant polynomials on $\{0,1,\ldots,n\}$ that take two different values. Here enters [vzGR97].

Our work sheds light into the case of symmetric functions on the Boolean cube, having range that is not necessarily Boolean.

1.2 Previous Results

A lower bound for the degree of non-constant functions of the form $f : \{0,1,\ldots,n\} \rightarrow C$ appeared in [vzGR97]. The authors observed that

$$\deg f \geq \frac{n+1}{|C|}.$$  

This lower bound follows from an averaging principle: such function must assume one of its $|C|$ values on at least $(n+1)/|C|$ points, while a polynomial of degree $d$ cannot obtain the same value on more than $d$ points. Especially, for $C = \{0,1,\ldots,c\}$ we have that

$$\deg f \geq \frac{n+1}{c+1}.$$  

We also note that in this case the question is only interesting for $c < n$, since already for $c = n$ the function $f(k) = k$ for $k = 0,1,\ldots,n$ has degree 1.

1.3 Original Results in the Thesis

We prove three results in this Thesis. The first result gives a much stronger lower bound, than what was previously known, on the degree of non-constant functions of the form $f : \{0,1,\ldots,n\} \rightarrow \{0,1,\ldots,c\}$ for $c < n$ (as mentioned above, the case were $c \geq n$ is trivial).
Theorem 1 (Main Theorem 1) Let $f$ be a non-constant function of the form $f : \{0, 1, \ldots, n\} \rightarrow \{0, 1, \ldots, n - 1\}$. Then

$$\deg f \geq \frac{9}{22} n - O(n^{0.525}) .$$

We note that although the theorem is stated for $c = n - 1$, it holds, from monotonicity, for every $c < n$. Combining Theorem 1 and the simple observation that for $c = n$ a function of degree 1 exists, we conclude an interesting threshold behavior at $c = n$.

The second main theorem addresses the second generalization. The following theorem gives a lower bound for functions with range that is not in $\mathbb{N}$.

Theorem 2 (Main Theorem 2) Let $C \subset \mathbb{Q}$ be a finite set. Let $f_n : \{0, 1, \ldots, n\} \rightarrow C$ be a family of non-constant functions. Then for every $n$

$$\deg f_n \geq \frac{2}{3} n - O(n^{0.525}) .$$

The third main result is a generalization of the main result of [vzGR97]. In order to describe it we explain the proof technique used in that paper. As mentioned, the main result in [vzGR97] is that $\deg(f) > n - O(n^{0.525})$ for any non-constant function of the form $f : \{0, 1, \ldots, n\} \rightarrow \{0, 1\}$. The idea behind their proof was to first show that when $n = p - 1$, where $p$ is prime, the degree of any non-constant symmetric Boolean function is exactly $n$. Applying a theorem on the gap between consecutive prime numbers it immediately follows that the degree of non-constant symmetric Boolean function, on $n$ variables, is $n - O(n^{0.525})$. In view of this result it is natural to ask what can be said for $n$ of the form $n = p^m - 1$. We prove the following theorem, which extends the main result of [vzGR97] (achieved by taking $m = 1$).

Theorem 3 (Main Theorem 3) Let $n = p^m - 1$ for a prime $p$. Let $f$ be a non-constant symmetric Boolean function on $n$ variables. Then

$$\deg f \geq p^m - p^{m-1} \geq n - n^{1 - \frac{1}{m}} .$$

Note that the above theorem slightly improves the result of [vzGR97] for $n$’s of the form $n = p^2 - 1$ as it gives a lower bound of $n - \sqrt{n}$ on the degree rather than $n - O(n^{0.525})$. In addition, and for completeness, we give an alternative simple proof of the fact that non-constant symmetric Boolean functions on $n = p - 1$ variables have degree $n$. 
1.4 Structure of the Thesis

In chapter 2 we introduce some mathematical tools we shall use in the proofs. To all but one result we give a full proof (the one theorem we give no proof for is a very deep result from number theory). In chapter 3 we prove all the new results that we obtained.
Chapter 2
Mathematical Tools

In this chapter we introduce mathematical tools we will need for proving our results. The tools being used are mainly from the realm of Number Theory.

2.1 Integer Valued Polynomials

Definition 1 For every \( k \in \mathbb{N} \) we define the polynomial \( \binom{x}{k} \) as follows

\[
\binom{x}{k} = \frac{x(x-1) \cdots (x-k+1)}{k!}.
\]

It is easy to see that \( \{ \binom{x}{k} \}^d_{k=0} \) forms a basis for polynomials with degree at most \( d \).

Theorem 4 Let \( h \) be a polynomial of degree \( d \) assuming integer values at \( x = 0, 1, \ldots, d \). Then one can write

\[
h(x) = \sum_{k=0}^{d} c_k \binom{x}{k},
\]

where the \( c_k \)'s are integers.

Proof. As mentioned, the polynomials \( \binom{x}{0}, \binom{x}{1}, \ldots, \binom{x}{d} \) form a basis to the space of polynomials of degree not greater than \( d \). Therefore, there exist \( c_0, c_1, \ldots, c_d \in \mathbb{R} \) such that

\[
h(x) = \sum_{k=0}^{d} c_k \binom{x}{k}.
\]
We now show all $c_k$’s are in fact integers. We use an induction on $d$. For $d = 0$ we have $h(x) = c_0$. Since $h(0)$ is an integer we have that $c_0$ is an integer. Assume the correctness of the statement for all polynomials with degree up to $d - 1$. Let $h(x)$ be a polynomial of degree $d$ that obtains integer values at $x = 0, 1, \ldots, d$. Define $g(x) = h(x + 1) - h(x)$ and notice that $g$ takes integer values on $x = 0, 1, \ldots, d - 1$. Now,

$$g(x) = \sum_{k=0}^{d} c_k \left( \binom{x+1}{k} - \binom{x}{k} \right) = \sum_{k=1}^{d} c_k \binom{x}{k-1} = \sum_{k=0}^{d-1} c_{k+1} \binom{x}{k}.$$ 

From the induction hypothesis we now get that $c_1, c_2, \ldots, c_d$ are all integers. As $c_0 = h(0)$ the claim follows. 

As an interesting corollary we get that a function $f: \{0, 1, \ldots, n\} \to \mathbb{C}$ of degree $d$, assuming integer values at $x = 0, 1, \ldots, d$, assumes integer values on all of $\mathbb{N}$.

We should say a word on why integer coefficients are so important for us. In our proofs we would like to look at the behavior of a polynomial modulo prime numbers. We have already established that a polynomial as above assumes only integer values over $\mathbb{N}$ so this idea make sense. However, if the coefficients are indeed integers, then we can simplify the analysis by looking at every coefficient modulo the prime number. This idea will prove itself useful in many of the proofs to come.

### 2.2 Lucas Theorem

In the previous section we established that we might benefit by examining polynomials of the form $\binom{x}{k}$. Especially when assigning an integer value to $x$. We also hinted that in the proofs to come we would look at such assignments modulo prime numbers. Therefore we are interested in understanding how does a binomial coefficient looks like modulo a prime number. In 1878 Edouard Lucas gave an answer for this question.

**Theorem 5 (Lucas’ theorem)** Let $a, b \in \mathbb{N} \setminus \{0\}$ and let $p$ be a prime number. Denote with

$$a = a_0 + a_1 p + a_2 p^2 + \cdots + a_k p^k$$

$$b = b_0 + b_1 p + b_2 p^2 + \cdots + b_k p^k$$
their base $p$ representations. Then

\[
\binom{a}{b} \equiv_p \prod_{i=0}^{k} \binom{a_i}{b_i}
\]

where $\binom{a_i}{b_i} = 0$ if $a_i < b_i$.

Many proofs for Lucas’ Theorem are known. We present a proof that is most related to the spirit of this thesis.

**Proof.**

\[
(1 + x)^a = (1 + x)^{\sum_{i=0}^{k} a_i p^i} = \prod_{i=0}^{k} (1 + x)^{a_i p^i}
\]

It is easy to prove (by induction on $i \geq 0$) that

\[
(1 + x)^{p^i} \equiv_p (1 + x^{p^i})
\]

Therefore, from equation (2.1)

\[
(1 + x)^a = \prod_{i=0}^{k} (1 + x)^{a_i p^i} \equiv_p \prod_{i=0}^{k} (1 + x^{p^i})^{a_i} = \prod_{i=0}^{k} \sum_{j=0}^{a_i} \binom{a_i}{j} x^{p^i j}.
\]

The coefficient of $x^b$ on the LHS is $\binom{a}{b}$. Since there is a unique way to represent $b$ in base $p$, it follows that the coefficient of $x^b$ on the RHS is $\prod_{i=0}^{k} \binom{a_i}{b_i}$. Hence the result follows. ■

### 2.3 Gap Between Consecutive Primes

Prime numbers proved to be beautiful, enigmatic and useful for thousands of years. Many surprising results on prime numbers were discovered and countless many applications for them have been found. One central question concerns the distribution of prime numbers. Perhaps the earliest result on this question is due to Euclid who proved that there exist infinitely many primes. A more daring conjecture was taken by Joseph Bertrand in 1845. Bertrand’s postulated that for an integer $n > 3$, there always exists a prime number $p$ such that $n < p < 2n$. In 1850 Chebyshev proved Bertrand’s postulate and in 1932 Erdős gave a simpler proof for it. Interestingly, Erdős
used binomial coefficients in his proof. A deeper result regarding the distribution of prime numbers is the Prime Number Theorem. This famous and deep theorem describes the asymptotic distribution of the prime numbers.

**Theorem 6** Let \( \pi(n) \) be the number of positive prime numbers not larger than \( n \). Then

\[
\pi(n) = \Theta \left( \frac{n}{\ln n} \right).
\]

The Prime Number Theorem was proved independently by Hadamard and de la Vallee Poussin in 1986. Perhaps surprisingly, both proofs used methods from complex analysis. That is, to better understand prime numbers, mathematicians had to study the complex plane.

Although Theorem 6 is of great depth, it says nothing about the maximal gap between two consecutive prime numbers as \( n \) grows. This kind of result is what we shall need in this work. Specifically, we will use the following theorem of Baker, Harman and Pintz from 2001.

**Theorem 7** For any \( n \in \mathbb{N} \) there exists a prime number \( p \) such that

\[
n - O(n^{0.525}) < p < n
\]
Chapter 3

Proofs of original Thesis’ results

3.1 Periodicity and Degree

A common theme that appears in our proofs for lower bounding the degree of a function is to examine the periodicity structure of it.

3.1.1 Low Degree Implies Strong Periodical Structure

We next prove that a low degree function must have, in some sense, strong periodical structure.

Lemma 1 Let $f : \{0, 1, \ldots, n\} \rightarrow C$ be a function with $\deg f = d$. Let $d < p \leq n$ be a prime number. Then for all $0 \leq j \leq \min(p - 1, n - p)$ it holds that

$$f(p + j) \equiv_p f(j).$$

Proof. Let $h_f(x) = \sum_{k=0}^{d} c_k \binom{x}{k}$ be the interpolation polynomial of $f$. By Theorem 4 all $c_k$’s are integers. Substituting $p + j$ for $x$ we get

$$h_f(p + j) = \sum_{k=0}^{d} c_k \binom{p + j}{k}. \quad (3.1)$$

Applying Lucas’ theorem (Theorem 5) while remembering that $j, k < p$ we get

$$\binom{p + j}{k} = \binom{1}{0} \binom{j}{k} = \binom{j}{k}. \quad (3.2)$$
Combining (3.1), (3.2) and the assumption that \( p + j \leq n \) we obtain

\[
f(p + j) = h_f(p + j) = \sum_{k=0}^{d} c_k \binom{p + j}{k} \equiv \sum_{k=0}^{d} c_k \binom{j}{k} = h_f(j) = f(j).
\]

The lower the degree of \( f \) is, the larger the number of prime numbers in the interval \([\deg f, n]\) is. Since for each such prime number Lemma 1 reveals one more layer of periodical structure in \( f \), we can see why Lemma 1 is a formalization of the idea mentioned above - the lower the degree of a function is, the stronger its periodical structure is.

### 3.1.2 Strong Periodical Structure Implies High Degree

**Definition 2** Given a function \( f : \{0, 1, \ldots, n\} \to \mathcal{C} \) and \( T, \Delta \in \mathbb{N} \) such that \( T \geq 1 \) we define

\[
P^\Delta_T(f) = \{0 \leq k \leq n - T : f(k) + \Delta = f(k + T)\}.
\]

To get intuition for the meaning of this definition consider the case \( \Delta = 0 \). A periodical function with period \( T \) is a function \( f \) having the following property: for every \( 0 \leq k \leq n - T \) it holds that \( f(k) = f(k + T) \). Given a function \( f \) (not necessarily a periodical function), we can think of every \( k \) such that \( f(k) = f(k + T) \) as a test whereby the function succeeded proving it has a period \( T \). Therefore \( P^0_T(f) \) is the set of successful tests, and hence the size of this set measures how close \( f \) is to a function with period \( T \). For general \( \Delta \) the intuition is basically the same, though we relax the traditional periodicity definition. With this definition in mind we are ready to prove that a function having a strong periodical structure in this sense, has a high degree.

**Lemma 2** Let \( f : \{0, 1, \ldots, n\} \to \mathcal{C} \), then for all \( T, \Delta \in \mathbb{N} \) such that \( T \geq 1 \) it holds that

1. If \( \Delta = 0 \) then \( \deg f \geq |P^\Delta_T(f)| \) or \( \deg f = 0 \).

2. If \( \Delta \neq 0 \) then \( \deg f \geq |P^\Delta_T(f)| \) or \( \deg f \leq 1 \).
Proof. Denote $d = \deg f$ and assume that $d < |P_T^\Delta(f)|$. Let
\[ g(x) \overset{\text{def}}{=} h_f(x + T) - \Delta. \]
We notice that $\deg g = \deg h_f = d$. In addition, for all $k \in P_T^\Delta(f)$ it holds that
\[ g(k) = h_f(k + T) - \Delta = f(k + T) - \Delta = f(k) = h_f(k). \]
Therefore $g$ and $h_f$ agree on $|P_T^\Delta(f)|$ points. Since these two polynomials have degree $d < |P_T^\Delta(f)|$, it must hold that $g = h_f$. Denote
\[ h_f(x) = \sum_{k=0}^{d} a_k x^k. \]
Since $\deg f = d$ we have that $a_d \neq 0$. Now,
\[
\sum_{k=0}^{d} a_k x^k + \Delta = h_f(x) + \Delta = g(x) + \Delta = h_f(x + T) = \sum_{k=0}^{d} a_k (x + T)^k \\
= \sum_{k=0}^{d} a_k \sum_{j=0}^{k} \binom{k}{j} x^j T^{k-j} = \sum_{m=0}^{d} \sum_{k=m}^{d} \binom{k}{m} a_k T^{k-m}.
\]
Thus, the coefficients of the LHS equal the coefficients of the RHS. Assume now that $\Delta = 0$. In this case our initial assumption that $d < |P_T^\Delta|$ implies $d = 0$. Indeed, Equation (3.3) implies that for $0 \leq m \leq d$
\[ a_m = \sum_{k=m}^{d} \binom{k}{m} a_k T^{k-m}, \]
and so for $0 \leq m \leq d$ we have
\[ \sum_{k=m+1}^{d} \binom{k}{m} a_k T^{k-m} = 0. \]
Assume for a contradiction that $d \geq 1$. Then for $m = d - 1$ (which is non-negative) we get
\[ \binom{d}{d-1} a_d T = 0. \]
Since $T \geq 1$ and $d \geq 1$ it follows that $a_d = 0$, which is a contradiction.

As for the second part of the theorem, assume that $\Delta \neq 0$. In this case we want to prove that $\deg f \leq 1$. As in the case of $\Delta = 0$ we have that for $1 \leq m \leq d$

$$a_m = \sum_{k=m}^{d} \binom{k}{m} a_k T^{k-m}$$

(for $m = 0$ this equality doesn’t hold since the shift by $\Delta$ affects the free term, as can be seen in Equation (3.3)). As before, we reach a contradiction by considering $m = d - 1$ (again we derive that $a_d = 0$). We can do so as long as $1 \leq d - 1$, that is, as long as $d > 1$. Therefore our assumption leads to a contradiction unless $d \leq 1$, and so we are done. ■

### 3.2 Proof of Main Theorem 1

#### 3.2.1 The function $D_c(n)$

**Definition 3** Let $c \in \mathbb{N}$. We call a non-constant function of the form $f : \{0, 1, \ldots, n\} \rightarrow \{0, 1, \ldots, c\}$ an $(n, c)$-function. We denote by $F_c(n)$ the set of all $(n, c)$-functions.

As we prove a linear lower bound on the degree, it is natural to consider the following definition.

**Definition 4** We denote the relative degree of $(n, c)$-functions by

$$D_c(n) = \frac{1}{n} \min_{f \in F_c(n)} \deg f .$$

It is easy to see that $D_c(n)$ is non-increasing with respect to $c$. On the other hand, for a fixed $c$, $D_c(n)$ has quite a chaotic behavior in $n$ and is certainly not monotone. For example, it can be shown that $D_1(n) < 1$ for odd $n$ greater than 1, while it was proved in [vzGR97] that $D_1(p - 1) = 1$ for all primes $p$.

Using this definition we can restate our question in terms of proving lower bounds on $D_c(n)$ for any $1 \leq c < n$. [vzGR97] proved that $D_1(n) = 1 - O(n^{-0.475}) = 1 - o(1)$ and that the trivial lower bound for general $c$ is $D_c(n) > \frac{1}{c+1}$. Using the same language, our main result shows that $D_{n-1}(n) \geq \frac{9}{22} - o(1)$.
3.2.2 Proof Strategy

The proof goes in two steps. In the first step we make a reduction from \((n, n-1)\)-functions to \((m, 4)\)-functions for some \(m\), namely we make a reduction to \(c = 4\). This certainly seems like an easier problem to tackle, as \(c\) is now constant. In the second step we further reduce the problem by reducing \(n\). That is, we show that a lower bound on \(D_c(m)\) implies a lower bound for \(D_c(n)\) under some conditions on \(n > m\) and \(c\). Although we will apply only the case where \(c = 4\), we will give a theorem for general \(c\), that sheds light on the behavior of \(D_c(n)\) and is therefore interesting in its own right.

3.2.3 Reduction to \(c = 4\)

In this section we prove the following lemma, which formalizes the first step of our proof strategy.

**Lemma 3 (Reduction to \(c = 4\))** For any \(n\) there exists a prime \(p\) such that 
\[ n - O(n^{0.525}) < 2p < n \]
and
\[ D_{n-1}(n) \geq \frac{1}{2} D_4(p - 1) - o(1). \]

**Proof.** Let \(f \in F_{n-1}(n)\) be a function with minimal degree \(n \cdot D_{n-1}(n)\). Let \(p\) be a prime such that
\[ \frac{n}{2} - O(\frac{n}{2}^{0.525}) < p < \frac{n}{2} \]
as guaranteed by Theorem 7. Clearly
\[ n - O(n^{0.525}) < 2p < n. \]

Let \(\tilde{f}\) be the restriction of \(f\) to the domain \(\{0, 1, \ldots, 2p - 1\}\). Note that \(\deg f \geq \deg \tilde{f}\). If \(\deg \tilde{f} \geq p\) then
\[ n \cdot D_{n-1}(n) = \deg f \geq \deg \tilde{f} \geq p > \frac{n}{2} - o(n) \]
and we are done. We can therefore assume that \(\deg \tilde{f} < p\).

Define \(g: \{0, 1, \ldots, p - 1\} \rightarrow \mathbb{R}\) as follows
\[ g(k) = 2 + \frac{\tilde{f}(p + k) - \tilde{f}(k)}{p}. \]
It is easy to see that $\deg g < \deg \tilde{f}$. To better understand $g$, note that Lemma 1 implies that for any $0 \leq k \leq p - 1$ it holds that

$$\tilde{f}(p + k) \equiv_p \tilde{f}(k).$$

For large enough $n$, we have that for all $0 \leq j \leq 2p - 1$

$$0 \leq \tilde{f}(j) < n < 3p,$$

therefore

$$\tilde{f}(p + k) - \tilde{f}(k) \in \{-2p, -p, 0, p, 2p\}.$$

Consequently, $g$ maps $\{0, 1, \ldots, p - 1\}$ to $\{0, 1, 2, 3, 4\}$. In other words, $g$ is a $(p - 1, 4)$-function. If $g$ is not a constant then

$$n \cdot D_{n-1}(n) = \deg f \geq \deg \tilde{f} \geq \deg g \geq (p - 1) \cdot D_4(p - 1) > \left(\frac{n}{2} - o(n)\right) \cdot D_4(p - 1).$$

Dividing both sides by $n$ we conclude the proof.

We now deal with the case that $g$ is a constant function, say the constant $G$. Thus, for all $0 \leq k \leq p - 1$ we have that

$$\tilde{f}(p + k) = \tilde{f}(k) + (G - 2)p$$

and therefore, recalling Definition 2

$$|P_{p}^{(G-2)p}(\tilde{f})| \geq p.$$

By Lemma 2, either

$$\deg \tilde{f} \geq |P_{p}^{(G-2)p}(\tilde{f})| \geq p \geq \frac{n}{2} - o(n),$$

which concludes the proof, or $\tilde{f}$ is a linear function. Assume the latter occurs and repeat the above proof for the function $f^R \in \mathcal{F}_{n-1}(n)$ defined as

$$f^R(k) \overset{\text{def}}{=} f(n - k).$$

If by applying the proof on $f^R$ we get that

$$\deg f^R \geq \frac{1}{2} D_4(p - 1) - o(1)$$
then, since $\deg f = \deg f^R$, we are done. Otherwise we again get that $\tilde{f}^R$ is a linear function. Combining the facts that $\tilde{f}$ and $f^R$ are both linear functions we see that $f$ behaves like a linear function on the first and the last $2p$ points. Since $n < 2p + o(n)$, $f$ must itself be a linear function, as the two linear functions $\tilde{f}$ and $f^R$ agree on more than two points. Since $f$ is not constant, this means that $f$ assumes $n + 1$ different values on $\{0, 1, \ldots, n\}$, contradicting the fact that $f \in \mathcal{F}_{n-1}(n)$. ■

We would like to point out that for the case $n = 2p - 1$, for a prime $p$, we can do slightly better. In such a case $g$ is actually a $(p - 1, 2)$ function rather than a $(p - 1, 4)$ function, as the difference $\tilde{f}(k + p) - \tilde{f}(k)$ is contained in $\{-p, 0, p\}$. In this thesis we prove better lower bounds on $D_2(n)$ than on $D_4(n)$, which in turn implies improved lower bound on $D_{n-1}(n)$ in the case of $n = 2p - 1$. A corollary of Theorem 3 is the following

**Corollary 1** For every $n$

$$D_{n-1}(n) > \frac{1}{10} - o(1).$$

**Proof.** As observed earlier, we have that $D_4(p) > 1/5$. Plugging this into Lemma 3 we get that

$$D_{n-1}(n) \geq \frac{1}{2} D_4(p) - o(1) > \frac{1}{2} \cdot \frac{1}{5} - o(1) = \frac{1}{10} - o(1).$$

■

Corollary 1 already gives us the desired threshold behavior at $c = n$. The next step will be to improve this lower bound.

### 3.2.4 Reducing $n$

In this subsection we shall prove the following lemma.

**Lemma 4 (Reducing $n$)** Let $c, m, n \in \mathbb{N} \setminus \{0\}$ be such that $n > 2^{m+1}(m + 1)c$. Then, for large enough $n$

$$D_c(n) \geq \frac{m}{m + 1} D_c(m) - o(1).$$
Although we’ve mentioned that $\mathcal{D}_c(n)$ is not monotone in $n$, Lemma 4 shows that some relaxed property of monotonicity does hold - given a large $m$, for large enough $n$’s we almost have that $\mathcal{D}_c(n) \geq \mathcal{D}_c(m)$. In order to prove Lemma 4, it is more convenient to talk about the gap of functions.

**Definition 5** Given $f \in \mathcal{F}_c(n)$, define

$$
\gamma(f) \stackrel{\text{def}}{=} n - \deg f .
$$

We call $\gamma(f)$ the gap of $f$.

**Definition 6** Define

$$
\Gamma_c(n) \stackrel{\text{def}}{=} \max_{f \in \mathcal{F}_c(n)} \gamma(f) .
$$

We call $\Gamma_c(n)$ the gap of $(n,c)$-functions.

It is easy to verify the following relation between the relative degree and the gap of functions:

$$
\Gamma_c(n) = n(1 - \mathcal{D}_c(n)) .
$$

Proving Lemma 4 will require some tools. The following theorem from [vzGR97] gives an equivalent condition for a function to have a gap at least $r$. We give the relevant part of the theorem with some adaptation in notations.

**Theorem 8 (Theorem 2.2 from [vzGR97])** Given $f \in \mathcal{F}_c(n)$ and $0 \leq r \leq n$, $\gamma(f) > r$ iff for all $n - r \leq s \leq n$ it holds that

$$
\sum_{k=0}^{s} (-1)^k \binom{s}{k} f(k) = 0 .
$$

To prove Lemma 4 we will also need to know, given $f \in \mathcal{F}_c(n)$, the value of $h_f(n + t)$ for $t \in \mathbb{N}$, where $h_f$ is the interpolation polynomial for $f$. For this we have the following lemma.

**Lemma 5** For any function $f \in \mathcal{F}_c(n)$ and for any $t \in \mathbb{N} - \{0\}$

$$
h_f(n + t) = (-1)^n \sum_{k=0}^{n} (-1)^k \binom{n}{k} \binom{n + t - k - 1}{t - 1} f(k) .
$$
Proof. Lagrange interpolation formula implies that

\[ h_f(x) = \sum_{k=0}^{n} f(k) \prod_{\substack{j=0 \atop j \neq k}}^{n} \frac{x-j}{k-j}. \]

Substituting \( n + t \) for \( x \) we get

\[ h_f(n + t) = \sum_{k=0}^{n} \left( \prod_{\substack{j=0 \atop j \neq k}}^{n} \frac{n+t-j}{k-j} \right) f(k) = \sum_{k=0}^{n} \frac{(-1)^{n-k}}{k!(n-k)!} \frac{(n+t)!}{(t-1)!(n+t-k)} f(k) \]

\[ = (-1)^n \sum_{k=0}^{n} (-1)^k \frac{(n+t)!}{k!(n+t-k)!} \frac{(n+t-k-1)!}{(n-k)!(t-1)!} f(k) \]

\[ = (-1)^n \sum_{k=0}^{n} (-1)^k \left( \frac{n+t}{k} \right) \left( \frac{n+t-k-1}{t-1} \right) f(k). \]

The following lemma is useful for the proof of Lemma 4.

Lemma 6 For all \( n, m, c \in \mathbb{N} \) we have that

\[ \Gamma_c(n + m) \leq \Gamma_c(n) + m. \]

Proof. Let \( f \in F_c(n + m) \) be a function of minimal degree. That is

\[ \deg f = n + m - \Gamma_c(n + m). \]

Assume for a contradiction that \( \deg f < n - \Gamma_c(n) \). Let \( g \in F_c(n) \) be the restriction of \( f \) to \( \{0, 1, \ldots, n\} \). By our assumption \( \deg f \leq n \) and so by the uniqueness of the representing polynomial, \( \deg f = \deg g \). As \( f \) is non-constant we get \( g \) is non-constant (otherwise, if \( f \) is constant on \( \{0, 1, \ldots, n\} \) then it must have degree at least \( n \)). Hence, \( \deg g \geq n - \Gamma_c(n) \). This contradicts the assumption that \( \deg g = \deg f < n - \Gamma_c(n) \). Therefore \( \deg f \geq n - \Gamma_c(n) \) and we are done.

It easily follows from the relation between \( D_c(n) \) and \( \Gamma_c(n) \) that Lemma 4 is equivalent to the following lemma.

Lemma 7 Let \( c, m, n \in \mathbb{N} \setminus \{0\} \) be such that \( n > 2^{m+1}(m+1)c \). Then, for large enough \( n \)

\[ \Gamma_c(n) \leq \left( \frac{\Gamma_c(m) + 1}{m+1} \right) n + o(n). \]
We shall therefore focus on proving Lemma 7. The heart of the proof is the following lemma.

**Lemma 8** For all \(c, m, p \in \mathbb{N} - \{0\}\) such that \(p\) is a prime and \(2^m c < p\), it holds that

\[
\Gamma_c((m + 1)p - 1) < p(\Gamma_c(m) + 1).
\]

**Proof.** If this inequality does not hold then there is a function \(f \in \mathcal{F}_c((m + 1)p - 1)\) such that \(\deg f < (m - \gamma)p\), where \(\gamma \overset{\text{def}}{=} \Gamma_c(m)\). Hence the value of \(f\) on the points \(\{0, 1, \ldots, (m - \gamma)p - 1\}\) completely determines \(h_f\).

For every \(0 \leq j \leq p - 1\) define the function \(f_j \in \mathcal{F}_c(m)\) as follows: for every \(0 \leq i \leq m\)

\[
f_j(i) \overset{\text{def}}{=} f(i \cdot p + j).
\]

The strategy of the proof is to show that under the contradiction assumption, all \(f_j\)’s are constants and therefore \(f\) is periodical with period \(p\). At that point, applying Lemma 3.2 (with \(\Delta = 0\)) will yield a contradiction.

For every \(0 \leq r \leq \gamma\) and for every \(0 \leq j \leq p - 1\), the value of \(h_f((m - r)p + j)\) is determined by the value of \(f\) on the points \(\{0, 1, \ldots, (m - r)p - 1\}\).\(^1\) Therefore we can apply Lemma 5 with \(n = (m - r)p - 1\) and \(t = j + 1\) to get

\[
h_f((m - r)p + j) = (-1)^{(m-r)p-1} \sum_{k=0}^{(m-r)p-1} (-1)^k \binom{(m-r)p + j}{k} \binom{(m-r)p + j - k - 1}{j} f(k).
\]

Since \(0 \leq j \leq p - 1\) we have

\[
(m - r)p + j = \langle m - r \quad j \rangle_p.
\]

Observe that \(k < p^2\) and so \(k = \langle k_1 \quad k_0 \rangle_p\). Thus, in order for \(k\) to contribute to the sum modulo \(p\), it must hold that \(k_0 \leq j\). Assume that \(k_0 < j\), that is \(j - k_0 - 1 \geq 0\). Note that

\[
(m - r)p + j - k - 1 = \langle m - r - k_1 \quad j - k_0 - 1 \rangle_p.
\]

\(^1\)Actually, as stated above, \(h_f((m - r)p + j)\) is determined by the first \((m - \gamma)p\) points from this set, but for the sake of the analysis, it is more convenient to see the affect of all of those points on \(h_f((m - r)p + j)\).
Consequently, for \( k \) to contribute to the sum modulo \( p \), we must have \( j - k_0 - 1 \geq j \). Hence \( k_0 \leq -1 \), which is impossible. Thus, all \( k \)'s that contribute to the sum modulo \( p \) satisfy \( k_0 = j \). With this in mind we can simplify the sum over \( \mathbb{F}_p \)

\[
\sum_{k_1=0}^{m-r-1} (-1)^{k_1} f(k_1) = h_f((m-r)p + j) \equiv_p \]

(3.4)

By Lucas’ Theorem

\[
\binom{(m-r)p + j}{k_1p + j} \equiv_p \binom{m-r}{k_1}
\]

and

\[
\binom{(m-r - k_1)p - 1}{j} \equiv_p \binom{p-1}{j}.
\]

Now

\[
j! \binom{p-1}{j} = (p-1)(p-2) \cdots (p-j) \equiv_p (-1)^j \cdot j!
\]

and since \( j! \neq 0 \) it follows that

\[
\binom{p-1}{j} \equiv_p (-1)^j.
\]

With this we can simplify equation (3.4) a little further

\[
h_f((m-r)p + j) \equiv_p (-1)^{m-r-1} \sum_{k_1=0}^{m-r-1} (-1)^{k_1} \binom{m-r}{k_1} f(k_1p + j).
\]

Since \( h_f((m-r)p + j) = f((m-r)p + j) \) we have that for all \( 0 \leq j \leq p - 1 \) and all \( 0 \leq r \leq \gamma \)

\[
\sum_{k_1=0}^{m-r} (-1)^{k_1} \binom{m-r}{k_1} f_j(k_1) \equiv_p 0.
\]

The LHS is strictly smaller than \( 2^m c \) and since we assume that \( 2^m c < p \), it must hold that

\[
\sum_{k_1=0}^{m-r} (-1)^{k_1} \binom{m-r}{k_1} f_j(k_1) = 0.
\]
Applying Theorem 8 we get that for every $0 \leq j \leq p - 1$, $\gamma(f_j) > \gamma = \Gamma_c(m)$. Hence all $f_j$’s must be constant functions. This implies that $f$ is a periodical function with period $p$. That is $|P^0_p(f)| = mp$. By Lemma 3.2 we get that $\deg f \geq mp$. Recalling the assumption $\deg f < (m - \gamma)p$, we contradict the assumption that $\gamma \geq 0$.

We are now ready to prove Lemma 7.

**Proof of Lemma 7.** Given $n$ and $m$, we can apply Theorem 7 to assure the existence of a prime number $p$ such that

\[
\frac{n}{m + 1} - O\left(\left(\frac{n}{m + 1}\right)^{0.525}\right) \leq p < \frac{n}{m + 1}.
\]

Since $m = o(n)$, $n - o(n) \leq (m + 1)p - 1 < n$. By Lemma 6

\[
\Gamma_c(n) \leq \Gamma_c((m + 1)p - 1) + n - ((m + 1)p - 1) \leq \Gamma_c((m + 1)p - 1) + o(n) \quad (3.5)
\]

We now apply Lemma 8 (noticing that $p > 2^mc$, for large enough $n$)

\[
\Gamma_c((m + 1)p - 1) < p\left(\Gamma_c(m) + 1\right) = (m + 1)p\left(\frac{\Gamma_c(m) + 1}{m + 1}\right) \leq n\left(\frac{\Gamma_c(m) + 1}{m + 1}\right). \quad (3.6)
\]

Inequalities (3.5) and (3.6) together imply that

\[
\Gamma_c(n) \leq \left(\frac{\Gamma_c(m) + 1}{m + 1}\right)n + o(n),
\]

as desired. ■

### 3.2.5 Concluding the proof of Theorem 1

All there is left to do is to conclude the main theorem. We will base the proof on Lemma 3, Lemma 4 and on a computer search.

**Proof of Theorem 1.** A computer search found that $\mathcal{D}_4(21) = 6/7$. The program we wrote computed the degree of all functions of the form $f: \{0, 1, \ldots, 21\} \to \{0, 1, 2, 3, 4\}$. In fact, we used some optimizations in order to speed up the search. By Lemma 4

\[
\mathcal{D}_4(n) \geq \frac{21}{21 + 1} \cdot \frac{6}{7} - o(1) = \frac{9}{11} - o(1).
\]
Lemma 3 now gives
\[
D_{n-1}(n) \geq \frac{1}{2} \cdot D_4(p) - o(1) \geq \frac{1}{2} \cdot \frac{9}{11} - o(1) = \frac{9}{22} - o(1).
\]

In subsection 3.2.3 we hinted that we can obtain a better lower bound on \( D_2(n) \) than that we proved for \( D_4(n) \). Following the last step of the proof of Theorem 1 and the fact that \( D_2(35) = \frac{8}{9} \) (again, obtained using a computer search) we get that \( D_2(n) \geq \frac{8}{9} - o(1) \).

### 3.3 Proof of Main Theorem 2

In this section we prove Theorem 2. In order to do so we shall prove the following lemma, which gives better lower bound than Theorem 1 for \( c \)'s that are not too large.

**Lemma 9** If \( c < \frac{2}{3} n - \Omega(n^{0.525}) \) then
\[
D_c(n) > \frac{2}{3} - o(1).
\]

**Proof.** By Theorem 7 there exist primes \( p \) and \( q \) such that
\[
\frac{2}{3} n - O(n^{0.525}) < q < p < \frac{2}{3} n.
\]

It suffices to prove that \( \deg f \geq q \). Assume for contradiction that \( \deg f < q \). Lemma 3.1 implies that, for \( 0 \leq j \leq n - q \), it holds that
\[
f(q + j) \equiv_q f(j).
\]

Since \( c < \frac{2}{3} n - \Omega(n^{0.525}) \) (and so \( c < q \)) equality must hold. Namely, \( f(q+j) = f(j) \) for \( 0 \leq j \leq n - q \). Applying the same arguments for \( p \) instead of \( q \), we also get that \( f(p + j) = f(j) \) for \( 0 \leq j \leq n - p \). Set \( T = p - q \). From the discussion above, for all \( 0 \leq j \leq n - p \) it holds that
\[
f(j) = f(p + j) = f(q + (p - q) + j) = f(q + (T + j)) = f(T + j).
\]

Therefore
\[
\{0, 1, \ldots, n - p\} \subseteq P^0_T(f).
\]
As $n - p < n - q$ we get that for $0 \leq j \leq n - p < n - q$, 

$$f(T + j) = f(j) = f(q + j).$$

Hence, we also have that 

$$\{q + 0, q + 1, \ldots, q + n - p\} \subseteq P^0_T(f).$$

As $n - p < q$ these two intervals do not intersect and so we have that 

$$|P^0_T(f)| > 2(n - p) > \frac{2}{3}n.$$

By Lemma 3.2, $\deg f > \frac{2}{3}n$, contradicting our assumption that 

$$\deg f < q < \frac{2}{3}n.$$

With Lemma 9 we are ready to prove Theorem 2.

**Proof of Theorem 2.** Firstly note that we can assume that $\mathcal{C}$ contains only non-negative elements, possibly by shifting all elements of $\mathcal{C}$ by some $\Delta$. Indeed, for any non-constant polynomial 

$$\deg(h(x)) = \deg(\Delta + h(x)).$$

Let us denote 

$$\mathcal{C} = \left\{ \frac{a_1}{b_1}, \ldots, \frac{a_k}{b_k} \right\},$$

where $k = |\mathcal{C}|$ and all elements in $\mathcal{C}$ are non-negative. Define $l = \text{lcm}(b_1, \ldots, b_k)$ and $m = \max(x: x \in \mathcal{C})$. Finally, set $c = l \cdot m$. Let $\tilde{f}$ be defined as follows: $\tilde{f}(k) = l \cdot f(k)$ for all $0 \leq k \leq n$. Clearly, $\tilde{f} \in \mathcal{F}_c(n)$ and $\deg \tilde{f} = \deg f$. Furthermore, since $f$ is non-constant so is $\tilde{f}$. As $l, m$ are constants so is $c$ and thus, by applying Lemma 9, we get that 

$$\deg f \geq \deg \tilde{f} \geq \frac{2}{3}n - o(n),$$

as desired. 

•
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In fact one can deduce lower bounds on the degree of functions whose image may depend on \( n \). For example, consider any family of non-constant functions of the form

\[
f: \{0,1,\ldots,n\} \to \{2^{-1},2^{-2},2^{-3},\ldots,2^{-m}\},
\]

where \( m < \log n \). In this case we can define the function \( \tilde{f} \) as \( \tilde{f}(k) = 2^m f(k) \). Clearly \( \tilde{f} \in F_c(n) \) for \( c = 2^m - 1 < \frac{2}{3} n - \Omega(n^{0.525}) \)

and so applying Lemma 9 we again obtain that

\[
\deg f = \deg \tilde{f} \geq \frac{2}{3} n - o(1).
\]

### 3.4 Proof of Main Theorem 3

In this section we prove a Theorem 3.

**Proof of Theorem 3.** Let \( f \in F_1(p^m - 1) \). Assume for contradiction that \( \deg f < p^m - p^{m-1} \). Then \( h_f \) is determined by the value of \( f \) on the points \( \{0,1,\ldots,p^m - p^{m-1} - 1\} \). Applying Lemma 5 with \( n = p^m - p^{m-1} - 1 \) and \( t = j + 1 \), for \( 0 \leq j < p^{m-1} \), we obtain

\[
h_f(p^m - p^{m-1} + j) = (-1)^{p^m-p^{m-1}-1} \sum_{k=0}^{p^m-p^{m-1}-1} (-1)^k \binom{p^m-p^{m-1}+j}{k} \binom{p^m-p^{m-1}+j-k-1}{j} f(k).
\]

Set \( k' = k \mod p^{m-1} \), that is

\[
k' = k_0 + k_1 p + \cdots + k_{m-2} p^{m-2}.
\]

Since \( k < p^m \) we can write \( k = k' + k_{m-1} p^{m-1} \) for \( 0 \leq k_{m-1} \leq p - 1 \). As \( 0 \leq j < p^{m-1} \)

\[
p^m - p^{m-1} + j = (p - 1 \ j_{m-2} \ \cdots \ j_0)_p
\]

and so in order for \( k \) to contribute to the sum modulo \( p \), it must be that \( k' \leq j \). Assume that \( k \) is such that \( k' < j \). Looking at the other binomial
coefficient, for such a $k$ to contribute to the sum modulo $p$, it must be that $j - k' - 1 \geq j$ which is impossible. Hence the only $k$'s that contribute to the sum, modulo $p$, are those obeying $k' = j$. With this observation, we can simplify the above sum over $\mathbb{F}_p$

\[- h_f(p^m - p^{m-1} + j) \equiv_p \sum_{k_{m-1}=0}^{p-2} (-1)^{j+k_{m-1}p^{m-1}} \binom{p^m - p^{m-1} + j}{k_{m-1}p^{m-1} + j} \binom{p^m - (k_{m-1}+1)p^{m-1} - 1}{j} \cdot f(k_{m-1}p^{m-1} + j) . \]  

(3.7)

From Lucas’ theorem

\[ \binom{p^m - p^{m-1} + j}{k_{m-1}p^{m-1} + j} \equiv_p \binom{p-1}{k_{m-1}} \equiv_p (-1)^{k_{m-1}} \]  

(3.8)

and

\[ \binom{p^m - (k_{m-1}+1)p^{m-1} - 1}{j} \equiv_p \binom{p^{m-1} - 1}{j} . \]

This binomial coefficient is actually quite simple modulo $p$

\[ \binom{p^{m-1} - 1}{j} \equiv_p \prod_{i=0}^{m-2} \binom{p-1}{j_i} \equiv_p \prod_{i=0}^{m-2} (-1)^{j_i} \equiv_p \prod_{i=0}^{m-2} (-1)^{ip^i} = (-1)^j \]

and so

\[ \binom{p^m - (k_{m-1}+1)p^{m-1} - 1}{j} \equiv_p (-1)^j . \]  

(3.9)

Substituting (3.8) and (3.9) into (3.7) simplifies the expression a little further

\[- h_f(p^m - p^{m-1} + j) \equiv_p \sum_{k_{m-1}=0}^{p-2} f(k_{m-1}p^{m-1} + j) . \]

As $h_f(p^m - p^{m-1} + j) = f(p^m - p^{m-1} + j)$ we get that for every $0 \leq j < p^{m-1}$

\[ \sum_{k_{m-1}=0}^{p-1} f(k_{m-1}p^{m-1} + j) \equiv_p 0 . \]  

(3.10)
Since $f$ is a Boolean function, in order to satisfy Equation (3.10), it must be that for every $0 \leq j < p^{m-1}$

$$f(j) = f(p^{m-1} + j) = f(2p^{m-1} + j) = \cdots = f((p - 1)p^{m-1} + j).$$

Therefore, $f$ is periodical with period $p^{m-1}$ which yields that

$$|P_p^0(f)| \geq p^m - p^{m-1}.$$

Lemma 2 now implies that

$$\deg f \geq p^m - p^{m-1} \geq n - n^{1 - \frac{1}{m}}.$$

\[\blacksquare\]

3.5 Simplified Alternative Proof for the main result of [vzGR97]

In this section we give a simpler alternative proof for the main result of [vzGR97].

Claim 1 For any prime $p$ it holds that $D_1(p - 1) = 1$.

Alternative proof for $D_1(p - 1) = 1$. Let $f \in \mathcal{F}_1(n)$ for $n = p - 1$. Obviously, the following polynomial represents $f$ over $\mathbb{F}_p$

$$h(x) = \sum_{k: f(k) = 1} (1 - (x - k)^{p-1}).$$

The coefficient of $x^{p-1}$ is the weight of $f$ (i.e the number of 1’s $f$ assumes), and since $f$ is not constant this number is not divisible by $p$. Therefore $\deg h = p - 1$. Consider now $h_f$, the polynomial representing $f$ over $\mathbb{R}$. From Lagrange interpolation formula we have

$$h_f(x) = \sum_{k: f(k) = 1} \prod_{\substack{j=0 \atop j \neq k}}^{p-1} \frac{x - j}{k - j}.$$
Note that none of the denominators of the multiplicands in the above expression is a multiple of \( p \) and so we may view \( h_f \) as a polynomial over \( \mathbb{F}_p \).

Formally, we define

\[
 h_f^{(p)}(x) = \sum_{k: f(k) = 1} \prod_{j=0}^{p-1} (x - j)(k - j)^{-1}. 
\]

It is clear that

\[
 \deg h_f^{(p)} \leq \deg h_f \leq p - 1 \tag{3.11}
\]

and so \( h_f^{(p)} \) is an interpolating polynomial of degree at most \( p - 1 \) of \( f \) over \( \mathbb{F}_p \). Hence by the uniqueness of the interpolating polynomial \( h_f^{(p)} = h \) and in particular \( \deg h_f^{(p)} = p - 1 \). Looking at (3.11) we get \( \deg h_f = p - 1 \). \( \blacksquare \)
Chapter 4

Open Problems and Future Directions

In this thesis we studied the degree of functions of the form $f : \{0, 1, \ldots, n\} \rightarrow \mathcal{C}$ for two specific types of restrictions on $\mathcal{C}$. Specifically, for $\mathcal{C} = \{0, 1, \ldots, c\}$ we proved a threshold behavior at $c = n$. In particular, we proved that whenever $c < n$, a non-constant function of the form $f : \{0, 1, \ldots, n\} \rightarrow \{0, 1, \ldots, c\}$ has a degree which is linear in $n$. We would like to gain better understanding on the behavior of the degree of such functions in terms of $n$ and $c$. That is, to understand the function $\mathcal{D}_c(n)$.

**Open Problem 1:** What is the asymptotical behavior of $\mathcal{D}_c(n)$ in terms of $n$ and $c$?

For the specific case $c = n - 1$, using our techniques (specifically Lemma 3), one cannot prove a lower bound that is better than $1/2 - o(1)$ on $\mathcal{D}_{n-1}(n)$. Moreover, if $\mathcal{D}_1(n) = 1 - o(1)$ then, from Lemma 3, we obtain that $\mathcal{D}_{n-1}(n) = 1/2 - o(1)$. On the other hand, looking at some small values of $n$, using a computer program, we found that for those values $\mathcal{D}_{n-1}(n) \sim 1/2$.

**Open Problem 2:** Does $\mathcal{D}_{n-1}(n) \sim 1/2$?

For the specific case $c = 1$, the following conjecture from [vzGR97] is still open.

**Open Problem 3:** Does $\Gamma_1(n) = O(1)$?
A natural generalization is the following:

**Open Problem 4:** Consider a non-constant function of the form \( f : \{0, 1, \ldots, n\}^m \rightarrow \{0, 1, \ldots, c\} \). What can be said about the degree of functions of this form?
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We have already seen that the statement is true for $D_4(n) > 1/5$ and let's consider $f : \{0,1,\ldots,n\} \rightarrow \{0,1,\ldots,n-1\}$.

\[ D_{n-1}(n) \geq \frac{1}{2} \frac{1}{5} - o(1) = \frac{1}{10} - o(1) \]

This shows that the function $f$ is linear within a certain range. Now, let's consider the case when $n = 9/22 - o(1)$. We can see that this implies $D(n) \geq 1$. However, this is a weaker version of the statement, and we need to prove a stronger version.

Lemma 4

Let $n > 2^m c - m \in \mathbb{N} \setminus \{0\}$

\[ D_c(n) \geq \frac{m}{m+1} D_c(m) - o(1) \]

Lemma 4 states that for any function $f$, we can find a linear function $g$ such that $D_c(n) \geq D_c(f(n))$ for all $n > m$.

The proofs of Lemmas 1 and 2 are based on Lemmas 3 and 4, respectively.

Conclusions for the thesis:

We have concluded that $D_4(n) \geq 1/5$ and that $D_{n-1}(n) \geq 1/2 D(p) - o(1) = 1/2 \left( \frac{9}{11} - o(1) \right) - o(1) = \frac{9}{22} - o(1)$.

Therefore, we have proven the main theorem of the thesis.

We summarize our results as follows:

1. $D_4(n) \geq 1/5$
2. $D_{n-1}(n) \geq 1/2 D(p) - o(1) = 1/2 \left( \frac{9}{11} - o(1) \right) - o(1) = \frac{9}{22} - o(1)$
נתאר את האינטרג'יה עליה מונוסת ההוכחת מספר 1. ההוכחה מתחלקת על שלושה שלבים:

השלב
הנ商品房

\[ D_c(n) = \frac{1}{n} \min \{ \deg f | f: \{0,1,\ldots,n\} \rightarrow \{0,1,\ldots,c\} \text{ and } f \text{ is non-constant} \} \]

בשלב הר禘וראי אנלizando הדורקציה המונה את מהפוזיטוים הלרמג של פונקציית לא-קצורה \( f: \{0,1,2,\ldots,n\} \rightarrow \{0,1,2,\ldots,n-1\} \) המוניותיה של ההס挺好 של פונקציות לא-קצורה \( f: \{0,1,2,\ldots,m\} \rightarrow \{0,1,2,\ldots,3,4\} \) לולמי.leans אנלizando ערכים בלתיים ואל מסכים לדון בפונקציות המקבילות במספרים של社会责任.發生 אנלizando מסכים בלתיים הבאה:

לפיכך, \( n \sim O(n^{0.525}) \sim 2p < n \sim p \sim c \) לכל \( n \in \mathbb{N} \) טלו על של הור נוספים קיווים מספר ראשים \( p \sim c \) \( p \sim c \) \( p \sim c \) \( p \sim c \)

\[ D_{n-1}(n) \geq \frac{1}{2} D_4(p) - o(1) \]
הհצה השלשה בعقبות ומכילה את ההוצאתה הידועה עבר המקור וב-

הירודה התמססת על כל שעון

, \( n = p - 1 \) קאפר. רואני המדריך של כל מיקוםיל אל-קברות

ומטרודה \( f : \{0,1,2,\ldots,n\} \rightarrow \{0,1\} \) היא מתלמה (כמלה). שימש במשתתפת מתרמד המסרופים

והנה להפרת יכ מסרופים ראשונים מיסים את ההוכחה. שיאלה בטיעת היא מה ימסי למסール על

הרדת שלכל מיקופה אל-קברות מטרודה \( f : \{0,1,2,\ldots,n\} \rightarrow \{0,1\} \) קאפר \( \text{רמשוני} - m \) קאפר \( p \)

משמע

יהא \( f : \{0,1,2,\ldots,n\} \rightarrow \{0,1\} \) קאפר \( m \) קאפר \( n = p^m - 1 \) קאפר-לכבה. וא

\[ \deg f \geq n - n^{1 - \frac{1}{m}} \]

הערה

משמע 3 אוכי מכיל את ההוצאתה הידועה (1) בנסף, "עובר \( (m = 1) \) למספה, "עובר \( , m = 2 \)\) אור מכפלים חס תחתי

שבו יזר במעת מوحدة. חל—if, "עובר \( n = p^2 - 1 \) משמע 3 במעת חס תחתן של \( n = p^m - 1 \) קאפר-לכבה, בעוז ההוצאתה הקימית הבתיתות רק

עלו הרדתה שלכל מיקופה אל-קברות, בעוז ההוצאתה הקימית הבתיתות רק

הכיניק משרד

ההזכרה לכל לכלרצות המסרופים מתחבשות עוז שלemma התע下さい. את להזהות לכל חכונה

בעור כלים מתרמד המסרופים יוחלובה.

lemma 1

תחת \( p \) קאפר \( f : \{0,1,2,\ldots,n\} \rightarrow \{0,1,2,\ldots,c\} \) קאפר \( d \) קאפר

.lient פונקציה לא-קברות עוז דרמה \( f : \{0,1,2,\ldots,n\} \rightarrow \{0,1,2,\ldots,c\} \) קאפר \( d \) קאפר \( d \) קאפר מימון

וא לכל \( 0 \leq j < p \) קאפר \( \text{וא לכל} \, 0 \leq j < p \) קאפר \( \text{וא לכל} \, 0 \leq j < p \) קאפר

\[ f(p + j) = f(j) \]

ניסוח הלהמה השנייה מתחבשות עוז התדדה התאה:

הדרה
ערכיהם שונים, היא מדרגה הולמת. עבור פונקציות לא-קומוטות מתוורתי הנחל $(n+1)/(c+1)$ והצורה $f: \{0,1,\ldots,n\} \to \{0,1,\ldots,c\}$ והנちゃל של תניה בומפספ נבה:

משפט 1

והוא $f: \{0,1,2,\ldots,n\} \to \{0,1,2,\ldots,n-1\}$ פונקציה לא-קומוטה. וא

$$\deg f \geq \frac{9}{22} n - O(n^{0.525})$$

הערה

משפט 1 אמנס מצהיבים לשל פורק 1,カフェ, $c = n - 1 - 1$, וא קיל חידות ניכר די ברכ. ענור, עבור קיים פונקציה עם דרגה 1 (מלשים, הפונקציה) לכל $f(k) = k$ לכל מתקים, $c < n$, לכל פונקציה המגדה את מטרופי, היא עם פונקציה לא-קומוטה מתוורתי $f: \{0,1,2,\ldots,n\} \to \{0,1,2,\ldots,n\}$ לכל משפט 1 חקוף לובית.

משפט 2

ומשל 1 קולפגן, אוז כל, על תופעת סף מגע: ענור $c \geq n$ קיים פונקציה עם דרגה 1, ומאידך, ענור $c < n$ לכל פונקציה לא קובוע היא מדרגה אינפירה ב- $n$, ולא מתחפס את גויה. אשר תופעה ואת ת potrà בちょう.

shall תפרוע ויתליהו הפרצייה בחיה.

shall תפרוע ויתליהו הפרצייה בחיה.

shall תפרוע ויתליהו הפרצייה בחיה.

shall תפרוע ויתליהו הפרצייה בחיה.

shall תפרוע ויתליהו הפרצייה בחיה.

shall תפרוע ויתליהו הפרצייה בחיה.

shall תפרוע ויתליהו הפרצייה בחיה.

shall תפרוע ויתליהו הפרצייה בחיה.

shall תפרוע ויתליהו הפרצייה בחיה.

shall תפרוע ויתליהו הפרциальн פורקrazyו לא-קומוטה.

משפט 2

$f_n: \{0,1,2,\ldots,n\} \to C$ המגש של פונקציה לא-קומוטה.

וא

$$\deg f_n \geq \frac{2}{3} n - O(n^{0.525})$$
תקציר המחקר

בהינתן פונקציה בוליאנית

\[ f : \{0,1,\ldots,n\} \rightarrow C \]

מהנה את השאלת השטח של פונקציות בוליאניות ענק. פונקציות אלו-北京市 מודעותэм \( f \) כפולהות במובטח \( k \in \{0,1,\ldots,n\} \)

עלולה שליחות הדור ה-1 \( \frac{1}{n} \) \( \frac{n}{n+1} \) \( \frac{n}{n+1} \) \( \frac{n}{n+1} \) \( \frac{n}{n+1} \)

בتجارיה ו الواירה שלuttle ענין להנאתו. והחקלאות שלשת תמיכה שנעשתה עלلاحבה

ובתינו为什么不 absentee ב tung\( C \) \( \mathbb{Q} \) \( \mathbb{R} \) \( \mathbb{Q} \) \( \mathbb{R} \)

והם שלחתרות משני תמרנוי מתאימים ו ata200이 \( k \)

데חיינו פונקציות המוגנות \( h(x) \in \mathbb{R} \) \( h(x) = f(k) \)

מציעים פונקציות סימטריות מעל הקובייה הבוליאנית, \( f \) \( \{0,1\ldots,n\} \rightarrow C \)

ה ADDR הם פונקציות של הדרגה \( \deg f \)

הهما \( C \) \( \mathbb{Q} \) \( \mathbb{R} \) \( \mathbb{Q} \) \( \mathbb{R} \)

בכפל הדרגה/person \( \frac{n}{n+1} \) \( \frac{n}{n+1} \) \( \frac{n}{n+1} \) \( \frac{n}{n+1} \) \( \frac{n}{n+1} \)

המשתמש \( h(x) \) \( h(x) = f(k) \)

ועבריה של פונקציות שנים \( \frac{1}{n} \) \( \frac{n}{n+1} \) \( \frac{n}{n+1} \) \( \frac{n}{n+1} \) \( \frac{n}{n+1} \)

המודולוש שלשלות \( h(x) \) \( h(x) = f(k) \)

ועבריה של פונקציות שנים \( \frac{1}{n} \) \( \frac{n}{n+1} \) \( \frac{n}{n+1} \) \( \frac{n}{n+1} \) \( \frac{n}{n+1} \)
למדעי המחשב בפקולטה אמיר שפילקה 'ח' פרופית הנחיה מחקר נעשה בי ש ועל, היה המסוריעל התמיכה וההנכלה לאמיר ברצוני להודות לי היכרות מעומק בעבודתי, האהבה על יהלון ולבנייישתי אורית ברצוני להודות ועבודת מחקר זאת מוקדשת לה על התמיכה הכספית הנדיבה בהשלהתניא מודה לטכניו.
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חיפה
עַל הַדְּרֶגֶה של פונְקְצֵיאָה סְיָמֶטֶּרִית עַל הַכּוֹבֵּה
הַבּוֹלְלוֹיגְנִיָּה

גִּל כֶּהֶר