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Abstract

Correlation Clustering with Penalties: We study a graph-theoretic clustering criterion that allows for the presence of outliers. More specifically, we consider the correlation clustering problem where, in addition to the input complete graph with edges marked “+” or “−”, there is a penalty function on the nodes, and nodes can be discarded from the clustering at the cost of their assigned penalty. We give a simple 9-approximation algorithm for this problem. Our algorithm is based on the primal-dual schema. We use the primal-dual schema to compute a potentially infeasible solution whose purpose is to indicate an approximately best set of nodes to be discarded from the clustering. In addition, we consider a general version of the previous problem, where instead of marking edges with “+” or “−”, we have two weight functions on the edges. A “+”-function (“−”-function) that indicates the desire of each edge to be marked “+” (“−”). We present the modification to the algorithm to solve the general version under specific probability, that achieves 17-approximation.

Reordering Buffer Management Problem: A sequence of objects which are characterized by their color has to be processed and their processing order influences how efficiently they can be processed. A color change between two successive objects produces non-uniform cost; this is the non-uniform case of the problem. A reordering buffer which is a random access buffer with storage capacity of $k$ objects can be used to rearrange this sequence in such a way that the total cost is minimized. The strategy with the best known competitive ratio is MAP. An upper bound of $O(\log k)$ on the competitive ratio of MAP is known and a non-constant lower bound on the competitive ratio is not known [12]. Based on a specific sequence input, we prove that the previously used proof techniques are not suitable to show an $o(\log k)$ upper bound on the competitive ratio of MAP.
Notation and Abbreviations

\( V \)  
Set of vertices.

\( E \)  
Set of edges.

\( G \)  
Graph.

\( C \)  
Group of vertices denotes a cluster.

\( U \)  
Group of vertices denotes outliers group.

\( T \)  
Group of triples of vertices denotes Set of inconsistent triangles.

\( LP \)  
Linear Program.

\( DLP \)  
Dual linear Program.

\( N \)  
Natural numbers including the zero.

\( PTAS \)  
Polynomial-time approximation scheme.

\( NP \)  
Non-deterministic Polynomial-time.

\( K_n \)  
Complete graph on \( n \) vertices.

\( RBM \)  
Reordering Buffer Management.

\( k - buffer \)  
Reordering buffer of size \( k \).

\( b_c \)  
Cost of changing to color \( c \).

\( MAP \)  
Maximal Adjusted Penalty.

\( P_c \)  
Penalty counter for color \( c \).

\( OPT_k \)  
Optimal offline strategy with \( k - buffer \).

\( \alpha \)  
\( \lceil \log\left(\frac{k}{\log k}\right) \rceil \).

\( (c^i)^m \)  
A package of \( m \) objects of color \( c^i \).
Chapter 1

Correlation Clustering with Penalties

1.1 Introduction

Rigorous formulations of the clustering problem often are sensitive to the presence of outliers, arbitrary noisy data that spoils an otherwise clean partition of the data set. Some approximation algorithms for clustering data in high dimensional real space, under various objective functions, can be modified to handle outliers quite well, mostly in the form of allowing the removal of a fixed fraction of the points (see, for example [19, 2, 3, 8]). However, such results are rare for attractive graph-theoretic clustering models. In this thesis we study a clustering criterion that allows for the presence of outliers. The criterion is the prize collecting model that was previously studied in the context of network design problems (see [14]) and facility location problems [7]. The data set is endowed with a penalty function, the output clustering may cover any subset of the data set, and the clustering objective is to minimize the sum of a standard objective function on the clustered data, plus the total penalty on the unclustered data. Node penalties may model, for instance, the degree of confidence we have in each data point. Higher confidence translates into a higher penalty for omitting the point from the clustering.

Previously, Charikar et al. [7] examined the prize collecting criterion for facility location problems. They gave a 3-approximation algorithm for prize-collecting facility location, and a 4-approximation algorithm for prize-collecting k-median. Hassin and Or [15] recently studied this criterion in...
the context of clustering by edge-cost minimization: Given a complete graph \( G = (V, E) \), a weight function \( w : E \rightarrow \mathbb{N} \), on its edges, and a penalty function \( c : V \rightarrow \mathbb{N} \) on the vertices, the objective is to partition \( V \) into \( k \) clusters, \( \{S_1, \ldots, S_k\} \) and a set of outliers \( U \), as to minimize the sum of edges weights on the multi-cut (that cross the clusters) plus the cost of outliers. They gave a 2-approximation algorithm for the single cluster case, a PTAS for single cluster metric instances with uniform penalties, and a 2-approximation for metric instances with a constant number of clusters. (If outliers are not allowed, there is a PTAS for metric instances with a constant number of clusters [16, 8].)

We investigate the prize collecting criterion in the context of correlation clustering, a graph-theoretic formulation that was first studied by Bansal, Blum, and Chawla [4]. The original problem is stated as follows. We have a complete graph where the edges are marked either by “+” or by “−”, indicating an inclination to be in the same cluster or in separate clusters, respectively. The goal is to partition the node set into clusters that respect these inclinations as best as possible. One of the attractions of this clustering formulation is that it does not require the input to specify in advance the number of clusters desired. Rather, the choice of this number is guided by the cost function. Clearly, we can state the clustering objective in two ways. Either we want to minimize the total number of edges that are marked inconsistently with the clustering (i.e., edges marked “+” in with endpoints in different clusters and edges marked “−” with endpoints in the same cluster), or we want to maximize the number of edges that are marked consistent with the clustering. Both objectives are equivalent at the optimum; the problem is NP-hard. They may (and they do) differ as far as approximation is concerned. As dictated by our outliers model, in this thesis we are concerned with the minimization version of the problem.

1.1.1 Previous Results

A succession of papers gave approximation algorithms for both versions of the problem (as well as its generalized forms where only a subset of the edges are marked) [4, 6, 9, 10, 20, 1, 13]. The first constant approximation for the minimization version on complete graphs was given by Bansal, Blum and Chawla [4]. This factor was improved to 4 by rounding a linear program by Charikar, Guruswami and Wirth [6]. The best result for the minimization version is the 3-approximation randomized greedy algorithm of Ailon,
Charikar, and Newman [1].

$CC - Pivot(G = (V, E_+))$

- Pick random vertex $v \in V$.
- Set $C = \{v\}, V' = \emptyset$.
- For all $u \in V, u \neq v$:
  - If $(v, u) \in E_+$
    * Add $u$ to $C$
  - Else ($(v, u) \in E_-)$
    * Add $u$ to $V'$

- Let $G'$ be the subgraph induced by $V'$.
- Return clustering $C, CC - Pivot(G')$.

$E_+$: The set of edges with “+” relation. $E_-$: The set of edges with “−” relation.

1.1.2 Our Results

Our algorithm uses the primal-dual schema, based on a linear programming relaxation. Our relaxation is a modification of the relaxation underlying the Ailon-Charikar-Newman dual fitting analysis of their algorithm.

The following is the relaxation used in [1].

$$\min \sum_{e \in E_+ \cup E_-} y_e$$

subject to
$$\sum_{e \subseteq t} y_e \geq 1 \quad \forall t \in T,$$
$$y_e \geq 0 \quad \forall e \in E_+ \cup E_-.$$

$T$ denote the set of inconsistent triangles in $G$, i.e. the set of triples $\{x_1, x_2, x_3\}$ which has two “+” relations and one “−” relation among them.
This is all fairly standard for solving prize collecting problems. For example, the prize collecting facility location algorithms in [7] are also based on the primal-dual schema. The interesting twist in our algorithm is that the primal-dual schema is used solely for the purpose of identifying the set of nodes that will be removed at the cost of paying their cumulative penalties. In fact, this phase of the algorithm does not even produce a feasible clustering solution. (The linear programming relaxation that we use has integral feasible solutions that do not correspond to any PRIZE COLLECTING CORRELATION CLUSTERING feasible solution; the same is true of the relaxation in [1].) We note that identifying the best set of nodes to remove is an NP-hard problem. After removing the set of nodes indicated by the first phase of the algorithm, a second phase runs the Ailon-Charikar-Newman 3-approximation algorithm on the remaining nodes, producing the output clustering. The total cost due to the clustering cost plus the penalties cost turns out to be a 9-approximation for PRIZE COLLECTING CORRELATION CLUSTERING.

The result of the thesis is organized as follows. In section 1.2 we present the algorithm, and in section 1.3 we analyze its performance. In section 1.4 we present the modification to the algorithm that solves the weighted version.

### 1.2 The Algorithm

In this section we describe our approximation algorithm, and in the next section we analyze its performance. Let \( G = (V, E_+; c) \) denote an instance of PRIZE COLLECTING CORRELATION CLUSTERING, where \( V \) is the node set to be clustered, \( E_+ \) is the edges of the complete graph over \( V \) that are labeled “+” (so the other edges are labeled “−”; we denote them by \( E_- \)), and \( c : V \rightarrow \mathbb{N} \) is the penalty function. Our goal is to compute a clustering \( C_1, C_2, C_3, \ldots, C_k, U \subset V \), where \( k \) is an arbitrary positive integer, all the sets are mutually disjoint, their union is \( V \). We want to minimize the cost of this solution, which is

\[
|\{e \in E_+ : \forall i, |e \cap C_i| \leq 1\}| + |\{e \in E_- : \exists i, e \subset C_i\}| + \sum_{x \in U} c(x).
\]

The algorithm proceeds in two phases. In phase I, we identify a set \( U \subset V \) of nodes that are removed from the instance, adding \( \sum_{x \in U} c(x) \) to the cost of the solution. In phase II, we run the pivoting algorithm from [1]
on $G' = (V \setminus U, E'_+)$, where $E'_+$ is the restriction of $E_+$ to $V \setminus U$. Let $z(G), z_{opt}(G), z(G'), z_{opt}(G')$ denote, respectively, the cost of our algorithm’s solution for $G$, the cost of an optimal solution for $G$, the cost of the pivoting algorithm’s solution for $G'$, and the cost of an optimal solution for $G'$, respectively. Then, we are guaranteed that $E[z(G')] \leq 3z_{opt}(G')$, and thus $E[z(G)] \leq 3z_{opt}(G') + \sum_{x \in U} c(x)$.

We now describe in detail phase $I$ of the algorithm. Let $T$ denote the set of inconsistent triangles in $G$, i.e.

$$T = \{ \{x_1, x_2, x_3\} : x_1, x_2, x_3 \in V \land |\{\{x_1, x_2\}, \{x_1, x_3\}, \{x_2, x_3\}\} \cap E_+| = 2 \}.$$

Consider the following linear program.

$$z^*(G) = \min \sum_{e \in E_+ \cup E_-} y_e + \sum_{x \in V} c(x) \cdot p_x$$

subject to

$$\sum_{e \in t} y_e + \sum_{x \in t} p_x \geq 1 \quad \forall t \in T, \quad (1.1)$$
$$y_e \geq 0 \quad \forall e \in E_+ \cup E_-,$n
$$p_x \geq 0 \quad \forall x \in V.$$n

Let $C_1, C_2, \ldots, C_k, U$ be a feasible solution to PRIZE COLLECTING CORRELATION CLUSTERING ($U$ is the set of outliers). Consider the following $\{0, 1\}$ assignment to $y, p$. If $e = \{x_1, x_2\} \in E_+$ then set $y_e = 1$ iff there exist $i, j \in \{1, 2, \ldots, k\}, i \neq j$, such that $x_1 \in C_i$ and $x_2 \in C_j$. If $e = \{x_1, x_2\} \in E_-$ then set $y_e = 1$ iff there exists $1 \leq i \leq k$ such that $x_1, x_2 \in C_i$. Set $p_x = 1$ iff $x \in U$. Then, the vectors $y, p$ are non-negative and satisfy constraints $(1.1)$, and furthermore $\sum_{e \in E_+ \cup E_-} y_e + \sum_{x \in V} c(x) \cdot p_x$ is precisely the cost of the solution $C_1, C_2, \ldots, C_k, U$. Therefore, the above linear program is a relaxation of PRIZE COLLECTING CORRELATION CLUSTERING. Notice that the set of feasible solutions of this relaxation includes integral solutions that are not feasible solutions for the original problem.

The dual program is

$$\max \sum_{t \in T} r_t$$

subject to

$$\sum_{t \ni e} r_t \leq 1 \quad \forall e \in E_+ \cup E_-, \quad (1.2)$$
$$\sum_{t \ni x} r_t \leq c(x) \quad \forall x \in V, \quad (1.3)$$
$$r_t \geq 0 \quad \forall t \in T.$$

We use the pair of dual programs to define a primal-dual algorithm that identifies a set of outlier nodes $U \subset V$. The variables $p_x, x \in U$, will be set
The algorithm also maintains a set of edges $E' \subset E_+ \cup E_-$ that will indicate which variables $y_e$ should be set to 1. The algorithm raises active dual variables $r_t$ (initially all dual variables are active) until a constraint (1.2) or (1.3) becomes tight. When that happens, an edge is added to $E'$ or a node is added to $U$, respectively, and some dual variables are inactivated. When all variables become inactive, $E'$ is cleaned up, and the algorithm terminates.

1. (Initiation) $y \leftarrow 0, p \leftarrow 0, r \leftarrow 0, U \leftarrow \emptyset, E' \leftarrow \emptyset$.
2. Uniformly raise active dual variables until a constraint (1.2) or a constraint (1.3) become tight.
3. For every edge $e \in E_+ \cup E_- \setminus E'$ such that $\sum_{t \supset e} r_t = 1$, add $e$ to $E'$ and inactivate the variables $r_t$ for all $t \supset e$.
4. For every node $x \in V \setminus U$ such that $\sum_{t \ni x} r_t = c(x)$, add $x$ to $U$ and inactivate the variables $r_t$ for all $t \ni x$.
5. While there exist active dual variables $r_t$ go back to step 2.
6. Remove from $E'$ all the edges $e$ with $e \cap U \neq \emptyset$.
7. Put $\forall e \in E', y_e \leftarrow 1$. Put $\forall x \in U, p_x \leftarrow 1$.
8. Output $y, p, U, E'$.  
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1.3 Analysis

Let $C_1, C_2, \ldots, C_k, U$ be a feasible solution to PRIZE COLLECTING CORRELATION CLUSTERING. Consider the corresponding \{0,1\} assignment to $y, p$ that we defined in the previous section.

**Lemma 1.** The vectors $y, p$ are non-negative and satisfy the constraints (1.1).

**Proof.** Consider an inconsistent triangle $t \in T$. We do a case analysis.

*Case 1:* $t \cap U \neq \emptyset$. Let $x_t \in t \cap U$. Then, $p_{x_t} = 1$, so constraint (1.1) is satisfied.

*Case 2:* $t \cap U = \emptyset$ and for every $i \in \{1,2,\ldots,k\}$, $|t \cap C_i| \leq 2$. Pick $i$ such that $|t \cap C_i| = 1$, let $\{x_1\} = t \cap C_i$, and let $t = \{x_1, x_2, x_3\}$. Then, either $\{x_1, x_2\}$ or $\{x_1, x_3\}$ is marked “+”. Denote this edge by $e_i^+$. In this case $y_{e_i^+} = 1$, so the constraint (1.1) is satisfied.

*Case 3:* $t \cap U = \emptyset$ and there exists $i \in \{1,2,\ldots,k\}$ such that $t \subset C_i$. Let $e_i^− \subset t$ be the unique edge in $t$ marked “−”. As $e_i^− \subset C_i$, $y_{e_i^−} = 1$, so the constraint (1.1) is satisfied.

Define:

$$a(y) := \sum_{e \in E_+ \cup E_-} y_e$$

$$b(p) := \sum_{x \in V} c(x) \cdot p_x$$

Notice that for a given feasible solution for $G = (V,E_+;c)$ and its corresponding \{0,1\} assignment to the vectors $y, p$, the cost of the given solution is exactly $a(y) + b(p)$, as

$$\text{cost}(C_1, C_2, \ldots, C_k, U) = |\{e \in E_+ : \forall i, |e \cap C_i| \leq 1\}| + |\{e \in E_- : \exists i, e \subset C_i\}| + \sum_{x \in U} c(x)$$

$$= a(y) + b(p).$$

Let $y, p, U, E'$ be the output of phase I of the algorithm from the previous section (the primal-dual phase).
Lemma 2. The vectors $y, p$ are an integral feasible solution of the linear program, and $a(y) + b(p) \leq 3 \cdot z^*(G)$.

Proof. By step 7 of the algorithm, $a(y) = \sum_{e \in E'} y_e$ and $b(p) = \sum_{x \in U} c(x) \cdot p_x$. Also, by step 3 of the algorithm, if $e \in E'$ (so $y_e = 1$) then $\sum_{t \ni e} r_t = 1$. By step 4 of the algorithm, if $x \in U$ (so $p_x = 1$) then $\sum_{t \ni x} r_t = c(x)$. Finally, step 6 of the algorithm guarantees that for every $t \in T$, $\sum_{e \subset t} y_e + \sum_{x \in t} p_x \leq 3$.

Therefore,

$$\begin{align*}
a(y) + b(p) &= \sum_{e \in E'} y_e + \sum_{x \in U} c(x) \cdot p_x \\
&= \sum_{e \in E'} \left( \sum_{t \ni e} r_t \right) \cdot y_e + \sum_{x \in U} \left( \sum_{t \ni x} r_t \right) \cdot p_x \\
&= \sum_{t \in T} r_t \cdot \left( \sum_{e \subset t} y_e + \sum_{x \in t} p_x \right) \\
&\leq 3 \cdot \sum_{t \in T} r_t \\
&\leq 3 \cdot z^*(G).
\end{align*}$$

This completes the proof.

Theorem 3. $E[z(G)] \leq 9 \cdot z_{opt}(G)$.

Proof. Let $T'$ denote the set of inconsistent triangles in $G'$, and let

$$z^*(G') = \min \left\{ \sum_{e \in E'_+ \cup E'_-} y_e : \forall t \in T', \sum_{e \subset t} y_e \geq 1 \land y \geq 0 \right\}. \quad (1.4)$$

The pivoting algorithm of [1] guarantees that $E[z(G')] \leq 3 \cdot z^*(G')$. We
will show that $z^*(G') \leq a(y)$. This implies the theorem, as

$$E[z(G)] = E[z(G')] + \sum_{x \in U} c(x)$$

$$\leq 3 \cdot z^*(G') + \sum_{x \in U} c(x)$$

$$\leq 3 \cdot a(y) + \sum_{x \in V} c(x) \cdot p_x$$

$$\leq 3 \cdot (a(y) + b(p))$$

$$\leq 9 \cdot z^*(G)$$

$$\leq 9 \cdot z_{\text{opt}}(G),$$

where the penultimate inequality follows from Lemma 2, and the last inequality follows from the fact that the linear program relaxes \textsc{prize collecting correlation clustering}.

In order to prove that $z_{\text{opt}}(G') \leq a(y)$, it is sufficient to show that $y$ is a feasible solution for the right-hand side linear program in (1.4). Notice that for every inconsistent triangle $t = \{x_1, x_2, x_3\}$ such that $t \cap U = \emptyset$, we have $p_{x_1} = p_{x_2} = p_{x_3} = 0$. Thus, the constraint (1.1) of $\sum_{e \subseteq t} y_e + \sum_{x \in t} p_x \geq 1$ implies that $\sum_{e \subseteq t} y_e \geq 1$, so $y$ satisfies the constraints in (1.4), as required. \qed
1.4 The Weighted Case

The problem: We are given a set of items \( V \), a penalty function \( c : V \to \mathbb{N} \), and two weight functions \( w^+ : \binom{V}{2} \to \mathbb{N} \) and \( w^- : \binom{V}{2} \to \mathbb{N} \). We must partition \( V \) into clusters \( C_1, C_2, \ldots, C_k \), for an arbitrary positive integer \( k \), and an outlier set \( U \), minimizing the cost of the clustering. The cost of the clustering is

\[
\sum_{1 \leq i < j \leq k} \sum_{e \in C_i \times C_j} w^+(e) + \sum_{i=1}^{k} \sum_{e \in (C_i)^2} w^-(e) + \sum_{x \in U} c(x).
\]

In [1] it was shown how to get constant factor approximations for three special cases of weighted collecting correlation clustering. They gave a 5-approximation in the case of probability constraints, where \( w^+(e) + w^-(e) = 1 \) for all \( e \in \binom{V}{2} \). They gave a 2-approximation in the case of probability constraints and triangle inequality constraints, where \( w^-(\{i, k\}) \leq w^-(\{i, j\}) + w^-(\{j, k\}) \), for all \( i, j, k \in V \).

We use those results and our method to get a 17-approximation algorithm for prize collecting weighted correlation clustering, in the case of probability constraints. We need to show how to implement phase I in which we choose the outliers set, and then we can run phase II using the 5-approximation algorithm of [1].

We create an unweighted prize collecting correlation clustering instance \( G_w = (V, E_w^+, c) \), where \( E_w^+ = \{ e | w^+ (e) \geq \frac{1}{2} \} \) and \( E_w^- = \{ e | w^- (e) = 1 - w^+ (e) > \frac{1}{2} \} \). Define \( w : E_w^+ \cup E_w^- \to \mathbb{N} \) as follows. If \( e \in E_w^+ \) then \( w(e) = w^+(e) \). Otherwise \( e \in E_w^- \), \( w(e) = w^-(e) \). Put \( \bar{w}(e) = 1 - w(e) \). Also put \( \bar{w}(e) = w(e) - \bar{w}(e) \) and \( \bar{c}(x) = c(x) - \sum_{e \ni x} \bar{w}(e) \).

The primal and dual linear programming relaxations are modified as follows. The primal program we use is:

\[
h^*(G_w) = \min \sum_{e \in E_w^+ \cup E_w^-} \bar{w}(e) \cdot y_e + \sum_{x \in V} \bar{c}(x) \cdot p_x \quad \text{subject to} \quad \sum_{e \subseteq t} y_e + \sum_{x \in t} p_x \geq 1 \quad \forall t \in T, \\
y_e \geq 0 \quad \forall e \in E_w^+ \cup E_w^-, \\
p_x \geq 0 \quad \forall x \in V.
\]
It’s dual program is:

\[
\begin{align*}
\text{maximize} & \quad \sum_{t \in T} r_t \\
\text{subject to} & \quad \sum_{t \ni e} r_t \leq \tilde{w}(e) \quad \forall e \in E^+_w \cup E^-_w, \\
& \quad \sum_{t \ni x} r_t \leq \tilde{c}(x) \quad \forall x \in V, \\
& \quad r_t \geq 0 \quad \forall t \in T.
\end{align*}
\]

The quantity \( h^*(G_w) + \sum_{e \in E^+_w \cup E^-_w} \bar{w}(e) \) is a lower bound on the value of an optimal solution for the problem. Notice that \( \tilde{w}(e) \geq 0 \) for all \( e \in E^+_w \cup E^-_w \).

If for all \( x \in V \) we can assume that \( \tilde{c}(x) \geq 0 \), then our previous Phase I and II algorithm gives a 15-approximation guarantee, using a similar analysis. However, the latter assumption may be false. In order to fix this problem, we execute a preliminary Phase 0 prior to Phase I.

In Phase 0 we remove vertices from \( G_w \) and get a modified instance \( \tilde{G}_w \) that satisfies \( \tilde{c}(x) \geq 0 \) for all \( x \in \tilde{V} \). We use a primal-dual 2-approximation algorithm to solve the generalized vertex cover problem on the complete graph \( K_{|V|} \) with vertex costs \( c \) and edge costs \( \bar{w} \). A solution is a set of vertices in the cover, and its cost is the total costs of the vertices in the cover plus the total cost of the uncovered edges. This is clearly a lower bound on the cost of an optimal solution for the clustering instance \( G_w \), because if both elements in a pair \( e \) are not outliers, then we need to pay at least \( \bar{w}(e) \) in the clustering cost.

We set the vertices in the cover output by the generalized vertex cover algorithm as outliers. The cost of these outliers is at most the cost of the generalized vertex cover solution (which may include also uncovered edges). The total cost of Phase 0 is therefore at most twice the optimum. Now we execute phases I and II on \( \tilde{G}_w \). The combined solution from all phases gives a 17-approximation to the original instance.
1.5 Open Problems

1. Non complete graphs: we can add wight 0, which mean that the edge can be inside a cluster or between clusters without costing us any penalty, this equivalent to work on non complete graphs.

2. Budget: we have a budget $B$ to pay on the outliers, i.e. we are limited on how many vertex we can remove of the graph. The LP will be modified to include the constraint $\sum_{x \in V} p_x \cdot c(x) \leq B$. 
Chapter 2

Approximating the Reordering Buffer Management Problem

2.1 Introduction

2.1.1 The Model

The model is an input sequence $\sigma = \sigma_1 \sigma_2 \ldots \sigma_n$ of objects which are only characterized by specific attribute. To simplify, we suppose that the objects are characterized by their color. The input sequence is processed from left to right by a sorting buffer which is a random access buffer with storage capacity of $k$ objects. During this process, objects may be stored in the buffer and removed later back into the sequence. The resulting sequence is the output sequence. We will denote to the input sequence by the colors of the objects. In the uniform case we will charge a unit for each color change in the result sequence. In the non-uniform case we will charge a cost of $b_c$ for changing to color $c$. We can state the output objective in two ways. Either we want to maximize the total number of saved color changes or we want to minimize it.

2.1.2 Previous Results

The uniform case is studied in [18, 17]. Räcke, Sohler and Westermann [18], show that several standard strategies, like $FIFO$ and $LRU$, are unsuitable for a reordering buffer. They later presented a deterministic Bounded Waste strategy that achieves a competitive ratio of $O(\log^2 k)$ in the uniform model. Kohrt and Pruhs [17] present a polynomial-time offline algorithm.
that achieves a constant approximation ratio of 20. However, their goal is to maximize the number of saved color changes.

The non-uniform case is studied in [12, 5]. Englert and Westermann [12] present the deterministic MAP strategy and prove that MAP achieves a competitive ratio of $O(\log k)$. The offline maximized variant of the problem was studied by Bar-Yehuda and Laserson [5], they present a polynomial-time offline algorithm that achieves an approximation ratio of 9. Recently, Englert, Röglin and Westermann [11] study the worst case performance of MAP. Based on theoretical considerations and experimental results, they give strong evidence that the competitive ratio of $OPT_k$ against $OPT_k$ is $\Omega(\sqrt{\log k})$.

### 2.1.3 Our Contribution

The MAP strategy works as follows. At the beginning of each step it fills the buffer with objects from the input, then it chooses one color as the active color, and continues removing at each step one object of this active color from the reordering buffer until all objects in the buffer have a color different from the active color. Then a new active color has to be chosen. For this purpose a penalty counter $P_c$, which is initially set to zero, is assigned to each color $c$. Map chooses as the new active color a color $c$ with $P_c - k \cdot b_c \geq P_{c'} - k \cdot b_{c'}$ for each color $c'$. The counters are updated after a new active color is chosen. Suppose a step in which a color change from color $x$ to color $y$ occurs. Let $n_c$ denote the number of objects of color $c$ stored in the buffer at the beginning of this step, then each counter $P_c$ is increased by $n_c \cdot b_y$ and counter $P_x$ is reset to zero.

**MAP:**

1. Initialize $P_c \leftarrow 0$ for all color $c$, choose $c_{\text{active}} \leftarrow c_0$.
2. Fill the buffer with objects from the sequence, as long as there are objects left in the sequence.
3. As long as there are objects of color $c_{\text{active}}$ in the buffer, output it.
4. Choose $c_{\text{active}} = c$ such that $P_c - k \cdot b_c \geq P_{c'} - k \cdot b_{c'}$ for all color $c'$.
5. For all color $c$ update $P_c = P_c + n_c \cdot b_{c_{\text{active}}}$ and set $P_{c_{\text{active}}} = 0$. Go to 2.
The MAP strategy achieves $O(\log k)$ in the non-uniform case of the problem. The proof is divided into two parts:

1. MAP that uses a $k$-buffer is constant competitive against an optimal offline algorithm that uses a $\frac{k}{4}$-buffer (denote it by $OPT_{\frac{k}{4}}$).

2. $OPT_{\frac{k}{4}}$ costs at most a factor of $O(\log k)$ times the cost of $OPT_k$.

In section 2.2 we show that the $2^{nd}$ result is tight, i.e. the gap between $OPT_{\frac{k}{4}}$ and $OPT_k$ is $\Omega(\log k)$.

### 2.2 Proof of the $\Omega(\log k)$ gap

In this section we will show an instance of RBM that can be rearranged using a $k$-buffer with $N(1+o(1))$ color changes, while it cannot be rearranged using a $\frac{k}{4}$-buffer with less than $O(N \log k)$ color changes.

The instance we use is divided into $N$ interval. Each interval $i \in \{1 \ldots N\}$ will contains the objects as follow:

\[
\left( (c_{i+2})^{2^{a_j}} (c_i)^k \right)^{\alpha} = \sum_{j=0}^{\alpha} \left( (c_{i+2})^{2^{a_j}} (c_i)^k \right)
\]

where:

- $\alpha = \left\lfloor \log\left(\frac{k}{\log k}\right) \right\rfloor$
- $(c_{i+2})^m$: is a sequence of $m$ objects of color $c_{i+2}$. We will call it the $j^{th}$ package of interval $i$.

The cost of color changing will be 1 unit for all colors, i.e. $b_c = 1$ for all colors $c$. Thus, our proof holds also for the uniform case.

**Lemma 4.** A $k$-buffer solution can output the objects with $N(1+o(1))$ color changes.

**Proof.** It is sufficient to show that for interval $i$ there is place in the $k$-buffer to hold all the objects with color $c_l$ for $i < l \leq i + 2^\alpha$, that appears in the sequence from interval 1 to interval $i$ (i included).

We will show this by summing these objects according to packages size. e.g. there is just one package of size $2^\alpha$ (the one of color $c_{i+2^\alpha}$), and two of
size $2^{\alpha-1}$ (colors $c_{i+2^0}$ and $c_{i+2^1}$) and so on till we reach $2^{\alpha}$ packages of size one. When we sum over all the sizes we get $2^\alpha (\alpha + 1)$ objects and this is less than $k$.

Thus, the $OPT_k$ can output color $c_i$ at interval $i$ while holding in the buffer all colors $c_l$ for $l > i$, that appears in the input until interval $i$, i.e. $OPT_k$ changes to each color exactly once, and there are $N + \alpha + 1$ different colors in the instance. If we choose $N >> \alpha$ then the cost of $OPT_k$ will be $N(1 + o(1))$.

**Lemma 5.** The cost of any $k_4$-buffer solution for the above instance is bounded from below by $O(N \log k)$.

Define:

1. $x_{ij}$ is set to zero iff the $j^{th}$ package of interval $i$ of the input sequence was output together with the $(j - 1)^{th}$ package of interval $i + 2^j$.

2. $x'_{ij}$ is set to one iff $x_{ij}$ is set to zero.

3. $y_{ij,t}$ is set to one iff the $j^{th}$ package of interval $i$ of the input sequence was in the buffer at interval $t$. We assume that object is said to be in the buffer at interval $t$ iff it was output after interval $t$.

**Lemma 6.** The following linear program is a lower bound of the cost of any offline strategy that uses $k_4$-buffer on the above instance.

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^N \sum_{j=0}^\alpha x_{ij} \\
\text{subject to} & \quad - \sum_{i=t-2^\alpha}^t \sum_{j=0}^\alpha 2^{\alpha-j} \cdot y_{ij,t} \geq -\frac{k}{4} \quad \forall t \in \{1..N\}, \quad (2.1) \\
& \quad y_{ij,t} - x'_{ij} \geq 0 \quad \forall i \in \{1..N\}, j \in \{0..\alpha\} \quad (2.2) \\
& \quad x_{ij} + x'_{ij} \geq 1 \quad \forall i \in \{1..N\}, j \in \{0..\alpha\} \quad (2.3) \\
& \quad x, x', y \geq 0.
\end{align*}
\]
Proof. Given a feasible solution for the above instance. Consider the corresponding \( \{0,1\} \) assignment to \( x, x', y \) according to the above definition. Then constraints (2.1) are satisfied because in each interval \( t \) a feasible solution cannot store more than \( \frac{k}{4} \) objects in the buffer. Constraints (2.2) are satisfied because if we managed to output the \( j^{th} \) package of interval \( i \) of the input sequence together with the \((j - 1)^{th}\) package of interval \( i + 2^j \), i.e. \( x'_{ij} = 1 \), then the \( j^{th} \) package should be stored in the buffer for each interval \( t \in \{(i + 1) .. (i + 2^j - 1)\} \), i.e. \( y_{ijt} = 1 \). Constraints (2.3) are satisfied because of the assignment definition. \( \square \)

And the dual linear program will be:

\[
\text{maximize } \sum_{i=1}^{N} \sum_{j=0}^{\alpha} w_{ij} - \frac{k}{4} \sum_{t=1}^{N} v_t \\
\text{subject to } z_{ij,t} - 2^{\alpha-j} \cdot v_t \leq 0 \quad \forall i \in \{1..N\}, j \in \{0..\alpha\}, \quad (2.4) \\
- \sum_{t=i+1}^{i+2^j-1} z_{ij,t} + w_{ij} \leq 0 \quad \forall i \in \{1..N\}, j \in \{0..\alpha\}, \quad (2.5) \\
w_{ij} \leq 1 \quad \forall i \in \{1..N\}, j \in \{0..\alpha\}, \quad (2.6)
\]

\[
z, v, w \geq 0.
\]

We complete the proof of lemma (5) by showing a feasible dual assignment with a cost of \( O(N \log k) \) then we can finish the proof.

Applying constraints (2.5) to constraints (2.4) gives \( w_{ij} \leq \sum_{t=i+1}^{i+2^j-1} z_{ij,t} \leq \sum_{t=i+1}^{i+2^j-1} (2^{\alpha-j}) \cdot v_t \). That is true for all \( i \in \{1..N\}, j \in \{0..\alpha\} \). We will choose an assignment that apply the same value \( w \) for all \( w_{ij} \) variables and the same value \( v \) for all \( v_t \) variables. Thus, we should choose values \( w, v \) such that \( w \leq \sum_{t=i+1}^{i+2^j-1} (2^{\alpha-j}) \cdot v = (2^{\alpha-1}) \cdot v \). As we need to satisfy constraints (2.6) we will choose \( w = 1 \) that applies \( v = 2^{- (\alpha - 1)} \).

It is obvious that the above assignment is a feasible assignment for the dual linear program, it remains to show its cost:
\[ DLP_{\frac{k}{4}} = \sum_{i=1}^{N} \sum_{j=0}^{\alpha} w_{ij} - \frac{k}{4} \sum_{t=1}^{N} v_{t} \]

\[ = \sum_{i=1}^{N} \sum_{j=0}^{\alpha} 1 - \frac{k}{4} \sum_{t=1}^{N} 2^{-(\alpha-1)} \]

\[ = N \left( \alpha + 1 - \frac{\log k}{2} \right) \]

\[ = N \left( \log k - \log(\log k) + 1 - \frac{\log k}{2} \right) \]

\[ = N \cdot \Theta(\log k) \]

Thus, \( \Omega(\log k)OPT_k \leq DLP_{\frac{k}{4}} \leq OPT_{\frac{k}{4}} \) as required.
2.3 Open Problems

1. Give better analysis for MAP or on the contrary give a proof of a non-constant gap.

2. Give online strategy for Reordering buffer that gives better competitive ratio than MAP.
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The algorithm we propose in "The Algorithm for the Problem of the Price Vectors\" uses the primal-dual algorithm. The algorithm is based on a linear relaxation, dual to a single objective. The stage of this algorithm does not remove even a single vector of the category of edges and the only price vectors remain the solutions of the relaxation. Each solution of the relaxation is a solution for the problem of the price vectors. This is also true for the relaxation in [1]. Two solutions of the relaxation, the second of which is the best possible solution for the problem of the price vectors. In addition, we provide an algorithm that provides a solution with an approximation of 1.7 for the problem of the price vectors with edge costs. We consider the allocation problem on the graph and the cost of the edges is the problem of the price vectors. For an allocation problem on the graph and the cost of the edges is the problem of the price vectors.

\[
\begin{align*}
\min & \quad \sum_{e \in E} x_e \\
\text{subject to} & \quad \sum_{e \in T} y_e \geq 1, \quad \forall t \in T \\
& \quad y_e \geq 0, \quad \forall e \in E_+ \cup E_-
\end{align*}
\]

The solution is a collection of the vectors of the type $G$ of the primal-dual algorithm. The problem of the price vectors is solved by the algorithm of the second stage of the algorithm. After the reduction of the set of edges found in the first stage, the number of edges in the graph and the cost of the edges is the problem of the price vectors.
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If we denote by $k$ the number of clusters, the number of edges that are marked as plus edges will be a measure of the target. Accordingly, one of the attractions in the form of this classification problem is that it is not necessary to know the number of classification clusters. However, this number is determined by the cost function. Initially, we can define the target of classification in two forms with clusters in different classification sets and marked edges, and the reverse classification is the form

\[ + \text{ or } - \]

where we want to maximize the total number of edges marked as edges. Similarly, in the classification.

The problem is, the price of the target function is different in the optimal NP and is indeed different. It is difficult. In this thesis, we focus on the version of the problem, because we want a model with deviations. As long as we need an approximation, these can be ignored.

Previous works

Several papers have proposed approximation algorithms for the two versions of the problem. In complete graphs, one can use

\[ \frac{4}{3} \]

as an initial approximation. However, this factor is improved to

\[ \frac{4}{3} \]

with rounding technique for the algorithm of Arakeri and Grossman [1].

The best result for the version of the problem is achieved by the algorithm of Jonsson and Yalon [3]. This algorithm is presented by Arakeri and Grossman [1].
1. Batch-Sorting Algorithm for Weighted Graphs

The problem of sorting in graphs with weights is divided by random noise points, which deviate from the graph coordinates, changing the coordinates and making the solution clear for the partition of the data sets possible, under various objective functions. Some algorithms of approximation to the sorting of data in high-dimensional spaces, see, for example, the method of outliers in graphs, which we will consider below.

In this context, we consider a model of coverage with a price, where the sort output can cover any subset of the data set, the data set is associated with a cost function and the sorting objective is to minimize the total cost of the unsorted data points.

The cost of a vertex can represent the level of security of each data point in the graph, and the partition of the graph with edges.

Acker and others have presented an algorithm that provides "good results with outliers" for the problem of finding a center with a price and an approximation algorithm for the problem of finding a center with a price.

Chassan and others have studied the field of sorting with weights recently in the context of sorting graphs, where the graph is a complete graph and the edge weights are normal means, and the vertices are associated with a price function and the sorting objective is to minimize the total price of the unsorted data points.

We consider a model of coverage with weights, where the sort output can cover any subset of the data set, the data set is associated with a cost function and the sorting objective is to minimize the total cost of the unsorted data points.

The cost of a vertex can represent the level of security of each data point in the graph, and the partition of the graph with edges.

Acker and others have presented an algorithm that provides "good results with outliers" for the problem of finding a center with a price and an approximation algorithm for the problem of finding a center with a price.

Chassan and others have studied the field of sorting with weights recently in the context of sorting graphs, where the graph is a complete graph and the edge weights are normal means, and the vertices are associated with a price function and the sorting objective is to minimize the total price of the unsorted data points.

The cost of a vertex can represent the level of security of each data point in the graph, and the partition of the graph with edges.
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