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Abstract

A fully automatic method for breast cancer diagnosis based on microscopic biopsy images is presented. The method achieves high recognition rates by applying multi-class support vector machines on generic feature vectors that are based on level-set statistics of the images. We also consider the problem of classification with rejection and show preliminary results that point to the potential benefits.

1 Introduction

Recent years have witnessed a large increase of interest in automated and semi-automated breast cancer diagnosis [14, 24, 13, 19, 7, 10, 16, 15, 2]; see [4] for a recent review. In this paper we present an automatic classification method for breast cancer diagnosis based on microscopic biopsy images. In particular, we consider the problem of classifying a tissue specimen as either healthy, tumor in situ¹, or invasive carcinoma.

We propose a fully automatic classification method, using generic features and state-of-the-art statistical learning algorithms and methodologies. We experiment with a dataset that was previously used in [25], where a highly specialized morphology-based feature generation process was used. We show here that simple generic features lead to slightly superior (6.6% vs. 8.0%) error rate.

A desirable functionality of automated or semi-automated medical diagnosis systems is the option of ‘decision with rejection’ whereby the system generates decisions with confidence larger than some prescribed threshold and transfers the decision on cases with lower confidence to a human expert.

*Corresponding author: Alexander Brook, abrook@technion.ac.il; Author names appear in alphabetical order.
¹From Latin “in place”, localized.
Figure 1: Typical image instances. (a) normal: normal breast tissue, with ducts and finer structures; (b) carcinoma in situ: tumor confined to a well-defined small region, usually a duct; (c) invasive: breast tissue completely replaced by the tumor; (d-f) are enlarged parts of the images in (a-c), selected to clearly depict examples of structures specific to each of the three cases.

In this work we also examine a simple method for decision with rejection and demonstrate its viability.

Figure 1 presents three sample images of healthy tissue, tumor in situ and invasive carcinoma. Note that the images are not clear-cut, and contain much information of no diagnostic significance. These were the individual samples in our work; they were not subdivided or cropped in any way. For more information on the dataset, see Section 4.

This paper is organized as follows. We begin in Section 2 with a description of the feature generation process. In Section 3 we explain the learning procedure and performance assessment protocol. The results are then presented and characterized in Section 4, and a comparison to previous work is provided in Section 5. We summarize our conclusions and some directions for future research in Section 6.
2 Feature Generation

The ultimate goal of any automatic classification procedure is achieving low average risk rates. Clearly, this was also our goal in this research. However, in the present context we also aimed at achieving high accuracy with simple, generic features that are easy to understand, fast to compute and potentially useful for other related problems. With these goals in mind, we settled on simple statistics of gray-level images. Our feature generation method consists of the following three stages:

1. Grayscale conversion;
2. Level-set formation;
3. Computation of connected component statistics.

We proceed with a description of each stage. The images were first converted from color to grayscale. Principal component analysis (PCA) was performed on the RGB values of the pixels of each image, and all the colors were then projected onto the principal axis. The principal axis was always very close to the gray axis. The resulting grayscale images were then all brought to the same intensity range by stretching (while clipping the top and bottom 1% of the pixels).

We then formed the level sets of these images (see Figure 2). These may be viewed as binary images with black corresponding to pixels with gray level which is above a given threshold. For images with pixel levels between 0 and 255, we used threshold values separated by steps of 10, thus there were 25 threshold levels.

Finally, for each resulting binary image we computed a histogram of 42 bins corresponding to connected components’ sizes. The bins were not uniform and were selected empirically to provide a reasonable tradeoff between resolution and the number of bins; mostly, we have used bins just large enough to prevent multiple empty bins. The bin boundaries are the only parameters of the feature extraction stage. See Figure 2(d) for an example of the resulting histogram.

The complete MATLAB code for feature generation from a gray-level image is shown in Figure 3.

3 Learning Algorithm

Following feature generation, the pattern recognition task is a three-class classification problem where each instance is represented by a vector of 1050

\[^2\text{This means that the results with any standard color-to-grayscale conversion should be very similar.}\]
Figure 2: Feature generation. (a) gray-level image; the white frame indicates the part used in (b) and (c); (b) a small portion of (a) viewed as a function of two variables; we are interested in the pixels where the brightness is above a certain threshold given by the horizontal hyperplane; (c) the corresponding binary image; (d) the histogram of sizes of connected components at several threshold levels.
k=[1 2:2:30 40:10:100 150 200:100:1000 2000:1000:10000 inf];

% Create bin boundaries.
for j=10:10:250
    sizes = regionprops(bwlabel(image<j),'Area');
    % Here bwlabel labels the connected components,
    % and regionprops calculates their areas.
    feature = histc([sizes.Area],k);
    % Compute the counts for all the bins...
    features(j/10,:) = feature(1:end-1);
    %...and add them to the features vector.
end

Figure 3: Feature generation code.

features.\(^3\) Due to the relatively large number of features and their correlative nature, we initially examined possibilities of feature selection. In particular, several state-of-the-art feature selection algorithms, both linear [8, 23, 17] and non-linear [11], were tested and compared to a support vector machine (SVM) [3], applied on all the features. These initial experiments indicated that feature selection only decreases the performance and we decided to apply the SVM on all the features.

3.1 Multiclass Problem Decomposition

The standard SVM (e.g. [3]) is applicable only to binary classification problems. Multi-class problems, such as the one addressed here, are handled by decomposing the multi-class problem into several binary subproblems and aggregating the results of the binary classifiers according to some scheme. Popular decomposition methods are one-against-all, all-pairs, and error correcting output coding (ECOC) [21, 5, 9].

For the ECOC framework we used [1]. Each of the \(k\) given classes is assigned a unique vector (called a codeword) of length \(\ell\) over \{1, 0, -1\}. This collection of \(k\) codewords forms a \(k \times \ell\) coding matrix \(M\), whose \(\ell\) columns define \(\ell\) binary partitions of the \(k\) classes. The entries \(M(i,j) = 1\) and \(M(i,j) = -1\) signify that for classifier \(f_j\), the class of pattern \(x_i\) is 1 and -1, respectively. The zero entries \(M(i,j) = 0\) signify that classifier \(f_j\) ignores pattern \(x_i\). In (2) below we show two examples of coding matrices corresponding to well-known decomposition methods for multi-class problems.

Given a training set \(S = \{(x_i, y_i)\}\), \(\ell\) binary classifiers are trained. The \(j\)th classifier \(f_j\) is assigned a unique binary partition defined by the \(j\)th

\(^3\)In fact, 47 features were constant and therefore were ignored.
column of \( M \) and is trained using a training set \( \{(x_i, M(i,j))\} \), where zero entries (i.e., \( M(i,j) = 0 \)) are ignored.

After the learning process is complete, whenever an unseen point \( x \) is given, it is classified by all binary classifiers. This results in a vector \( \mathbf{f}(x) = (f_1(x), \ldots, f_\ell(x)) \) with \( f_j(x) \) being the output of the \( j \)th classifier. The point \( x \) is assigned to the class whose matrix row is closest to \( \mathbf{f}(x) \). This class assignment mechanism is called decoding. In the basic ECOC scheme \cite{21, 5}, a Hamming-based decoding is used where the distance between \( \mathbf{f}(x) \) and the rows of the matrix is computed using the Hamming distance. Another possibility is to use an exponential distance function. The exponential distance of a pattern \( x \) from the code associated with class \( i \) is defined as

\[
d_i(x) = \sum_{j=1}^\ell e^{-M(i,j)f_j(x)}.
\]

We performed initial experiments with several multi-class decomposition schemes. Specifically, we tested one-against-all, all-pairs and ECOC applied with coding matrices corresponding to these two methods. These matrices are

\[
M = \begin{bmatrix}
1 & -1 & -1 \\
-1 & 1 & -1 \\
-1 & -1 & 1
\end{bmatrix}
\quad \text{one-against-all}
\]

\[
M = \begin{bmatrix}
1 & 1 & 0 \\
-1 & 0 & 1 \\
0 & -1 & -1
\end{bmatrix}
\quad \text{all-pairs}
\]

ECOC implementations with both the Hamming and exponential distances were considered. The best results where obtained with ECOC when \( M \) was the one-against-all matrix and the decoding was performed with the exponential function.

In all our experiments we used a SVM \cite{3} with the Radial Basis Function (RBF) kernel.\footnote{The RBF kernel classifier is the sign of \( f(x) = \sum_{i=1}^n \alpha_i y_i K(x_i, x) \), where \( K(x_i, x) = \exp\left(-\frac{\|x_i-x\|^2}{2\sigma^2}\right) \).} In this setting there are two hyper-parameters which need to be optimized. The first is \( C \), which is the tradeoff between the margin term and the training error penalty, and the second is \( \sigma \), the width of the RBF kernel. Since we are decomposing our ternary problem into three binary classification problems there are three binary classifiers whose hyper-parameters need to be determined. Therefore, overall we have six hyper-parameters to select. The optimization protocol we used is detailed next.

3.2 Performance Evaluation and Optimization Protocol

Based on the training set \( S = \{(x_i, y_i)\}_{i=1}^m \) our goal is to estimate the performance (error rate) of our multi-category classification algorithm. Clearly, this error rate is critically dependent on the optimization routine used for...
determining the hyper-parameters $C$ and $\sigma$ of each of the (three) binary classifiers involved. Our protocol is based on standard $n$-fold cross-validation (see, e.g., Sec. 9.6.2 in [6]). The data is divided randomly into $n$ equal parts (in our case, 5 parts), and in each fold one of the parts serves in turn as the test set, while the union of the other $n - 1$ parts is the training set. In particular, there can be no overlap between training and test sets.

In each train/test partition we perform an “internal” $k$-fold cross-validation to search for the best value of the hyper-parameter vector

$$\theta = (C(1), \sigma(1), C(2), \sigma(2), C(3), \sigma(3)).$$

We perform this search over a grid of predetermined values. Specifically, let $C$ and $\Sigma$ be predetermined sets of values of the hyper-parameters $C$ and $\sigma$, respectively.\(^5\) In our implementation $|C| = |\Sigma| = 10$ and therefore our hyper-parameter vector $\theta$ has 100 possible values for each individual binary classifier. For each fold (i.e., train/test partition) of the ‘external’ $n$-fold cross-validation we search for the best possible $\theta$. Denoting by $S'$ the training part of the fold, we search for $\theta$ using the ‘internal’ $k$-fold cross-validation as follows. For each possible value of $\theta$, calculate its $k$-fold cross-validation error rate over $S'$. Then select the parameter $\theta$ that yields the lowest average error and use it to train the system for the external fold (with training set $S'$).

For each of the $k$ internal folds we must train $3 \times (|C| \times |\Sigma|) = 300$ binary classifiers and test the performance of $(|C| \times |\Sigma|)^3 = 10^6$ multi-class classifiers corresponding to all relevant hyper-parameter combinations. In our experiments we took $n = k = 5$ and therefore, overall our experiment included the generation (training) of 7500 binary classifiers and testing of $25 \times 10^6$ multi-class classifiers.

4 Experiments and Results

Dataset. We used a dataset consisting of 361 samples, of which 119 were classified by a pathologist as normal tissue, 102 as carcinoma in situ, and 140 as invasive ductal or lobular carcinoma. The samples were generated from slides of breast tissue biopsy, stained with hematoxylin and eosin. They were photographed using a Nikon Coolpix® 995 attached to a Nikon Eclipse® E600 at magnification of $\times 40$ to produce images with resolution of about $5 \mu$ per pixel. No calibration was made, and the camera was set to automatic exposure. The images were cropped to a region of interest of $760 \times 570$ pixels and compressed by lossy JPEG. The resulting images were again inspected by a pathologist to ensure that their quality was sufficient for diagnosis.

\(^5\)In our implementation $C$ consisted of 10 equally spaced numbers in $[1, 1000]$ and $\Sigma$ consisted of 10 equally spaced numbers in $[100, 10000]$. These intervals were selected based on initial experimentation.
<table>
<thead>
<tr>
<th>True vs. Pred.</th>
<th>Normal</th>
<th>In situ</th>
<th>Invasive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>92.6±1.1</td>
<td>6.5±1.2</td>
<td>0.9±0.9</td>
</tr>
<tr>
<td>In situ</td>
<td>4.7±1.3</td>
<td>93.4±1.4</td>
<td>1.9±1.2</td>
</tr>
<tr>
<td>Invasive</td>
<td>3.9±1.7</td>
<td>1.4±0.9</td>
<td>94.7±2.2</td>
</tr>
</tbody>
</table>

Table 1: The confusion matrix; each entry specifies the mean and the standard deviation of the mean. For example, the second entry of the first row shows which percentage of normal patients will be diagnosed as having carcinoma in situ.

**Error rate.** The average error rate we obtained is 6.6% with 0.8% standard error of the mean. The confusion matrix is given in Table 1. Each row represents the probability (in percentage) of prediction given the true state. Note that each row sums up to 100%. For example, if the true diagnosis is carcinoma in situ, on average 4.7% of the time the classifier will diagnose these patients as normal (healthy).

**ROC Curves.** It is important to note that these results were derived by allocating an equal weight to each type of error. However, it is clearly the case that the clinical importance of different errors is not equal. False-positives (healthy classified as ill) are less dangerous than false-negatives (ill classified as healthy).

In order to present the trade-off between these errors, Receiver Operating Characteristic (ROC) curves were generated for the three binary problems, as displayed in Figure 4. Each point \((u,v)\) along this curve represents a confusion matrix where \(u\) is the estimated accuracy of correct classification to ‘Normal’ and \(v\) is the estimated accuracy of correct classification into the other, non-normal class (‘Invasive’ in (a); ‘In Situ’ in (b); and ‘Invasive’ or ‘In Situ’ in (c)).

These curves were generated as follows. The optimal values of the hyper-parameters \(\{\sigma^{(1)}, \sigma^{(2)}, \sigma^{(3)}\}\) were fixed and the hyper-parameter \(C\) was separated into two distinct hyper-parameters \(C_+, C_-\) which penalize differently the training errors of the positively and negatively labeled patterns respectively. It is up to the user of the system to determine the desired point based on medical, legal and financial considerations.

Consider for example figure 4(c). In the zoomed sub-figure the two dots indicate two possible choices on the ROC curve: the left point will result in \((u,v) = (7.6\%, 80\%)\) and the right point in \((u,v) = (20\%, 91.6\%)\).

**Decision with rejection.** A desired feature in any computerized diagnosis system is classification with rejection, where we expect the system to only provide definitive diagnosis with a sufficiently high confidence. In cases where the system is not confident in the verdict it should abstain. When

\*ROC curves are only defined for binary problems.
Figure 4: The ROC curves for the three binary subproblems. Each subfigure zooms into the top right part of the ROC curve appearing in the box $[0, 0.4] \times [0.6, 1]$

The system ‘rejects’ such a borderline pattern the pattern is relegated to an expert.

The rejection was performed by setting a threshold $t$. Given a training and test set, the training was performed with all the patterns of the training set. On the other hand, the error on the test set was calculated on all the patterns which were not rejected. Patterns were rejected if they met the following criterion:

- For each pattern $x$, the distance vector $d$, whose components are detailed in (1), is normalized so that $\|d\|_2 = 1$.
- Let $d_{[1]}$, $d_{[2]}$, $d_{[3]}$ denote the elements of the vector $d$ sorted in non-descending order, namely $d_{[1]} \leq d_{[2]} \leq d_{[3]}$.
- If $d_{[2]} - d_{[1]} > t$, where $t$ is the threshold, then the pattern is rejected.

The meaning of the criterion is that if the two smallest distances to code-words are close, according to threshold $t$, the pattern is rejected.

Indeed the improvement of accuracy is depicted in Figure 5(a). In this graph we see the trade-off between overall 5-fold cross-validation average error obtained versus the percent of test patterns that were rejected by the system. This trade-off curve shows that very low error rates can be obtained if we are willing to reject a fraction of the samples. For example, we can achieve an error rate close to 3.6% by relegating 20% of the harder decision tasks to a pathologist.

Figure 5(b) depicts the class distribution of the rejected patterns as a function of the rejection fraction. We see that this distribution is relatively uniform (as is the a-priori distribution of the classes in our dataset). Thus, there is no distinct propensity for rejecting a certain type of patterns.
Figure 5: The reject graph and the distribution of the rejected patterns; (a) shows the error rate achieved by rejecting a certain fraction of samples; (b) shows how many samples from each class are rejected.

5 Comparison to previous work

Substantial efforts have been recently devoted to different aspects of automated breast cancer diagnosis from biopsy data. However, with the exception of [25], we are not aware of any work to which we can reasonably compare our work. A major obstacle for such comparisons is the diversity of image types and magnifications used. Second, many studies analyze biopsy breast cancer images, but do not attempt statistical learning and classification of those images. A third obstacle is that rigorous performance assessment criteria are often not adhered to (e.g., overfitting is likely to occur).

Some of the papers mentioned below consider substantially different images. There are two sources of these differences. First, different studies used images stained using different methods. Besides the hematoxylin and eosin staining considered here, other researches used slides stained with Feulgen, Papanicolaou, and immuno-labeled for estrogen or progesterone receptors. Second, slides are viewed at different magnifications, varying from ×40 in our work to ×1000 in works dealing with the inner structure of nuclei.

Another class of work that cannot be quantitatively compared with our results is work that does not provide any classification results. Such research falls basically into two categories: work focusing on nuclei segmentation [14, 24, 20] and work that only shows statistically significant correlation between certain features and cancer grades [13, 19, 7]. See also the review [10].

In [16] hematoxylin and eosin stained images at the magnification of
×100 are used to differentiate between mastopathology and carcinoma. The images are manually binarized and used to calculate features based in part on areas and perimeters of connected components, which is the main point of similarity between that paper and ours. The images are then classified by a neural network using these features. The authors report accuracies of up to 98%, but there are some methodological problems: the authors use only 40 examples, and it would seem that they train and test on the same 40 examples. It is likely that their results display a high degree of overfitting.

In the recent work [12] the authors consider hematoxylin and eosin stained images taken at ×10 magnification. The images are analyzed using several levels of wavelet decomposition, and these features are used to classify images as belonging to one of three classes, as in our work. The classification is performed using either discriminant analysis or a neural network. The best results are shown using only 2 levels of Haar wavelet and lead to 87.78% correct classification, without cross-validation.

The work described in [15] is one of the earliest papers on automated breast cancer diagnosis (and prognosis). The authors developed a program that allows for manual segmentation of nuclei on ×900 magnification images of Fine Needle Aspiration biopsies using Papanicolaou stain - a very different procedure from our images. Using a classifier developed by one of the authors, which is a combination of a linear classifier and a decision tree, they predict accuracy of 97.5% estimated by cross-validation. These are very impressive results, but we should stress again that their data is very different from ours, and the system is not fully automatic.

Finally, [2] is the work most similar to ours in several respects. The images are of biopsies, stained with hematoxylin and eosin and photographed at the ×200 magnification. The images were segmented to delineate duct and lumen boundaries by “several interacting expert systems” with some human intervention at the initial stages of the segmentation process. The authors suggest several features, mostly based on the geometry (areas, lengths, mutual distances) of glands and lumens. The authors then calculate “patient scores” in an undisclosed fashion, and based on that use a simple Bayesian classifier to distinguish between ductal hyperplasia and ductal carcinoma in situ—a problem which is more difficult than the classification problem we define here. A classification accuracy of 81% is reported.

We should again mention the survey [4], which has a much more extensive bibliography. Notice also, that our work does not fall neatly into the classification established in this survey: our features are somewhere in between morphological, fractal-based, and topological features, and SVMs are not even mentioned anywhere in that survey.

Finally, a previous paper by a subset of the present authors addressed the same classification problem [25]. The emphasis in [25] was on the establishment of a density based morphological feature extraction procedure, contrary to the more generic approach taken in this paper. The classification
results established here are slightly superior to those presented in [25].

6 Discussion

We have shown in this paper that our features, in spite of their simplicity, perform at least on a par with highly complex and specialized features [25]. A possible explanation for this may be that these features provide an insight into the spatial organization of the objects that are visible on a breast biopsy slide.

In Figure 6 we can see that generally, connected components of images with different thresholds correspond to different levels of the hierarchical structure of the breast tissue.

We note that we constructed these features without any consultation...
with a pathologist. While a direct interaction with a pathologist can potentially improve the results, it is not clear a priori that features that perform well for a human specialist are necessarily the best for a generic learning algorithm. Since our features were not tailored to the specific problem of breast cancer diagnosis we expect that they will perform well in other problems that involve spatial organization in gray-level images.

When considering our results (6.6% error rate) we should also consider the question of a “gold standard”. The most reasonable option is a comparison with a human pathologist’s performance. While it is clear that humans are also error-prone, there are no definitive results on error rates in histopathology. The review [18] mentions results of several studies and audits, with 3.4%–4.0% rate of “serious diagnostic errors” and 1.1%–1.4% rate of errors that affected patient management. A misclassification in the framework of this work probably qualifies as the latter.

The authors of [22] report that pathology second opinions altered surgical therapy in 7.8% of cases. This is much higher than the rates mentioned earlier, probably because of greater disparity of expertise of the pathologists who wrote the primary report, and the pathologists specializing in breast cancer. However we choose to treat these reports, it is clear that the baseline for this problem is not zero error rate, but rather is above 1% in the best case, and the most reasonable guess is about 3.5%.

The goal of 1% error rate seems over-ambitious even for a human pathologist, let alone an automatic system. In our case, to achieve it we will need to reject about one-half of the samples, which is impractical. On the other hand, the rate of 3.5% is achievable with 20% rejection.

The system we present here cannot be used in a hospital setting at the current levels of performance, at least not as a primary method of diagnosis. However, since the system is fully automatic and works with very low resolution images, it can function as a high-speed preprocessor for a more complex (hence, higher performing) diagnostic system. From the relevant works we can see that noticeably better classification results can be obtained from magnifications ×400 upwards. Our system thus processes 100 times less data than these systems and can be expected to be about 100 times faster, even without taking into account the need for human intervention in other systems.

Our work may be improved in several ways. First, it is likely that the addition of other spatial characteristics of the images may improve the representation. Other features we have considered and that may be useful for similar problems are the number of connected components at each brightness level and the histograms of perimeters of connected components. Our experiments with using perimeters for the features showed performance similar to that of areas. Using perimeters and areas together did not improve the recognition rate.

We believe that significant improvements in accuracy can be obtained by
considering an ensemble of classifiers each working on a different magnification level. The aggregation of results from these classifiers can be made using simple majority voting or by using more sophisticated ensemble techniques.

Our results on ‘classification with rejection’ indicate that this approach is plausible and effective. However, these results were obtained using a straightforward approach. It is likely that these results can be improved using more sophisticated optimization techniques. Also, the incorporation of rejection and misclassification costs into the SVM algorithm is less “natural” than in algorithms which produce probabilities. Therefore, the application of an algorithm such as kernel multinomial logistic regression may improve the performance.

Finally, we note that while the dataset we used is not considered small (compared to related work) it would be essential to test the system on larger sets before any attempt is made to use the system in a clinical setting.
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