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Abstract

The work presented in this thesis lies within the field of Combinatorial Geometry. This field, roughly speaking, deals with questions of enumeration, existence, and properties of discrete geometric structures involving geometric objects such as points, lines, polygons, etc.

Given a well-defined set of combinatorial structures, a natural question to ask, is: "how large is this set?" We first study this problem for rectangulations of a set of points in the plane. Given a set $P$ of $n$ points within a rectangle $R$ in the plane, a rectangulation of $P$ is a subdivision of $R$ into smaller rectangles by axis-parallel segments such that every point is on a different segment. We show that when the relative order of the points forms a separable permutation, the number of rectangulations is exactly the number of Baxter permutations on $n + 1$ elements. We also show that regardless of the order of the points, the number of guillotine rectangulations is always the $n$th Schröder number, and the total number of rectangulations is $O(18^n/n^4)$.

A related combinatorial structure we have investigated are floorplans — rectangular partitions with no point constraints. A floorplan represents the relative location of modules on an integrated circuit. It is known that the number of floorplans equals the number of Baxter permutations. We present a simple and efficient bijection between Baxter permutations and floorplans, which also suggests an enumeration of floorplans.
according to various structural parameters.

We also consider a generalization of floorplans to three and higher dimensions. The special case of guillotine partitions is analyzed, and we present both an exact summation formula for their number, as well as an analysis of its asymptotic behaviour. Such partitions play an important role in many research areas and application domains, e.g., computational geometry, computer graphics, and solid modeling, to mention just a few.

Finally, we study the following problem in extremal combinatorial geometry. A topological graph is called $k$-quasi-planar if it does not contain $k$ pairwise-crossing edges. It is conjectured that for every fixed $k$, the maximum number of edges in a $k$-quasi-planar graph on $n$ vertices is $O(n)$. We provide, for the first time, an affirmative answer for the case $k = 4$. We also give the simplest proof and the best upper bound known for the maximum number of edges in 3-quasi-planar graphs on $n$ vertices. Moreover, we show a tight upper bound for 3-quasi-planar graphs in which every pair of edges meet at most once.
## List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
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</tr>
</thead>
<tbody>
<tr>
<td>$B(n)$</td>
<td>the number of Baxter permutations on $n$ elements</td>
</tr>
<tr>
<td>$C_n$</td>
<td>the $n$th Catalan number</td>
</tr>
<tr>
<td>$cr(G)$</td>
<td>the crossing number of a graph $G$</td>
</tr>
<tr>
<td>$f_k(n)$</td>
<td>the maximum number of edges in a $k$-quasi-planar graph on $n$ vertices</td>
</tr>
<tr>
<td>$g_d(n)$</td>
<td>the number of guillotine partitions by $n$ hyperplanes in $d$ dimensions</td>
</tr>
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<td>$P(n)$</td>
<td>the number of 3-dimensional partitions by $n$ rectangles</td>
</tr>
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</tr>
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</tr>
</tbody>
</table>
Chapter 1

Introduction

In this thesis we study several counting problems related to geometric structures. Such problems are interesting both from a theoretic point of view, and from practical reasons, as they sometimes play a role in evaluating the performances of algorithms and data structures.

The first problem, discussed in Chapter 2, concerns the number of different floor-plans. These structures represent the relative positions between modules of an integrated circuit. During the design of an integrated circuit, one determines the shape, size, and position on chip of every module. The shape of the chip and of each of the modules (blocks) is usually a rectangle. A floorplan describes the relative positions of the blocks, thus, it is often represented by a partition (dissection) of a rectangle by non-intersecting segments. A special kind of floorplans are slicing (or guillotine) floor-plans, in which the subdivision to rectangles can be obtained by recursively cutting a rectangle either vertically or horizontally.

It is known [64] that the number of floorplans and slicing floorplans with $n$ blocks equals the number of Baxter and separable permutations on $n$ elements, respectively.
These permutations can be characterized by the absence of certain subpermutations. Our contribution is a simple and direct bijection between floorplans and Baxter permutations. This bijection also maps slicing floorplans to separable permutations, and—combined with known results about Baxter permutations—suggests an enumeration of floorplans according to various parameters. The results presented in Chapter 2 also appear in [2].

In Chapter 3 we study a generalization of floorplans to three and higher dimensions, namely, partitions of a 3-dimensional (or \( d \)-dimensional) box into smaller boxes. Guillotine partitions, a generalization of guillotine (slicing) floorplans, are a special type of 3-dimensional box partitions. The hierarchical structure of guillotine partitions is useful in many areas, such as integrated circuit layout [34] (where \( d = 2 \)) and approximation algorithms in computational geometry [21, 25, 27, 40]. Guillotine partitions are also the underlying structure of orthogonal binary space partitions (BSPs) which are widely used in computer graphics (e.g., for hidden-surface removal [23] and shadow generation [18]), solid modeling [60], motion planning [12], etc. By analyzing the combinatorial properties of guillotine partitions we show that \( g_d(n) \), the number of guillotine partitions in \( d \) dimensions by \( n \) hyperplanes, is \( \frac{1}{n} \sum_{k=0}^{n-1} \binom{n}{k} \binom{n}{k+1} (d-1)^k d^{n-k} \). Then, we analyze the asymptotic behavior of \( g_d(n) \) and prove that it is \( \Theta \left( (2d - 1 + 2\sqrt{d(d - 1)})^n / n^{3/2} \right) \) for a fixed value of \( d \). In fact, our analysis provides a rather accurate estimate of \( g_d(n) \). These results appear in [4]. We also consider partitions of a 3-dimensional box into smaller boxes by rectangular “walls.” Based on some structural properties of such partitions we describe a way of enumerating them.

In Chapter 4 we consider another constrained variant of rectangular partitions in the plane: Given a set \( P \) of \( n \) points in general position within a rectangle \( R \),
a rectangulation of $P$ is a subdivision of $R$ into smaller rectangles by axis-parallel segments such that every point is on a different segment. Finding a rectangulation that minimizes the sum of lengths of the segments has attracted some attention in the literature [15, 17, 21, 26, 27, 28, 35, 36]. We present efficient methods for generating and enumerating the set of distinct rectangulations of a pair $(R, P)$. We also show that when the relative order of the points in $P$ forms a separable permutation, the number of rectangulations is exactly the number of Baxter permutations on $n + 1$ elements, which is $\Theta(8^n/n^4)$. For point sets in an arbitrary permutation we prove an upper bound of $O(18^n/n^4)$ on the number of rectangulations, using a novel technique of Sharir and Welzl [55]. Some of the results presented in this chapter appear in [3].

In the next chapter, Chapter 5, we study a problem from extremal combinatorial geometry. A geometric graph is a graph drawn in the plane, such that its vertices are distinct points and its edges are straight-line segments connecting the corresponding points and containing no other vertex. A topological graph is defined in a similar way with the exception that the edges can take the form of any simple (i.e., non-self-intersecting) curve ($Jordan arc$). Crossings are allowed, but we assume that each pair of edges has a finite number of common internal points and they properly cross at each such point. (However, these usual restrictions are not important in this work.) A topological graph is simple if every pair of its edges intersect at most once (either at a vertex or at a crossing point). Clearly, every geometric graph is a simple topological graph.

In a Turán-type problem on topological graphs, one asks for the maximum number of edges in a topological graph on $n$ vertices avoiding a certain pattern. For example, it is easy to prove, using Euler’s formula, that a topological graph avoiding a pair of crossing edges (i.e., a planar graph) contains at most $3n - 6$ edges. Many other
Turán-type problems on topological graphs were considered in the literature (see, e.g., [38, 47, 48, 50, 58, 59], and [46] for a survey).

A natural generalization of planar graphs are $k$-quasi-planar graphs. A topological graph is $k$-quasi-planar if it does not contain a set of $k$ pairwise-crossing edges. According to a rather famous conjecture from the early 1990s, for every fixed $k$ there is a constant $C_k$ such that any $k$-quasi-planar graph on $n$ vertices has at most $C_k \cdot n$ edges. Since 2-quasi-planar graphs are planar graphs, the conjecture trivially holds for $k = 2$ with $C_2 = 3$. The case $k = 3$ was settled for simple topological graphs by Agarwal, Aronov, Pach, Pollack, and Sharir [6]. Later, Pach, Radoičić, and Tóth [48] simplified the proof of Agarwal et al. [6], generalized it to non-simple graphs, and showed that 3-quasi-planar graphs on $n$ vertices have at most $65n$ edges. The best upper bounds on the number of edges in $k$-quasi-planar graphs, $k > 3$, were $O(n \log n)$ for geometric graphs [62], $O(n \log^{2k-6} n)$ for simple topological graphs [6], and $O(n \log^{4k-12} n)$ for general topological graphs [48]. We provide the first proof that 4-quasi-planar graphs have a linear number of edges. We also give the simplest proof and the best upper bound known for the maximum number of edges in 3-quasi-planar graphs on $n$ vertices. Moreover, we show a tight upper bound of $6.5 n - O(1)$ for simple 3-quasi-planar graphs. The results presented in this chapter also appear in [1, 5].

We end every chapter with a discussion on the results presented in that chapter and related open problems. More concise conclusions can be found in Chapter 6.
Chapter 2

Floorplans

2.1 Introduction

During the physical design process of an integrated circuit, one determines the shape, size, and position on chip of every module. The shape of the chip and that of each of the modules (blocks) is usually a rectangle. A floorplan describes the relative positions of the blocks, thus it is often represented by a partition (dissection) of a rectangle by non-intersecting segments into $m$ rectangles (rooms) such that there is a one-to-one mapping from the $n \leq m$ blocks to the rooms. In a mosaic floorplan there are no empty rooms, that is, $n = m$. A special kind of mosaic floorplans are slicing floorplans (here we follow the definition in [56]) in which the subdivision to rectangles can be obtained by recursively cutting either vertically or horizontally a rectangle into two smaller rectangles. Slicing floorplans can also be characterized as mosaic floorplans that do not contain a ‘pin-wheel’ structure. See Figure 2.1 for examples of general, mosaic, and slicing floorplans.
Separable and Baxter permutations are classes of permutations that can be defined in terms of forbidden subsequences. A separable permutation can be defined as a permutation that does not contain a subsequence of four elements with the same pairwise comparison as 2413 or 3142 (an alternative definition is given in Section 2.2.2).

A Baxter permutation has a similar forbidden condition, but it can contain such a subsequence if the absolute difference between the first and last element in the subsequence is greater than one (a more formal definition appears in Section 2.2.1). Thus, separable permutations are a subclass of Baxter permutations.

Sakanushi et al. [51] were the first to consider the number of distinct mosaic floorplans. They found a recursive formula for this number, but did not recognize it to be the same formula suggested by Chung et al. [19] in their analysis of the number of Baxter permutations. Yao et al. [64] showed a bijection between mosaic floorplans and twin binary trees whose number is known [22] to be the number of Baxter permutations. They have also shown that the number of slicing floorplans
containing \( n \) blocks is the \( n \)th Schröder number.

A connection between floorplans and permutations was first presented by Murata et al. [42], who suggested representing floorplans as a pair of permutations (sequence-pair). In a later work, Murata et al. [43] described a mapping from sequence-pairs to floorplans. From this mapping one can deduce a mapping from Baxter permutation to mosaic floorplans. Recently and independently, Kajitani [32] has suggested representing a floorplan by a permutation (single-sequence in his terminology) and explored, along with others, the properties and advantages of this simple representation [66, 67, 68, 69]. Among other things they showed mappings between (mosaic) floorplans and (Baxter) permutations.

In this chapter we present another bijection between Baxter permutations and mosaic floorplans. This bijection is direct, as opposed to the bijection that can be deduced from the work of Yao et al. [64] and the work of Dulucq and Guibert [22]. The mapping from permutations to floorplans we suggest is much simpler and more efficient than the mapping described in [42]. Comparing with the mappings suggested recently in [66, 67], our mapping is as efficient (has a linear time and space complexity) and at least as simple. Furthermore, the mapping algorithm can easily find the direct neighbors of every block, with performances matching that of the algorithm suggested in [69]. This information is useful for the actual placement of the blocks. The bijection we describe has the following additional merits: First, it maps separable permutations to slicing floorplans. Second, by combining it with known results about Baxter permutations, we obtain enumerations of mosaic floorplans according to various structural parameters, such as the number of vertical segments in the partition and the number of blocks on the boundary of the floorplan.
The rest of this chapter is organized as follows. In Section 2.2 we give some background on Baxter and separable permutations and define an equivalence relation on (mosaic) floorplans. Then we show in Section 2.3 the bijection between Baxter permutations and (equivalence classes of) mosaic floorplans and discuss its applications. In Section 2.4 we explore the enumeration of mosaic floorplans according to various parameters. Finally, we discuss our results in Section 2.5.

2.2 Preliminaries

In order to distinguish between different (mosaic) floorplans we must first define when two floorplans are considered equivalent. Here we follow the definition of Sakanushi et al. [51]. Given a floorplan $f$ a segment $s$ *supports* a room $r$ in $f$ if $s$ contains one of the edges of $r$. We say that $s$ and $r$ hold a *top-, left-, right-, or bottom-seg-room* relation if $s$ supports $r$ from the respective direction. Two floorplans are equivalent if there is a labeling of their rectangles and segments such that they hold the same seg-room relations. Thus, for example, the floorplans in Figures 2.1(b) and 2.1(c) are equivalent.

2.2.1 Baxter permutations

A Baxter permutation on $[n] = \{1, 2, \ldots, n\}$ is a permutation $\pi = (\sigma_1 \sigma_2 \ldots \sigma_n)$ for which there are no four indices $1 \leq i < j < k < l \leq n$ such that

1. $\sigma_k < \sigma_i + 1 = \sigma_l < \sigma_j$; or

2. $\sigma_j < \sigma_l + 1 = \sigma_i < \sigma_k$.

For example, for $n = 4$, 3142 and 2413 are the only non-Baxter permutations. This class of permutations was introduced by Baxter [13] in the context of fixed points of
the composite of commuting functions. The $n$th Baxter number, $B(n)$, is the number of Baxter permutations on $[n]$. Chung et al. [19] showed that

$$B(n) = \sum_{r=0}^{n-1} \frac{(n+1) \binom{n+1}{r+1} \binom{n+1}{r+2}}{\binom{n+1}{r+1} \binom{n+1}{r+2}}.$$ 

Dulucq and Guibert [22] showed one-to-one correspondences between Baxter permutations, twin binary trees, and some type of three non-intersecting paths on a grid. Shen et al. [56] analyzed the asymptotic behavior of the Baxter numbers and proved that $B(n) = \Theta(8^n/n^4)$. The first Baxter numbers (starting from $n = 0$) are

$$\{0, 1, 2, 6, 22, 92, 422, 2074, \ldots\}.$$ 

2.2.2 Separable permutations

Let $\pi_1 = (\alpha_1, \alpha_2, \ldots, \alpha_n)$ and $\pi_2 = (\beta_1, \beta_2, \ldots, \beta_m)$ be two permutations on $[n]$ and $[m]$, respectively. We say that $\pi = (\sigma_1, \sigma_2, \ldots, \sigma_{n+m})$ is the result of concatenating $\pi_2$ above $\pi_1$ if $\pi_i = \alpha_i$ for $1 \leq i \leq n$ and $\pi_{n+i} = \sigma_{n+i}$ for $1 \leq i \leq m$. Likewise, we say that $\pi = (\sigma_1, \sigma_2, \ldots, \sigma_{n+m})$ is the result of concatenating $\pi_2$ below $\pi_1$ if $\pi_i = m + \alpha_i$ for $1 \leq i \leq n$ and $\pi_{n+i} = \beta_i$ for $1 \leq i \leq m$.

A permutation $\pi$ is separable if either

1. $\pi = (1)$; or

2. There are two separable permutations $\pi_1$ and $\pi_2$ such that $\pi$ is the concatenation of $\pi_2$ above or below $\pi_1$.

Bose et al. [14] coined the term separable permutations and showed a polynomial-time algorithm for finding a given sub-permutation $P$ within a permutation $T$, where $P$ is separable. A similar definition was suggested by Shapiro and Stephens [54] in their analysis of permutation-matrices that eventually fill up under bootstrap percolation. They have also shown that the number of separable permutations on $[n]$ is the
$1)$st Schröder number. Avis and Newborn [11] showed that separable permutations are exactly the permutations that can be sorted by an unbounded sequence of pop-stacks (in a pop-stack the pop operation unloads the entire stack).

Another characterization of separable permutations is in terms of forbidden subsequences. A permutation $\pi = (\sigma_1, \sigma_2, \sigma_3, \ldots, \sigma_n) \in S_n$ avoids a certain sub-permutation $\tau \in S_k$ (for $k \leq n$) if it does not contain a subsequence $(\sigma_{i_1}, \sigma_{i_2}, \ldots, \sigma_{i_k})$ with the same pairwise comparisons as $\tau$. The set of permutations on $[n]$ avoiding $\tau$ is denoted by $S_n(\tau)$. It can be shown [14] that the set of separable permutations is equal to $S_n(3142, 2413)$, suggesting an alternative proof [63] that their number is the $(n - 1)$st Schröder number.

### 2.3 The Bijection

In this section we show a direct and simple bijection between Baxter permutations and mosaic floorplans. In Section 2.3.1 we describe a mapping from mosaic floorplans to Baxter permutations, while in Section 2.3.2 we present a mapping in the other direction and thus show that these two mappings define a bijection.

#### 2.3.1 Mapping mosaic floorplans to Baxter permutations

In this section we describe a mapping from mosaic floorplans to permutations. It is essentially the same mapping presented implicitly in [51] and explicitly in [67],

---

1The Schröder numbers arise in numerous other enumerative combinatorial problems [57, pp. 239–240]. One example is the number of paths on an orthogonal grid from $(0, 0)$ to $(n, n)$ that do not go above the line $y = x$ and use only the steps $(1, 0)$, $(0, 1)$, and $(1, 1)$. When denoting by $r_n$ the $n$th Schröder number, we have $r_n = \sum_{k=0}^{n} \binom{2n}{n-k} C_{n-k}$, where $C_n$ is the $n$th Catalan number. It can be shown (see, e.g., [56]) that $r_n = \Theta((3 + \sqrt{8})^n/n^{1.5})$. The first Schröder numbers (starting from $n = 0$) are $\{0, 1, 2, 6, 22, 90, 394, 1086, 8558, \ldots\}$.
however, we describe it here for completeness and prove that it always produces a Baxter permutation.

Given a mosaic floorplan of $n$ blocks (rectangles) we can obtain a mosaic floorplan of $n - 1$ blocks by using the block deletion operation introduced by Hong et al. [30].

**Definition 2.3.1 (block deletion)** Let $f$ be a mosaic floorplan with $n > 1$ blocks and let $b$ be the top-left block in $f$. If the bottom-right corner of $b$ is a ‘\(|\)' (resp., ‘\(\)\)' junction, then one can delete $b$ from $f$ by shifting its bottom (resp., right) edge upwards (resp., leftwards), while pulling the T-junctions attached to it until the edge hits the bounding rectangle.

See Figure 2.2 for an example of the block-deletion operation. Note that we can delete in a similar manner a block from any corner of a floorplan. Using the block-deletion operation we now define a mapping from mosaic floorplans to Baxter permutations.

For example, the permutation that corresponds to the floorplan in Figure 2.3 is 521463. Before we show that the output of Algorithm FP2BP is always a Baxter permutation, we need the following definition and observations.
**Input:** A mosaic floorplan \( f \) with \( n \) blocks.

**Output:** A (Baxter) permutation on \([n]\).

Label the blocks of \( f \) according to their deletion order from the top-left corner;

Return the permutation of labels obtained by deleting the blocks of \( f \) from the bottom-left corner.

**Algorithm 1:** Algorithm FP2BP

![Algorithm FP2BP example](image)

Figure 2.3: Applying Algorithm FP2BP on this floorplan yields the permutation 521463

**Definition 2.3.2** Let \( f \) be a mosaic floorplan and let \( b_1 \) and \( b_2 \) be two blocks in \( f \).

We say that \( b_1 \) is left of (resp., above) \( b_2 \) if there is either 1. a segment which contains the right (resp., lower) edge of \( b_1 \) and the left (resp., upper) edge of \( b_2 \); or 2. a block \( b' \) such that \( b_1 \) is left of (resp., above) \( b' \) and \( b' \) is left of (resp., above) \( b_2 \). If a block \( b_1 \) is left-of (resp., above) block \( b_2 \) by the first rule, then \( b_1 \) is directly left-of (resp., above) \( b_2 \).

**Observation 2.3.3 ([43, Property 5])** Let \( f \) be a mosaic floorplan and let \( b_1 \) and \( b_2 \) be two blocks in \( f \). Then exactly one of the following relations holds: \( b_1 \) is left of \( b_2 \), \( b_1 \) is above \( b_2 \), \( b_2 \) is left of \( b_1 \), or \( b_2 \) is above \( b_1 \).

**Observation 2.3.4** If a block \( b_1 \) precedes a block \( b_2 \) according to the top-left corner-deletion order and \( b_2 \) precedes \( b_1 \) according to the bottom-left corner-deletion order,
then $b_1$ is above $b_2$. Similarly, if $b_1$ precedes $b_2$ according to both orders, then $b_1$ is left of $b_2$.

**Proof:** Notice that when a block is deleted from the top-left corner it is to the left or above any other block in the floorplan. Additionally, the relation between any two blocks remains the same after applying the deletion operation. Therefore, if a block $b_1$ precedes a block $b_2$ according to the top-left (resp., bottom-left) corner-deletion order, then $b_1$ is to the left of or above (resp., below) $b_2$. Hence the claim follows. $\square$

The following observation is easy.

**Observation 2.3.5** If a block $b_1$ follows immediately a block $b_2$ according to one of the orders, then there is a segment that contains edges of both $b_1$ and $b_2$.

Next, we prove that Algorithm FP2BP always produces a Baxter permutation.

**Lemma 2.3.6** Given a mosaic floorplan $f$ with $n$ blocks, the permutation $\pi$ obtained by applying Algorithm FP2BP on $f$ is a Baxter permutation on $[n]$. Moreover, if $f$ is a slicing floorplan, then $\pi$ is a separable permutation.

**Proof:** Suppose $\pi = (\sigma_1 \sigma_2 \ldots \sigma_n)$ is not a Baxter permutation. Then there are four indices $1 \leq i < j < k < l \leq n$ such that either 1. $\sigma_k < \sigma_i + 1 = \sigma_l < \sigma_j$; or 2. $\sigma_j < \sigma_i + 1 = \sigma_i < \sigma_k$. Assume that the first case holds, and choose $j$ and $k$ such that $k = j + 1$. According to Observations 2.3.4 and 2.3.5, block $\sigma_i$ is left of block $\sigma_l$, and some segment $s_1$ supports both blocks. Similarly, block $\sigma_j$ is below block $\sigma_k$, and some segment $s_2$ supports both blocks. According to Observation 2.3.4, block $\sigma_k$ is to the left of block $\sigma_l$ and above block $\sigma_i$. Similarly, block $\sigma_j$ is to the right of block $\sigma_i$ and below block $\sigma_l$. Thus, $s_1$ and $s_2$ must intersect (see Figure 2.4). The proof in the second case is similar and is thus omitted.
Now suppose $f$ is a slicing floorplan, and let $s$ be the segment that cuts the bounding rectangle of $f$ into two. Suppose $s$ is horizontal, and denote by $f_1$ the $m$ blocks above $s$ and by $f_2$ the $n - m$ blocks below $s$. Then, the blocks in $f_1$ precede the blocks of $f_2$ according to the top-left deletion order, and follow them according to the bottom-left deletion order. By induction, the blocks in $f_1$ form a separable permutation on $1, \ldots, m$, and the blocks in $f_2$ form a separable permutation on $m + 1, \ldots, n$. Thus, by definition, $\pi$ is a separable permutation. The proof for the case in which $s$ is vertical is similar. \hfill \Box

Next we show that the mapping defined by Algorithm FP2BP is one-to-one.

**Lemma 2.3.7** Let $f_1$ and $f_2$ be two mosaic floorplans, each containing $n$ blocks, and let $\pi_1$ and $\pi_2$ be the permutations produced by Algorithm FP2BP when applied to $f_1$ and $f_2$, respectively. Then, if $f_1 \neq f_2$ then $\pi_1 \neq \pi_2$.

**Proof:** We prove by induction on $n$ that if $\pi_1 = \pi_2$ then $f_1 = f_2$. Let $b_1$ (resp., $b_2$) be the first block which is removed from the top-left corner of $f_1$ (resp., $f_2$), and let $s_1$ (resp., $s_2$) be the segment that is shifted in the course of this action. Then $s_1$ and $s_2$
must have the same orientation, otherwise the numbers 1 and 2 would have different orders in \( \pi_1 \) and \( \pi_2 \). Let \( f'_1 \) and \( f'_2 \) be the resulting floorplans after the deletion. The permutation that corresponds to \( f'_1 \) and \( f'_2 \) is the permutation obtained from \( \pi_1 \) by deleting the number 1 and decreasing every remaining number by 1. Thus, by the induction hypothesis, \( f'_1 = f'_2 \). It remains to verify that when we reverse the deletion operation, then the same number of blocks are “pushed” by \( s_1 \) and \( s_2 \). Indeed, if this number is different then there is a block \( x \) which is pushed in one floorplan, say \( f_1 \), but not on the other floorplan. Thus, \( x \) is to the left of block 1 in \( f_1 \) while it is below block 1 in \( f_2 \). It follows that 1 and \( x \) will have different orders in \( \pi_1 \) and \( \pi_2 \). \( \square \)

### 2.3.2 Mapping Baxter permutations to mosaic floorplans

| **Input:** A Baxter permutation \( \pi = (\sigma_1 \sigma_2 \ldots \sigma_n) \).
| **Output:** A mosaic floorplan with \( n \) blocks.
| 1. Draw a block and name it \( \sigma_1 \);
| 2. Construct an \( n \times n \) grid within the block;
| 3. for \( i = 2 \) to \( n \) do
| | if \( \sigma_i < \sigma_{i-1} \) then
| | | Slice the top-right block by a horizontal segment at the \( i \)th level of the grid;
| | | Name the new block \( \sigma_i \);
| | | while the block \( \sigma' \) to the left of \( \sigma_i \) has a label smaller than \( \sigma_i \) do
| | | | Extend block \( \sigma_i \) leftwards (at the expense of \( \sigma' \));
| | | end while
| | else
| | | Slice the top-right block by a vertical segment at the \( i \)th level of the grid;
| | | Name the new block \( \sigma_i \);
| | | while the block \( \sigma' \) below \( \sigma_i \) has a label greater than \( \sigma_i \) do
| | | | Extend block \( \sigma_i \) downwards (at the expense of \( \sigma' \));
| | | end while
| | end if
| end for

**Algorithm 2:** Algorithm BP2FP

---
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Given a Baxter permutation on \([n]\), Algorithm \texttt{BP2FP} constructs a mosaic floorplan with \(n\) blocks. See Figure 2.5 for an example. The algorithm simply inserts blocks one by one into the top-right corner of the floorplan. The current block is created by slicing the previous block into two, and is labeled according to the current element in the permutation. If the previous element is smaller (resp., greater) than the current element, then we slice the block vertically (resp., horizontally). The horizontal (resp., vertical) slicing segment is extended leftwards (resp., downwards) as long as the block to the left of it (resp., below) has a smaller (resp., greater) label than the current block.

The output of Algorithm \texttt{BP2FP} is clearly a mosaic floorplan. We show next that
Algorithms BP2FP and FP2BP define a one-to-one correspondence (bijection) between Baxter permutations and mosaic floorplans.

**Theorem 2.3.8** There is a bijection between Baxter permutations on \([n]\) and mosaic floorplans with \(n\) blocks. Moreover, it remains a bijection when restricted to separable permutations on \([n]\) and slicing floorplans with \(n\) blocks.

**Proof:** Let \(\pi\) be a Baxter permutation on \([n]\), and let \(f\) be the output of Algorithm BP2FP when it is applied on \(\pi\). Clearly, \(f\) is a valid mosaic floorplan containing \(n\) blocks. Let \(\pi'\) be the output of Algorithm FP2BP applied to \(f\). To prove the theorem it is enough to show that \(\pi' = \pi\). It is easy to see that during the computation of \(\pi'\), the blocks are deleted from the bottom-left corner of \(f\) in the same order they were inserted to the top-right corner of \(f\) in the course of Algorithm BP2FP. Therefore, it is sufficient to prove that the order in which the blocks of \(f\) are deleted from the top-left corner is \(1, 2, \ldots, n\). It is clear that the block labeled 1 is the first removed block (no other block is above or to the left of it). Assume that for every \(1 \leq i \leq k\) the block labeled \(i\) is the \(i\)th removed block from the top-left corner. We now show that the next deleted block is the one labeled \(k + 1\). Suppose that \(k + 1\) precedes \(k\) in \(\pi\), that is, \(\pi = (\ldots, k + 1, A, B, k, \ldots)\), where \(A\) is a (possibly empty) sequence of integers that are greater than \(k + 1\) and \(B\) is a (possibly empty) sequence of integers that are smaller than \(k\). (There are no other options since \(\pi\) is a Baxter permutation.) Figure 2.6(a) shows the floorplan after \(k\) was inserted in the course of Algorithm BP2FP. According to the induction hypothesis, all the blocks in \(B\) are removed before block \(k\), so when \(k\) is removed (from the top-left corner) the left edge of the block labeled \(k + 1\) is also on the boundary. The bottom-right corner of \(k\) is either a ‘\(\leftarrow\)’ or ‘\(\downarrow\)’ junction. In the first case \(k + 1\) is clearly the next block to be deleted. For the
second case, note that a ‘⊥’ junction can be formed only when the first block with a label greater than $k$ and to the right of $k$ in $\pi$ (denote this block by $c$) has a smaller label than the block below $k$ and sharing the same segment (as $c$) as a right edge (denote this block by $a$). Figures 2.6(b,c) illustrate the situation before and after the insertion of $c$. Note that $a$ is the last of the elements of $A$ and $k < c < a$. If $A$ is empty, then $a = k + 1$; thus, there cannot be such a block $c$. Otherwise, there must be an integer $i$ such that $k + 1 \leq i \leq c - 1$, $i$ is to the left of $a$ in $\pi$, and $i + 1$ is either $c$ or to the right of $c$. Therefore, $i, a, k, i + 1$ form a forbidden subsequence, and $\pi$ is not a Baxter permutation. The proof for the case $k$ precedes $k + 1$ in $\pi$ is similar and is thus omitted. \[\square\]

**Definition 2.3.9** Given a floorplan $f$ and a block $b$ in $f$, the direct relation set (DRS) of $b$ is the set of blocks that are directly left of, right of, above, or below $b$.

The DRS is important for the actual placement of the blocks on the chip, once their dimensions are set [69].

**Theorem 2.3.10** Let $\pi$ be a Baxter permutation on $[n]$ and let $f$ be its corresponding floorplan. Then $f$ and the DRS of every block in $f$ can be computed in $O(n)$ time.
Proof: Algorithm BP2FP inserts $n$ blocks one after the other. It is easy to update the DRS of the currently inserted block and of its neighbors while the block is being extended at their expense. For a certain block there could be many update operations, but every block can be chopped at most once from above and at most once from right. Hence, the total number of update operations is $O(n)$. 

Some of the problems which are hard to solve for general or even mosaic floorplans are easier for slicing floorplans, due to their simple structure. Therefore, sometimes one wishes to determine whether a given floorplan is slicing [70]. When a floorplan $f$ is represented as a permutation $\pi$, by Theorem 2.3.8 $f$ is slicing if and only if $\pi$ is separable. Thus, it can be determined in a linear time whether $f$ is a slicing floorplan using the algorithm suggested in [14, pp. 282] to test if a permutation is separable.

2.4 Enumeration of Mosaic Floorplans According to Various Parameters

Baxter permutations are known to be enumerated according to various parameters [22, 37]. Algorithm BP2FP along with those results suggest enumerations of mosaic floorplans according to various parameters such as the number of vertical segments, and the number of blocks on the boundary of the floorplan.

Definition 2.4.1 (rise) Given a permutation $\pi = (\sigma_1 \sigma_2 \ldots \sigma_n)$, a rise (resp., descent) in $\pi$ is sequence of two consecutive elements $\sigma_i \sigma_{i+1}$ such that $\sigma_i < \sigma_{i+1}$ (resp., $\sigma_i > \sigma_{i+1}$).

According to Algorithm BP2FP, every rise in the input permutation is mapped to a vertical segment in the output floorplan. Mallows [37] considered the enumeration
of Baxter permutations according to the number of rises. The next corollary follows from his result.

**Corollary 2.4.2** The number of mosaic floorplans with \( n \) blocks and \( r \) vertical segments is
\[
\binom{n+1}{r} \binom{n+1}{r+1} \binom{n+1}{r+2} \binom{n+1}{1} \binom{n+1}{2}.
\]

**Definition 2.4.3** (left-to-right minimum/maximum) Let \( \pi = (\sigma_1 \sigma_2 \ldots \sigma_n) \) be a permutation on \([n]\). An element \( \sigma_k \) is a left-to-right minimum (resp., maximum) if \( \sigma_k < \sigma_i \) (resp., \( \sigma_k > \sigma_i \)) for every \( 1 \leq i < k \).

Algorithm BP2FP maps every left-to-right minimum to a block touching the left edge of the boundary of the output floorplan \( f \). Similarly, every left-to-right maximum in \( \pi \) is mapped to a block touching the bottom edge of the boundary of \( f \). Thus, according to a result of Dulucq and Guibert [22, Theorem 1] we have:

**Corollary 2.4.4** The number of mosaic floorplans with \( n \) blocks, \( r \) vertical segments, \( i \) blocks touching the left edge of the boundary of the floorplan, and \( s \) blocks touching the bottom edge of the boundary of the floorplan is
\[
\binom{n+1}{r+1} \frac{si}{n(n+1)} \left( \binom{n-s-1}{n-r-2} \binom{n-i-1}{r-1} - \binom{n-s-1}{n-r-1} \binom{n-i-1}{r} \right).
\]

Dulucq and Guibert have considered the enumeration of Baxter permutations according to two other parameters.

**Definition 2.4.5** [22, Definition 4] Given a permutation \( \pi = (\sigma_1 \sigma_2 \ldots \sigma_n) \),

- \( rd(\pi) \) is the number of rises in \( \sigma_i \sigma_{i+1} \ldots \sigma_n \), where \( i = \max \{ j \exists k \geq 2 : \sigma_j < \sigma_{j+k} < \sigma_{j+1} < \ldots < \sigma_{j+k-1} \} \) with \( \sigma_0 = -1 \) and \( \sigma_{n+1} = 0 \).
dd(\pi) is the number of descents in \sigma_i \sigma_{i+1} \ldots \sigma_n, where i = \max \{j | \exists k \geq 2 : \sigma_j > \sigma_{j+k} > \sigma_{j+1} > \ldots > \sigma_{j+k-1} \} with \sigma_0 = n + 2 and \sigma_{n+1} = n + 1.

We define below the corresponding parameters for a mosaic floorplan f.

**Definition 2.4.6** Let f be a mosaic floorplan and let t be a ‘\perp’- (resp., ‘\perp’-) junction in f. We say that t is the last ‘\perp’- (resp., ‘\perp’-) junction in f if it is the last ‘\perp’- (resp., ‘\perp’-) junction which is deleted when the blocks of f are removed from the bottom-left corner. Given a horizontal (resp., vertical) segment s in f, we say that s is above (resp., left of) t if s is above the horizontal (resp., vertical) segment\(^2\) of t.

A careful look at the definitions of rd(\pi) and dd(\pi), and the way Algorithm BP2FP works leads to the following observation.

**Observation 2.4.7** Let \pi be a Baxter permutation on \[n\] and let f be the floorplan produced by the application of Algorithm BP2FP to \pi. Denote by t the last ‘\perp’- (resp., ‘\perp’-) junction in f. Then, the number of horizontal (resp., vertical) segments in f above (resp., left of) t is dd(\pi) (resp., rd(\pi)).

It follows from this observation and from Theorem 5 in [22] that:

**Corollary 2.4.8** The number of mosaic floorplans with n blocks, r vertical segments, i blocks touching the left edge of the boundary of the floorplan, s blocks touching the bottom edge of the boundary of the floorplan, p vertical segments after the last

\(^2\)A segment s_1 is above a segment s_2 in a floorplan f if: 1. s_1 is vertical and its lower endpoint is on s_2; or 2. s_2 is vertical and its upper endpoint is on s_1; or 3. s_1 and s_2 are both horizontal and contain opposite edges of a block (rectangle) in f. The relation left of is defined in a similar manner.
‘|’-junction, and q horizontal segments after the last ‘|’-junction is

\[
\begin{pmatrix}
\binom{n-1-i-p}{r-p} & \binom{n-1-p}{r-p} & \binom{n-1-s-p}{r-s-p} \\
\binom{n-1-i}{r} & \binom{n-1}{r} & \binom{n-1-s}{r-s} \\
\binom{n-1-i-q}{r} & \binom{n-1-q}{r} & \binom{n-1-s-q}{r-s}
\end{pmatrix}
\]

### 2.5 Discussion

We have presented a bijection between Baxter permutations and mosaic floorplans. Moreover, from this bijection we have also deduced a similar correspondence between separable permutations and slicing floorplans (see Figure 2.7), and have suggested enumerations of mosaic floorplans according to various parameters, such as the number of vertical segments and the number of blocks on certain edges of the boundary of the floorplan. The algorithm we use to map Baxter permutations to mosaic floorplans has applications in integrated circuit (IC) design: it can be used for an easy and efficient construction of a floorplan from the permutation representing it.
Given a non-Baxter permutation, it is possible to convert it to a Baxter permutation by inserting *dummy* elements, as suggested by Murata et al. [43]. The new permutation can then be mapped to a floorplan containing *empty* rooms (which is a general, non-mosaic floorplan) using Algorithm BP2FP. Given a permutation $\pi = (\sigma_1 \sigma_2 \ldots \sigma_n)$, the elimination of a forbidden subpattern of the form $\sigma_i \ldots \sigma_j \sigma_{j+1} \ldots \sigma_k$, such that $\sigma_{j+1} < \sigma_i + 1 = \sigma_k < \sigma_j$ (resp., $\sigma_j < \sigma_k + 1 = \sigma_i < \sigma_{j+1}$), is done by inserting the dummy element $\sigma_k$ (resp., $\sigma_i$) between $\sigma_j$ and $\sigma_{j+1}$ and increasing by 1 each of the old elements greater than or equal to $\sigma_k$ (resp., $\sigma_i$). For example, the permutation 2413 is converted to 25314. In the mosaic floorplan that matches the new permutation we mark every block that corresponds to a dummy element as an empty room. Each of these empty rooms is the center of a ‘pin-wheel’ structure. Figure 2.8 shows an example with two pin-wheels and their corresponding empty rooms.

Finding a floorplan that minimizes criteria such as area or wire-length is a major problem in IC design. It is well-known that an optimal floorplan might contain empty
rooms. However, Young et al. [65] showed that when searching for an optimal floor-plan, it is enough to consider floorplans in which every empty room (if such exists) is at the center of pin-wheel structure and has no room-room neighbor (that is, a touching room) which is an empty room. Characterizing and enumerating permutations that are mapped to such floorplans is an interesting open problem (as indicated in Figure 2.7).
Chapter 3

Rectangular Partitions in Three and Higher Dimensions

3.1 Introduction

In this chapter we consider the number of partitions of a 3-dimensional box into smaller 3-dimensional boxes. Formally, let $B$ be an axis-aligned 3-dimensional box in $\mathbb{R}^3$. A partition (or subdivision) of $B$ is a set of interior-disjoint axis-aligned boxes $b_1, b_2, \ldots, b_k$ such that $\bigcup_{i=1}^{k} b_i = B$. As we consider a generalization of (mosaic) floorplans, we do not allow the intersection of two boxes to be a line segment. (This is equivalent to requiring that the intersection of two rectangles in a floorplan not be a single point.) However, the intersection of two boxes can be a single point. Considering the plane portions that induce a partition, we require that each of them be a maximal connected 2-dimensional region of $\bigcup_{i=1}^{k} \partial b_i$.

We classify the partitions into three classes based on the shapes of the plane segments induced by (or inducing) a partition. A partition-by-rectangles is a partition
in which the plane segments are rectangles (see Figure 3.1(a) for an example). Guillotine partitions are a subclass of partitions-by-rectangles, in which the partition can be obtained by recursively cutting a box using a plane into two smaller boxes (see Figure 3.1(b) for an example). Guillotine partitions can be naturally generalized to \(d\) dimensions. We call partitions in which some plane segment is not a rectangle general partitions (see Figure 3.1(c) for an example).

In Section 3.2 we present an exact summation formula for the number of structurally-different guillotine partitions in \(d\) dimensions by \(n\) hyperplane segments, and then show that it is \(\Theta\left(\left(2d - 1 + 2\sqrt{d(d-1)}\right)^n / n^{3/2}\right)\).\(^1\) In Section 3.3 we prove some properties of partitions-by-rectangles and provide a method to enumerate such partitions. So far we were unable to obtain any meaningful observations about general 3-dimensional partitions.

\(^1\)These results were published in [4].
### 3.2 Guillotine Partitions

Given a $d$-dimensional box $B$ in $\mathbb{R}^d$, a *guillotine partition* of $B$ is a subdivision of $B$ into smaller $d$-dimensional boxes obtained by first cutting $B$ into two $d$-boxes by a hyperplane, then recursively cutting these boxes in the same manner (changing the direction of the cut at will). Clearly, there are infinitely-many guillotine partitions with a given number of hyperplanes; however, if we look at the *structure* of the hierarchy that is formed by the hyperplanes, i.e., we care merely about the directions of the cuts rather than their exact positions, then we can count the finitely-many (structurally) different guillotine partitions by $n$ hyperplanes in $d$ dimensions. In this section we are interested in finding this number, denoted $g_d(n)$; to the best of our knowledge, this problem for $d > 2$ has not been investigated to date (see [64] for a discussion of the case $d = 2$). For example, Figure 3.2 lists the $g_2(2) = 6$ possible guillotine partitions by $n = 2$ lines in the plane ($d = 2$). Table 3.1 provides the values
Table 3.1: First values of $g_d(n)$ for $d = 2, 3, 4$ and $n \leq 20$. The series $g_2(n)$ is the sequence of Schröder numbers [64].

The hierarchical structure of guillotine partitions is useful in many areas, such as integrated circuit layout [34] (where $d = 2$) and approximation algorithms in computational geometry [21, 25, 27, 40]. Guillotine partitions are also the underlying structure of orthogonal binary space partitions (BSPs) which are widely used in computer graphics (e.g., for hidden-surface removal [23] and shadow generation [18]), solid modeling [60], motion planning [12], etc. Two-dimensional guillotine partitions are equivalent to what is known in integrated circuit layout as slicing floorplans (see...
Recall that \( g_d(n) \) denotes the number of guillotine partitions of a \( d \)-dimensional box in \( \mathbb{R}^d \) by \( n \) hyperplanes. By analyzing the combinatorial properties of guillotine partitions, we show that 
\[
g_d(n) = \frac{1}{n} \sum_{k=0}^{n-1} \binom{n}{k} (d - 1)^k d^{n-k}.
\]
Then, we analyze the asymptotic behavior of \( g_d(n) \) and prove that it is 
\[
\Theta \left( \left( 2d - 1 + 2\sqrt{d(d-1)} \right)^n / n^{3/2} \right)
\]
for a fixed value of \( d \). In fact, our analysis provides a rather accurate estimate of \( g_d(n) \).

The rest of this section is organized as follows. In Subsection 3.2.1 we compute a binomial-sum formula for \( g_d(n) \) and provide its generating function, while in Subsection 3.2.2 we obtain an asymptotic value for \( g_d(n) \) directly as well as by using the generating function.

### 3.2.1 The exact number of guillotine partitions

In this section we derive a recursive formula, a binomial-sum formula, and a generating function for \( g_d(n) \), the number of guillotine partitions by \( n \) hyperplanes in \( \mathbb{R}^d \). We first define formally the notion of structurally-different guillotine partitions.

Let \( B \) be an axis-parallel \( d \)-dimensional box in \( \mathbb{R}^d \). A partition (or subdivision) of \( B \) is a set \( S \) of \( k > 0 \) interior-disjoint axis-parallel boxes \( b_1, b_2, \ldots, b_k \) whose union equals \( B \). A partition \( S = \{b_1, b_2, \ldots, b_k\} \) of \( B \) is guillotine if \( k = 1 \) or there are a hyperplane \( h \) and two disjoint non-empty subsets \( S_1, S_2 \subset S \) such that:

1. \( h \) splits \( B \) into two interior-disjoint boxes \( B_1 \) and \( B_2 \);

2. \( S_1 \) is a guillotine partition of \( B_1 \); and

3. \( S_2 \) is a guillotine partition of \( B_2 \).

Clearly, the hyperplane \( h \) must be orthogonal to some axis \( x_i \). We will assume without loss of generality that the interior of \( B_1 \) is below \( h \) with respect to \( x_i \), and the interior...
of $B_2$ is above $h$. The definition of a guillotine partition implies a method by which one can obtain the partition of the box $B$ into the small boxes $b_1, b_2, \ldots, b_k$: if $k = 1$ then do nothing, otherwise cut $B$ into two boxes $B_1$ and $B_2$ according to $h$, then continue by cutting recursively $B_1$ and $B_2$. One way to describe this cutting procedure is by a binary tree: The tree is a single node (and no edges) in case the $d$-dimensional box is not partitioned. Otherwise, the root of the tree contains the details of the hyperplane $h$; the left child of the root is the binary tree that corresponds to the guillotine partition of $B_1$; and the right child of the root is the binary tree that corresponds to the guillotine partition of $B_2$.

A guillotine partition can be represented by several trees: For example, an $n \times 1$ two-dimensional box (a rectangle) that is partitioned into $n \times 1$ boxes (squares) can be represented by $C_{n-1}$ different trees (where $C_n$ is the $n$th Catalan number). Another example is the two different trees representing a $2 \times 2$ two-dimensional box (square) partitioned into four $1 \times 1$ boxes (squares). For a canonical tree representation of a guillotine partition $S$ of a box $B$, consider all the hyperplanes $h$ that split $B$ into two boxes $B_1$ and $B_2$ with the respective subpartitions $S_1, S_2 \subset S$ such that $S_1$ (respectively $S_2$) is a guillotine partition of $B_1$ (respectively $B_2$). Among these hyperplanes consider only those that are orthogonal to the axis $x_i$ with the smallest index $i$, and among them choose the one which is above all the others with respect to $x_i$. The canonical tree will have this hyperplane as its root and the canonical trees representing guillotine partitions of the resulting two sub-boxes as children.

The hierarchy structure of a guillotine partition is then the canonical tree representing this partition, in which each node that corresponds to a hyperplane $h$ only records the index $i$ such that $h$ is orthogonal to the axis $x_i$. We refer to this tree as the structure-tree of the guillotine partition.
**Definition 3.2.1** Two guillotine partitions by \( n \) hyperplanes of a \( d \)-dimensional box in \( \mathbb{R}^d \) are structurally equivalent if they have the same structure-tree representation.

Clearly, the number of different guillotine partitions of a box \( B \subset \mathbb{R}^d \) by \( n \) hyperplane does not depend on the dimensions of \( B \). Hence, the notation \( g_d(n) \) is used for this number.

**Observation 3.2.2** Let \( T_d(n) \) be the set of binary trees with \( n \) nodes, such that every node has a label \( \ell \in \{1, 2, \ldots, d\} \) and the label of every right child is different from the label of its parent node. Then \( |T_d(n)| = g_d(n) \).

**Proof:** Clearly, two (structurally) different guillotine partitions are represented by two different binary trees such that each node in a tree has a label from \( \{1, 2, \ldots, d\} \). Additionally, it follows from the canonical tree representation of a guillotine partition that a structure-tree of a guillotine partition cannot have a node whose right child has the same label as its parent. Therefore, \( g_d(n) \leq |T_d(n)| \). On the other hand, given \( t \in T_d(n) \), one can easily construct a guillotine partition of a \( d \)-dimensional box \( B \) whose structure-tree is \( t \): Let \( r \) be the root of \( t \) and let \( i \) be the label of \( r \). Cut \( B \) into two equal halves by a hyperplane \( h \) orthogonal to \( x_i \). Then, cut recursively the half of \( B \) below \( h \) according to the subtree whose root is the left child of \( r \), and similarly cut the half of \( B \) above \( h \) according to the subtree whose root is the right child of \( r \). Thus, \( |T_d(n)| \leq g_d(n) \). \( \square \)

From this observation we can deduce that

\[
g_d(n) = \sum_{k=0}^{n-1} N_{n,k} (d-1)^k d^{n-k},
\]

where \( N_{n,k} \) is the number of binary trees with \( n \) nodes, \( k \) of which are right children. (\( N_{n,k} = \frac{1}{k!} \binom{n}{k} \binom{n}{k+1} \)) are the well-known Narayana numbers; see, for example, [24, 31].
This follows easily from the fact that every node that is a right child has one of \(d - 1\) possible labels, while every other node has one of \(d\) possible labels. Thus, we obtain the following binomial-sum formula for the number of guillotine partitions in \(d\) dimensions:

**Theorem 3.2.3**

\[
g_d(n) = \frac{1}{n} \sum_{k=0}^{n-1} \binom{n}{k} \left( \frac{n}{k+1} \right) (d-1)^k d^{n-k}. 
\]

Observation 3.2.2 also yields a recursive formula for \(g_d(n)\):

\[
g_d(n) = d \cdot \left( g_d(n-1) + \sum_{k=1}^{n-1} \frac{d-1}{d} g_d(k) g_d(n-1-k) \right), \quad g_d(0) = 1, \quad (3.1)
\]

where \(k\) represents the number of nodes in the right subtree of the root, and the number of these subtrees is \(\frac{d-1}{d} g_d(k)\) since the root of such a subtree cannot have the same label as its parent node. By rearranging terms in Equation (3.1), we have:

\[
g_d(n) = g_d(n-1) + (d-1) \sum_{k=0}^{n-1} g_d(k) g_d(n-1-k), \quad g_d(0) = 1.
\]

From this recursive formula we can also easily compute \(f_d(z)\), the generating function of \(g_d(n)\):

\[
f_d(z) = \sum_{n=0}^{\infty} g_d(n) z^n \\
= 1 + \sum_{n=1}^{\infty} \left( g_d(n-1) + (d-1) \sum_{k=0}^{n-1} g_d(k) g_d(n-1-k) \right) z^n \\
= 1 + \sum_{n=1}^{\infty} g_d(n-1) z^n + (d-1) \sum_{n=1}^{\infty} \sum_{k=0}^{n-1} g_d(k) g_d(n-1-k) z^n. \quad (3.2)
\]

It is readily seen that

\[
\sum_{n=1}^{\infty} g_d(n-1) z^n = z \sum_{n=1}^{\infty} g_d(n-1) z^{n-1} = z f_d(z) \quad (3.3)
\]
and
\[ \sum_{n=0}^{\infty} \sum_{k=0}^{n-1} g_d(k)g_d(n-1-k)z^n = \sum_{n=0}^{\infty} \sum_{k=0}^{n} g_d(k)g_d(n-k)z^n = z(f_d(z))^2. \] (3.4)

By substituting Equations (3.3) and (3.4) in Equation (3.2), we obtain
\[ f_d(z) = zf_d(z) + (d-1)z(f_d(z))^2 + 1. \] (3.5)

One solution of Equation (3.5) is spurious, and, thus, we get
\[ f_d(z) = 1 - z - \frac{\sqrt{z^2 - 2(2d-1)z + 1}}{2(d-1)z}. \]

Aside from the intrinsic interest of this generating function, knowing the generating function of a combinatorial sequence is useful for obtaining information on the asymptotics of the sequence by the standard technique (which has been implemented in software) of analyzing the singularities of the function—see Remark 2 in Section 3.2.2. Generating functions are also a useful tool for manipulating combinatorial sequences, and for showing that they satisfy various identities, recurrence equations, etc.

### 3.2.2 The asymptotic number of guillotine partitions

In this section we compute the asymptotic number of guillotine partitions.

**Theorem 3.2.4** For every \( d \in \mathbb{N} \), as \( n \to \infty \)
\[ g_d(n) = (1+o(1)) \frac{\sqrt{2d(d-1) + (2d-1)\sqrt{d(d-1)}}}{2(d-1)\sqrt{\pi}} \left( \frac{2d-1 + 2\sqrt{d(d-1)}}{n^{3/2}} \right)^n. \] (3.6)

**Proof:** Let \( g_d(n) = \sum_{k=0}^{n-1} b_d(n, k) \), where
\[ b_d(n, k) = \frac{d^n(n!)^2((d-1)/d)^k(n-k)}{(k!)^2((n-k)!)^2n(k+1)}. \]
By Stirling’s formula, \( m! = (1 + O(m^{-1})) \sqrt{2\pi m} (m/e)^m \). Therefore,

\[
b_d(n, k) = (1 + O(k^{-1} + (n - k)^{-1})) \frac{n}{2\pi k^2} \exp(nQ_d(k/n)),
\]

where \( Q_d : [0, 1] \to [0, \infty) \) is the function defined by

\[
Q_d(t) = \log d + t \log \frac{d - 1}{d} - 2t \log t - 2(1 - t) \log(1 - t).
\]

Let us analyze the properties of \( Q_d \). Since

\[
Q_d'(t) = \log \frac{d - 1}{d} + 2 \log \frac{1 - t}{t} = \log \left( \frac{(d - 1)(1 - t)^2}{dt^2} \right),
\]

it follows easily that \( Q_d \) has a unique maximum at \( t = t_d := \sqrt{d(d - 1) - (d - 1)} \), with the value

\[
Q_d(t_d) = \log(2d - 1 + 2\sqrt{d(d - 1)})
\]

and second derivative

\[
v_d := Q_d''(t_d) = \frac{-2}{1 - t_d} - 2 \frac{2d(d - 1) + (2d - 1)\sqrt{d(d - 1)}}{d(d - 1)}.
\]

In other words, one has the Taylor expansion

\[
Q_d(t) = \log(2d - 1 + 2\sqrt{d(d - 1)}) - \frac{2d(d - 1) + (2d - 1)\sqrt{d(d - 1)}}{d(d - 1)}(t - t_d)^2 + O((t - t_d)^3),
\]

which is valid in some neighborhood of \( t_d \).

Let \( \varepsilon_n = n^{-5/12} \), and write

\[
g_d(n) = \sum_{k=0}^{n-1} b_d(n, k) = \sigma_1 + \sigma_2,
\]

where

\[
\sigma_1 = \sum_{|k - t_d n| > n \varepsilon_n} b_d(n, k), \quad \sigma_2 = \sum_{|k - t_d n| \leq n \varepsilon_n} b_d(n, k).
\]
First, we show that the contribution of $\sigma_1$ to $g_d(n)$ is negligible. Indeed, if $k \approx tn$, then

$$\frac{b_d(n, k-1)}{b_d(n, k)} \approx \frac{d(n-k-1)k^3}{(d-1)(n-k)(k+1)(n-k+1)^2} \approx \frac{dt^2}{(d-1)(1-t)^2}.$$  

Since $t_d$ has precisely the property that $dt^2/((d-1)(1-t)^2) < 1$ for $t < t_d$ and $dt^2/((d-1)(1-t)^2) > 1$ for $t > t_d$, this implies in particular that $b_d(n, k-1) < b_d(n, k)$ for all $k < (t_d - \varepsilon) n$, and $b_d(n, k-1) > b_d(n, k)$ for all $k > (t_d + \varepsilon) n$, and, therefore,

$$\sigma_1 \leq n \cdot \max \left(b_d(n, \lfloor (t_d - \varepsilon) n \rfloor), b_d(n, \lceil (t_d + \varepsilon) n \rceil)\right) \leq O\left[\exp(n \max(Q_d(t_d - \varepsilon), Q_d(t_d + \varepsilon)))\right] = (2d - 1 + 2\sqrt{d(d-1)})^n O\left[\exp\left(-v_d n\varepsilon^2 + O(n\varepsilon^3)\right)\right] = o((2d - 1 + \sqrt{d(d-1)})^n / n^{3/2}).$$

Second, turn to $\sigma_2$, which contributes the bulk of the value of $g_d(n)$. Use Equation (3.7), noting that in this range of values of $k$, $O(k^{-1} + (n - k)^{-1}) = O(n^{-1})$, uniformly, and denoting $k = t_d n + u\sqrt{n}$:

$$\sigma_2 = (1 + O(n^{-1})) \sum_{|k-t_d n| < n\varepsilon_n} \frac{1}{2\pi(t_d + u\sqrt{n})^2 n} \cdot \exp(nQ_d(t_d + u / \sqrt{n})) = (1 + O(n^{-1} + \varepsilon_n)) \sum_{|k-t_d n| < n\varepsilon_n} \frac{(2d - 1 + 2\sqrt{d(d-1)})^n}{2\pi t_d^2 n^3/2} \cdot \exp(-v_d u^2 + O(n\varepsilon_n)) = (1 + O(n^{-1} + n^{-5/12} + n^{-1/4})) \frac{(2d - 1 + 2\sqrt{d(d-1)})^n}{2\pi t_d^2 n^{3/2}} \int_{-\infty}^{\infty} e^{-v_d u^2} du = (1 + o(1)) \frac{(2d - 1 + 2\sqrt{d(d-1)})^n}{2\pi t_d^2 n^{3/2}} \cdot \frac{\sqrt{\pi}}{\sqrt{v_d}}.$$  

This, upon some simple manipulations, gives Equation (3.6).
Remarks:

1. More careful estimates can be used to improve the \((1+o(1))\) term to \((1+O(n^{-1}))\).

A complete asymptotic expansion in powers of \(n^{-1}\) can also be obtained.

2. Relation (3.6) can be obtained from the generating function \(f_d(z)\) using standard saddle-point techniques, as described, e.g., in [44]. The Maple package gdev [52] produces such asymptotic estimates automatically. Upon loading the package and typing the command

\[
> \text{equivalent}(1-z-\sqrt{z^2-2*(2*d-1)*z+1})/(2*(d-1)*z),z,n);
\]

one obtains an output, which after some reformatting and simplification, is seen to be equivalent to Equation (3.6).

When \(d\) is considered constant, Equation (3.6) readily yields:

**Corollary 3.2.5** \(g_d(n) = \Theta\left(\frac{(2d-1+2\sqrt{d(d-1)})^n}{n^{3/2}}\right)\).

For example, there are \(\Theta((3+2\sqrt{2})^n/n^{3/2})\) \(\approx \Theta(5.828^n/n^{3/2})\) (resp., \(\Theta((5+2\sqrt{6})^n/n^{3/2})\) \(\approx \Theta(9.900^n/n^{3/2})\) structurally-different guillotine partitions with \(n\) lines (resp., planes) in the plane (resp., in 3-space).

### 3.3 Partitions by Rectangles

In this section we consider partitions of 3-dimensional boxes into smaller boxes such that the “walls” inducing the partition are rectangles. We call such partitions \textit{partitions-by-rectangles}. We explore some of the properties of these partitions and suggest a method for enumerating them.
In order to count the number of different partitions-by-rectangles we must define when two such partitions are equivalent. We use a definition similar to the definition of equivalent floorplans (see Section 2.2). Let \( b \) be a box in a partition-by-rectangles and let \( r \) be a rectangle induced by the partition such that \( r \) is parallel to the \( xy \) plane. We say that \( r \) and \( b \) have an \( xy\)-before rectangle-box relation if \( r \) supports \( b \) from below. In a similar way, we define \( xy\)-after, \( yz\)-before, \( yz\)-after, \( xz\)-before, and \( xz\)-after rectangle-box relations. Using these definitions, we define two partitions-by-rectangles as equivalent if they hold the same rectangle-box relations up to renaming. Furthermore, by slightly “sliding” \( r \) parallel to itself while extending or shrinking accordingly the boxes supported by \( r \), we maintain an equivalent partition-by-rectangles. Thus, we can assume, without loss of generality, that there are no two rectangles in a partition-by-rectangles that lie in the same plane.

### 3.3.1 Properties of partitions-by-rectangles

We prove most of the properties of partitions-by-rectangles by induction on the number of boxes in the partition, so let us begin by describing a box deletion operation (which is similar to the block-deletion operation for mosaic floorplans described in Section 2.3.1). Let \( P \) be a partition-by-rectangles into \( n \) boxes, and let \( b \) be a box touching one of the eight corners of the bounding box of \( P \). Suppose that one of the rectangles defining \( P \) is also a face of \( b \), and denote this rectangle by \( r \). If we ‘slide’ \( r \) parallel to itself towards the face of the bounding box, while extending every other box supported by \( r \), we maintain a valid partition-by-rectangles. If this process is continued until \( r \) coincides with a face of the bounding box, the result is a partition-by-rectangles into \( n - 1 \) boxes (since \( b \) was deleted). Next, we show that such a process is always possible. To this aim we need the following easy observation.
Observation 3.3.1  Every edge of every rectilinear polygon in a partition is contained in one of the other polygons defining the partition, or in a face of the bounding box.

Observation 3.3.2  Let $P$ be a partition-by-rectangles of a box $B$. Then, the box-deletion operation can be applied to any of the boxes at the corners of $B$.

Proof: The proof follows from Observation 3.3.1 and from a simple case analysis (see Figure 3.3).

Corollary 3.3.3  The number of rectangles defining a partition-by-rectangles into $n$ boxes is $n + 1$.

The box-deletion operation is clearly reversible. We call the inverse operation box insertion.
Corollary 3.3.4 A partition-by-rectangles can be constructed by a series of box insertions at a fixed corner of the bounding box.

Recall that a box partition might contain two boxes intersecting at a single point (see Figure 3.1(c)). Next, we prove a different characterization of partitions-by-rectangles.

Lemma 3.3.5 A box partition does not contain two boxes intersecting in a single point if and only if it is a partition-by-rectangles.

Proof: Proving that a partition-by-rectangles does not contain two boxes sharing only a vertex can be done easily by induction on \( n \) and using the box-insertion operation.

Conversely, let \( v \) be a concave vertex of a rectilinear polygon \( r \) which is one of the polygons defining a partition \( P \). Assume, without loss of generality, that \( v \) is as shown in Figure 3.4(a). Look at the boxes in \( P \) that are supported by \( r \) from below and contain \( v \) on their boundary. Exactly one of these boxes must have \( v \) as one of its vertices, as in Figure 3.4(b); having more than one would imply that there are two polygons contained in the same plane, as in Figure 3.4(c). Suppose, without loss of generality, that this box is the right one (refer to Figure 3.4(b)), and denote it by \( b_1 \). Now, look at the boxes in \( P \) that are supported by \( r \) from above and contain \( v \) on their boundary. Again, there are two such boxes and exactly one of them has \( v \) as a vertex; denote it by \( b_2 \). If \( b_2 \) is the right box of the two, then there are two polygons contained in the same plane (see Figure 3.4(d)), thus, \( b_2 \) must be the left box, and, therefore, \( b_1 \) and \( b_2 \) intersect at a single point (see Figure 3.4(e)). \( \square \)
3.3.2 Computing the number of partitions-by-rectangles

In this section we show a method of computing the number of distinct partitions-by-rectangles using a more precise characterization of such partitions. First, we observe that partitions-by-rectangles have a certain hierarchal structure.

**Definition 3.3.6** Given a partition-by-rectangles $P$, a set of boxes in $P$ whose union is a box is called a block.

**Definition 3.3.7** A partition $P$ is an extrusion if its boxes can be grouped into blocks such that the eight vertices of every block are on faces of the bounding box. That is, the blocks form an extrusion of a 2-dimensional rectangular partition. A partition is
an \( x \)-extrusion (resp., \( y \)- or \( z \)-extrusion) if all vertices of the blocks lie on two planes parallel to the \( yz \)-plane (resp., \( xz \)- or \( xy \)-plane).

See Figure 3.5 for an example of an extruded partition. It follows from the definition that an extruded partition is \( x \)-extrusion, \( y \)-extrusion, or \( z \)-extrusion (however, note that the `or' is not exclusive, e.g., a partition might be both \( x \)- and \( y \)-extrusion).

**Observation 3.3.8** Let \( P \) be an \( x \)-extrusion partition and let \( B_1, B_2, \ldots, B_k \) be blocks into which the boxes of \( P \) are grouped, such that \( k \) is as small as possible. Let \( F \) be a face of the bounding box which is parallel to the \( yz \) plane, and let \( b_1, b_2, \ldots, b_m \) be a set of boxes in \( P \), such that \( b_1, b_2, \ldots, b_m \) touch \( F \), and their projection on \( F \) is a rectangle (see Figure 3.6(a)). Then, there is a single block in \( \{B_1, B_2, \ldots, B_k\} \) that contains \( b_1, b_2, \ldots, b_m \).

**Proof:** Denote by \( r \) the rectangle that is the union of the projection of \( b_1, b_2, \ldots, b_m \) on \( F \). The projection of \( B_1, B_2, \ldots, B_k \) on \( F \) is a 2D partition into the rectangles
Figure 3.6: Illustrations for the proof of Observation 3.3.8
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\caption{Illustrations for the proof of Observation 3.3.8}
\end{figure}

$r_1, r_2, \ldots, r_k$. If $r$ is contained in one of those rectangles then the claim holds. If $r$ is the union of some of the rectangles (see Figure 3.6(b)), then $k$ is not minimal since the blocks that correspond to those rectangles can be grouped into a single block. Thus, there must be a rectangle $r_i$ (for $1 \leq i \leq k$) that intersects $r$ but does not contain $r$ nor is contained in $r$ (see Figure 3.6(c)). However, in this case it must be that two of the rectangles defining $P$ lie in the same plane. 

\begin{observation}
Let $P$ be a partition-by-rectangles and let $F$ be a face of the bounding box parallel to the $yz$-plane. Suppose that $r$ is one of the rectangles defining $P$ such that one of the edges of $r$ is on $F$ and the vertices of this edge are on edges of the bounding box (refer to Figure 3.7). Then, the boxes of $P$ can be grouped into blocks $B_1, B_2, \ldots, B_k$ forming a $z$-extrusion, such that $r$ is one of the rectangles defining the blocks $B_1, B_2, \ldots, B_k$.
\end{observation}

\textbf{Proof:} Let $a$ be the edge of $r$ on $F$ and let $b$ be the opposite edge. If $b$ is on the bounding box, then we are done. Otherwise, it follows from Observation 3.3.1 that $b$ is contained in another rectangle, denoted by $r_1$, whose height is the height of the
bounding box and is parallel to the $yz$-plane (see Figure 3.7(b)). We can now repeat the same arguments for each of the edges of $r_1$ that are orthogonal to the $xy$ plane: either such an edge is contained in the bounding box, or it is contained in a rectangle $r_j$ whose height is the height of the bounding box. Since the number of rectangles is finite, by repeating the same arguments for each such “new” rectangle we must end up with a set of rectangles that define a partition of $P$ into blocks, such that $P$ is a $z$-extrusion.

\[
\]

**Lemma 3.3.10** Let $P$ be a partition-by-rectangles into $n > 1$ boxes. Then, the boxes of $P$ can be grouped into $k \geq 2$ blocks that form an extruded partition.

**Proof:** By induction on $n$. For $n = 2$ the claim clearly holds. Let $P$ be a partition-by-rectangles into $n > 2$ boxes. Delete one box, denoted by $b_n$, from a corner of the bounding box, w.l.o.g., by sliding it along the $x$-axis. We obtain a partition-by-rectangles $P'$ into $n - 1$ boxes. Thus, by the induction hypothesis, the boxes of $P'$ can be grouped into $k$ blocks $B_1, B_2, \ldots, B_k$, $k \geq 2$, that form an extruded partition. Next, we consider the possible cases according to which type of extrusion $P'$ is.
Figure 3.8: First case in the proof of Lemma 3.3.10

$P'$ is an $x$-extrusion. Assume that $k$ is as small as possible. Let $b_{i_1}, b_{i_2}, \ldots, b_{i_t}$ be the boxes “pushed” away by inserting $b_n$ into $P'$. Denote by $F$ the face of the bounding box through which $b_n$ is inserted. Then, the union of the faces of $b_{i_1}, b_{i_2}, \ldots, b_{i_t}$ on $F$ forms a rectangle $r$. If $r$ covers the whole face of the bounding box, then $P$ is a $y$-extrusion (as well as a $z$-extrusion), $b_n$ being one block and the union of all the other boxes being the other block (see Figure 3.8). Otherwise, $P$ must be an $x$-extrusion: simply add $b_n$ to the one block (which is unique, according to Observation 3.3.8) containing $b_{i_1}, b_{i_2}, \ldots, b_{i_t}$ (see Figure 3.9).

$P'$ is a $z$-extrusion. In this case the intersection of the rectangles defining the blocks $B_1, B_2, \ldots, B_k$ with $F$ is a set of guillotine cuts of $F$, which partition $F$ into a set of rectangles $r_1, r_2, \ldots, r_m$ (see Figure 3.10(a)). If $r$ is contained in $r_1$, then $P$ is a $z$-extrusion (its boxes can be grouped into the blocks $B_1 \cup b_n, B_2, \ldots, B_k$, assuming that $B_1$ is the block corresponding to $r_1$). If $r$ is not contained in $r_1$, then its height must be the height of the bounding box, otherwise there will be two
rectangles defining $P$ that are contained in the same plane (see Figure 3.10(b)). Let $h$ be the left edge of $r$ (refer to Figure 3.10(c)) and let $a$ be the rectangle in the set of rectangles defining $P$ whose edge is $h$. According to Observation 3.3.9, the boxes of $P$ can be grouped into the blocks $B'_1, B'_2, \ldots, B'_m$ forming a $z$-extrusion, such that $a$ is one of the rectangles defining the blocks $B'_1, B'_2, \ldots, B'_m$. Thus, $P$ is also a $z$-extrusion by the blocks $b_n, B'_1, B'_2, \ldots, B'_m$.

$P'$ is a $y$-extrusion. This case is similar to the case in which $P'$ is a $z$-extrusion, and is thus omitted.

By using their hierarchical structure, we can compute the number of partitions-by-rectangles. We use the following notations:

- $P(n)$: The number of partitions by $n$ rectangles.

- $P_x(n)$: The number of partitions by $n$ rectangles that are $x$-extrusions ($P_y(n)$ and $P_z(n)$ have similar meanings).
Figure 3.10: Third case in the proof of Lemma 3.3.10

\[
\begin{align*}
\text{(a)} & \quad \text{(b)} & \quad \text{(c)}
\end{align*}
\]

- \( P_x(n) \): The number of partitions by \( n \) rectangles that are not \( x \)-extrusions (\( P_y(n) \) and \( P_z(n) \) have similar meanings).

- \( P_{xy}(n) \): The number of partitions by \( n \) rectangles that are both \( x \)-extrusions and \( y \)-extrusions (\( P_{xz}(n) \) and \( P_{yz}(n) \) have similar meanings).

- \( P_{xyz}(n) \): The number of partitions by \( n \) rectangles that are not both \( x \)-extrusions and \( y \)-extrusions (\( P_{xyz}(n) \) and \( P_{xyz}(n) \) have similar meanings).

Due to symmetry, \( P_x(n) = P_y(n) = P_z(n), P_{xy}(n) = P_{yz}(n) = P_{xy}(n) = P_{xy}(n) = P_{xy}(n) = P_{xy}(n) \), and \( P_{xyz}(n) = P_{xyz}(n) = P_{xyz}(n) \). Using the inclusion-exclusion principle we can write:

\[
\begin{align*}
P(n) &= P_x(n) + P_y(n) + P_z(n) - P_{xy}(n) - P_{xz}(n) - P_{yz}(n) \\
&= 3(P_x(n) - P_{xy}(n)) \\
P_x(n) &= \sum_{k=1}^{n} B(k) \cdot \frac{1}{\prod_{j=1}^{k+1} P_x(i_j)}
\end{align*}
\]
where $P_x(0) = 1$ and $B(n)$ denotes the $n$th Baxter number, which is also the number of mosaic floorplans [64]. Each mosaic floorplan by $k$ segments can be extruded into an $x$-extrusion with $k$ blocks, each of which can be further partitions by some of the $n - k$ remaining rectangles (provided that this partition is not an $x$-extrusion).

$$P_x(n) = P_y(n) - P_{xy}(n) + P_z(n) - P_{xz}(n) - P_{yz}(n)$$
$$= 2P_x(n) - 3P_{xy}(n), \quad \text{where } P_x(0) = 1$$

$$P_{xy}(n) = \sum_{k=1}^{n} \sum_{i_1 + i_2 + \ldots + i_{k+1} = n-k} \prod_{j=1}^{k+1} P_{xy}(i_j), \quad \text{where } P_{xy}(0) = 1$$

$$P_{xz}(n) = P_x(n) + P_y(n) - 2P_{xy}(n) + P_z(n) - P_{xz}(n) - P_{yz}(n)$$
$$= 3P_x(n) - 4P_{xy}(n), \quad \text{where } P_{xy}(0) = 1$$

The equations for $P_x(n)$ and $P_{xy}(n)$ are easy to justify. Considering the equation for $P_{xy}(n)$, notice that $k$ rectangles can form an $x$-extrusion that is also a $y$-extrusion in exactly one way ($k$ guillotine cuts that are parallel to the $xy$-plane). The $k + 1$ blocks formed by these $k$ rectangles can be further subdivided by the remaining $n - k$ rectangles, provided that they do not subdivide a block into an $x$-extrusion which is also a $y$-extrusion (to prevent double counting of the same partition). The first values of $P(n)$ appear in Table 3.2. Note that $P(n)$ can be computed in this way just for small values of $n$, since it involves computing all the possible partitions (of an integer) for every integer $1, 2, \ldots, n - 1$.

### 3.4 Conclusions and Open Problems

In this chapter we considered the number of partitions of a 3-dimensional box into smaller 3-dimensional boxes. For guillotine partitions we were able to give a tight
### Table 3.2: The number of partitions by \( n \) rectangles: guillotine and overall

<table>
<thead>
<tr>
<th>( n )</th>
<th>( g_3(n) )</th>
<th>( P(n) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>93</td>
<td>93</td>
</tr>
<tr>
<td>4</td>
<td>645</td>
<td>651</td>
</tr>
<tr>
<td>5</td>
<td>4,791</td>
<td>4,917</td>
</tr>
<tr>
<td>6</td>
<td>37,275</td>
<td>39,111</td>
</tr>
<tr>
<td>7</td>
<td>299,865</td>
<td>322,941</td>
</tr>
<tr>
<td>8</td>
<td>2,474,025</td>
<td>2,742,753</td>
</tr>
<tr>
<td>9</td>
<td>20,819,307</td>
<td>23,812,341</td>
</tr>
<tr>
<td>10</td>
<td>178,003,815</td>
<td>210,414,489</td>
</tr>
<tr>
<td>11</td>
<td>1,541,918,901</td>
<td>1,886,358,789</td>
</tr>
<tr>
<td>12</td>
<td>13,503,125,805</td>
<td>17,116,221,531</td>
</tr>
<tr>
<td>13</td>
<td>119,352,115,551</td>
<td>156,900,657,561</td>
</tr>
<tr>
<td>14</td>
<td>1,063,366,539,315</td>
<td>1,450,922,198,319</td>
</tr>
<tr>
<td>15</td>
<td>9,539,785,668,657</td>
<td>13,519,506,382,953</td>
</tr>
</tbody>
</table>

Asymptotic estimation of the number of partitions in any dimension using any number of hyperplanes. This provides context to an enumeration of all guillotine partitions, for example, for finding the one that optimizes a given measure.

An interesting related open problem arises when we also care about the relative order between guillotine cuts on opposite sides of their parent cut; for example, we distinguish between the partitions shown in Figures 3.11(a) and 3.11(b). This gives rise to new modeling and enumeration problems which have some bearing on floorplanning of integrated circuits.

Considering partitions-by-rectangles in three dimensions, we showed some properties of such partitions, most important of which characterizes partitions-by-rectangles as partitions that can be recursively obtained by extracting 2-dimensional partitions.
Figure 3.11: What is the number of guillotine partitions when these are considered different partitions?

_astir 3.11: ממה מספר חלוקות מוליכות ממושר חלוקות אהל שנונות ועם?

(mosaic floorplans). This characterization provides a way of computing the number of partitions-by-rectangles. It is an open problem to come up with simpler expressions for the number of such partitions.
Chapter 4

Enumerating Rectangulations

4.1 Introduction

Given a set $P$ of $n$ points within a rectangle $R$, a *rectangulation* (or *rectangular partition*) of $(R, P)$ is a subdivision of $R$ into rectangles by non-intersecting axis-parallel segments, such that every point in $P$ lies on a segment.

The problem of finding a rectangulation that minimizes the sum of lengths of the segments (known as RGP [26], or RPP [15]) has attracted some attention. First, it was introduced by Lingas et al. [36] as a special case of partitioning a rectilinear polygon containing rectilinear holes into rectangles. The motivation for this partitioning problem comes from the design of integrated circuits. This problem, as well as RGP, were shown to be NP-hard [36]. Later, several approximation algorithms for RGP were suggested (see, e.g., [21, 26, 27, 28, 35]), including a polynomial-time approximation scheme [17, 40]. RGP has also applications to stock (or die) cutting in the presence of material defects.
When the points in $P$ are in general position in the sense that no two points have the same $x$ or $y$ coordinate, i.e., the points are non-corectilinear, then the complexity class of the minimization problem (known as RGNLP [26], or NCRPP [15]) is still unknown. However, Calheiros et al. [15] have shown that an optimal solution must comprise exactly $n$ non-intersecting segments.

In this chapter we consider the number of such rectangulations, namely:

Given a set $P$ of $n$ non-corectilinear points in the plane within a rectangle $R$, how many different ways are there to divide $R$ into smaller rectangles by $n$ (non-intersecting) segments such that every point in $P$ lies on a segment?

See Figure 4.1 for examples of such rectangulations.

It is easy to see that the set of rectangulations of $(R, P)$ does not depend on $R$. Thus, we use the notation $\Xi(P)$ to denote the set of rectangulations of $P$. Moreover, we observe that $\Xi(P)$ depends only on the relative order of the points in $P$. We represent this order by a permutation $\pi$ on $[n]$ (reflecting the order of $y$-coordinates with respect to the $x$-coordinates when listing the points in $P$ from left to right), and
show that if $\pi$ is a separable permutation [14], then the number of rectangulations is the $(n + 1)$st Baxter number.

When the permutation of the points is arbitrary, we use a novel technique of Sharir and Welzl [55] to show an upper bound of $O(18^n/n^4)$ for the number of rectangulations. We also show that the number of guillotine rectangulations (see Definition 4.4.1) in this case is the $n$th Schröder number.

We also consider the relation between rectangulations and floorplans and show that given a set $P$ of $n$ points whose permutation is separable, and a mosaic floorplan $f$ with $n$ segments, $f$ can be drawn such that every point in $P$ is on exactly one segment of $f$. From this result we conclude a stronger version of a result of de Fraysseix, de Mendez and Pach [20] about the embedding of bipartite planar graphs as contact graphs of vertical and horizontal segments in the plane.

The rest of this chapter is organized as follows. In Section 4.2 we describe two methods to enumerate rectangulations. Next, we show the upper bound for the number of rectangulations. In Section 4.4 we discuss guillotine rectangulations. The heart of this chapter (Section 4.5) is an analysis of the exact number of rectangulations. We start by observing that this number depends only on the permutation of the points in $P$, then we show that for points arranged in an identity permutation the number of rectangulations is $B(n + 1)$. Next we define separable permutations and generalize this result for them. In Section 4.6 we discuss the relation between rectangulations and floorplans, and finally, we conclude in Section 4.7.
4.2 Computer-assisted Enumeration

In this section we present two methods of computing the number of rectangulations. The first generates all the rectangulations using two simple operators; the second method counts the number of rectangulations without actually generating them, and is thus more efficient.

4.2.1 Enumeration by generating all the rectangulations

Following we define two operators that enable us to explore the space of all the rectangulations of a given point set $P$ (within a rectangle $R$). Given a rectangulation $x$ we can obtain new rectangulations by applying each of the following operators on $x$.

**Definition 4.2.1 (Flip)** Let $p$ be a point in $P$ such that the segment $s$ containing $p$ does not contain any endpoints of other segments. The operator $\text{Flip}(x, p)$ changes the orientation of $s$ from vertical to horizontal or vice-versa.

**Definition 4.2.2 (Rotate)** Let $s_1$ be a segment that contains one or more endpoints of other segments, and let $t$ be such an endpoint which is extreme on $s_1$ (closest to one of its endpoints). Denote by $s_2$ the segment terminated at $t$. The operator $\text{Rotate}(x, t)$ extends $s_2$ beyond $t$ until it reaches another segment (or the boundary) and shortens $s_1$ to $t$.

See Figure 4.2 for examples of the Flip and Rotate operators.

Given a set of (noncorectilinear) points $P$, we denote by $G(P) = (V, E)$ the graph of rectangulations of $P$, where $V = \{x : x$ is a rectangulation of $P\}$ and $E = \{(x_1, x_2) : x_2$ is reachable from $x_1$ by a single Flip or Rotate operation$\}$. $G(P)$ is undirected since both operators are clearly reversible.
Lemma 4.2.3 Let $P$ be a set of non-corectilinear points in the plane and let $G(P)$ be the graph of rectangulations of $P$. Then $G(P)$ is connected.

Proof: Let $x_1$ and $x_2$ be two different rectangulations, and let $x_v$ be the rectangulation in which all the segments are vertical. The rectangulation $x_v$ can be reached from both $x_1$ and $x_2$ by a finite series of Rotate and Flip operations: Shorten every horizontal segment that contains endpoints of other segments by the Rotate operator, then turn it into a vertical segment by the Flip operator. Therefore there is a path between $x_1$ and $x_2$ (through $x_v$) in $G(P)$. \hfill $\square$

It is easy to see that $O(n^2)$ Flip or Rotate operations are enough to reach $x_v$ from any given rectangulation. Therefore, the diameter\footnote{The diameter of a graph is the longest distance between a pair of its vertices.} of $G(P)$ is $O(n^2)$. However, we did not find any examples for a pair of rectangulations whose distance is super-linear.

Problem 4.2.4 What is the maximum diameter of the graph of rectangulations of a set of $n$ points?

It follows from Lemma 4.2.3 that it is possible to generate and iterate over all the rectangulations of $P$ by traversing $G(P)$ by, say, a standard depth-first search. Every
vertex in \( G(P) \) has \( \Theta(n) \) neighbors, as every segment can be either flipped or rotated. Since handling every neighbor takes \( O(n) \) time, exploring all the rectangulations in such a way takes \( O(n^2|\Xi(P)|) \) time and \( O(n|\Xi(P)|) \) space. However, one can do better.

**Theorem 4.2.5** Given a set of \( n \) points \( P \), it is possible to traverse all the rectangulations of \( P \) in \( O(|\Xi(P)| \log(n)) \) time and \( O(n^3) \) space.

*Proof:* We use a method of Avis and Fukuda [10] known as Reverse Search. The key observation is that in order to visit all the vertices (rectangulations) of a graph, it is enough to traverse a spanning tree of the graph. This saves time (we do not explore all the edges) and space (there is no need to keep a record of the already-visited vertices).

Given a set of points \( P \), let \( x_h \) be the rectangulation of \( P \) in which all the segments are horizontal. For every rectangulation except \( x_h \) we designate one of its neighbors to be its “parent” in such a way that every rectangulation is a descendant of \( x_h \). The parent of a rectangulation \( x \neq x_h \) is defined as follows: Let \( s \) be the leftmost vertical segment in \( x \). If the operator \texttt{Flip} can be applied on \( s \), then the result of applying it is the parent of \( s \). Otherwise, we can apply the \texttt{Rotate} operator and shorten \( s \). If we can shorten \( s \) from below, then the rectangulation we get as a result is the parent of \( x \). Otherwise, the rectangulation we get by shortening \( s \) from above is the parent of \( x \). Clearly, every rectangulation (except \( x_h \)) has a parent, and every rectangulation is a descendant of \( x_h \).

In order to find the children of a certain rectangulation \( x \) we can keep a pointer to the leftmost vertical segment in \( x \), and a sorted list of flippable horizontal segments.
that are to the left of it (that is, segments that pass through points which are left of the vertical segment). The children of $x$ are obtained by either:

1. Flipping one of the horizontal segments. In this case the flipped segment becomes the leftmost vertical segment and the list of flippable horizontal segments is the list of flippable horizontal segments to the left of it that do not contain endpoints of the flipped segment.

2. Extending the leftmost vertical segment using a Rotate operation (downwards if it is possible, or upwards if it is possible and it is impossible to shorten it from below by a Rotate operation). In this case the leftmost vertical segment remains the same. Additionally, at most one segment is added to the list of flippable horizontal segments and at most one segment is removed from this list.

Updating the sorted list of segments can be performed in $O(\log n)$ using a (slightly modified) deterministic skip list [41]. Therefore, the time complexity of enumerating (by generating) all the rectangulations is $O(|\Xi(P)| \log n)$. The depth of the spanning tree is bounded by $O(n^2)$, since, when traversing from parent to child, the leftmost vertical segment is either extended or replaced by a vertical segment to the left of it. Thus, the space complexity is $O(n^3)$.

4.2.2 Fast enumeration of rectangulations

Let $x$ be a rectangulation of $P$, a set of $n$ points, and let $\ell$ be a horizontal line not containing any point from $P$. The intersection of $x$ and $\ell$ can be represented by a binary word of length $n + 2$, in which the $(i+1)$st bit (from left to right) is set if $\ell$ intersects a vertical segment that passes through the $i$th point (left-to-right)
in $P$. (For convenience, the first and last bits of the word are always set, in order to represent the intersection of the sweeping line with the bounding rectangle.) See Figure 4.3 for an example. If we sweep $\ell$ from bottom to top (skipping over the points of $P$) we get a sequence of $n + 1$ binary words of length $n + 2$ that represents the rectangulation $x$. For example, the rectangulation in Figure 4.3 is represented by the sequence $(10001001, 10001101, 10001101, 10101101, 10100101, 10100101, 10100101)$. This observation suggests a way of computing the number of rectangulations of $P$ as follows. Define the following directed acyclic graph $G = (V, E)$:

1. Set two distinct vertices $v_N$ and $v_S$, and $(n + 1)2^n$ vertices of the form $v_w^j$, for every $w \in \{0, 1\}^n1$ and $1 \leq j \leq n + 1$. For $1 \leq j \leq n$, a vertex of the form $v_w^j$ corresponds to an intersection of the sweeping line just below the $j$th point (from bottom to top), resulting in the sequence $w$. A vertex of the form $v_w^{n+1}$ corresponds to an intersection of the sweeping line just above the $n$th point (from bottom to top), resulting in the sequence $w$.

2. Set edges from $v_S$ to $v_w^1$ and from $v_w^{n+1}$ to $v_N$, for every $w \in \{0, 1\}^n1$.

3. Let $p_2, p_3, \ldots, p_{n+1}$ be the points of $P$, such that $p_{k+1}$ is the $k$th point from left
to right. Let $p_i$ be the $(i - 1)$st point from left to right, and the $j$th point from bottom to top. Denote by $w_k$ the $k$th bit of $w$. Then, the neighbors of $v^j_w$ are defined by the following rules:

(a) If $w_i = 1$, then $v^j_w$ has only one neighbor, $v^{j+1}_w$. This case corresponds to a vertical segment through $p_i$.

(b) Assume that $w_i = 0$. This case corresponds to a horizontal segment through $p_i$. The neighbors of $v^j_w$ are all the vertices $v^{j+1}_w$ that satisfy:

i. $w'_i = 0$ (since the segment through $p_i$ is horizontal); and

ii. there are integers $1 \leq l < i$ and $i < r \leq n + 2$ (representing the left and right endpoints of the horizontal segment through $p_i$) such that:

A. $w_l = w'_l = w_r = w'_r = 1$;

B. $w_s = w'_s$ for every $1 \leq s < l$ and $r < s \leq n + 2$;

C. $w'_s = 0$ for every $l < s < r$ such that $p_s$ is below $p_i$; and

D. $w'_s = 0$ for every $l < s < r$ such that $p_s$ is above $p_i$.

See Figure 4.4 for an example of the neighbors of a certain vertex according to this rule.

Consequently, the number of rectangulations is the number of paths in $G$ from $v_S$ to $v_N$. Next we show that counting the number of rectangulations in this way can be implemented in $O(n^{42^n})$ time and $O(n^{32^n})$ space.

**Lemma 4.2.6** Given a set of $n$ points $P$, let $G = (V, E)$ be the corresponding DAG of rectangulations. Then, $|E| = \Theta(n^{32^n})$.

**Proof:** Let $p_{j+1}$ be the $j$th point left-to-right and the $k$th point bottom-to-top, and let $e_k$ be the number of edges of the form $(v^k_w \rightarrow v^{k+1}_w)$. Then $e_k = 2^{n-1} + (j - 1)(n -
Figure 4.4: \(v^j_{1...101011...1}\) and its neighbors according to rule 3(b)
\(j)2^{n-3} + (j - 1)2^{n-2} + (n - j)2^{n-2} + 2^{n-1}\). The first summand stands for all the words \(w\) in which the \(j\)th bit is set (i.e., there is a vertical segment through \(p_{j+1}\)), from which there is only one out-edge. The second summand represents all the cases in which the endpoints of the horizontal segment through \(p_{j+1}\) are set by coordinates of other points from \(P\): one to the left of \(p_{j+1}\) and the other to the right of \(p_{j+1}\). There are \((j - 1)(n - j)\) options to choose such a pair and \(2^{n-3}\) options to set the other bits in \(w\) and \(w'\) (if a bit in \(w\) can be either 0 or 1, then the corresponding bit in \(w'\) has only one option, and vice versa). The rest of the summands are for the cases in which one or two of the endpoints of the horizontal segment through \(p_{j+1}\) are on the bounding rectangle. Therefore,

\[
|E| = 2 \cdot 2^n + \sum_{k=1}^{n} e_k = \Theta(n^32^n).
\]

\(\Box\)

Constructing \(G\) takes \(O(n^22^n + n|E|)\) time since computing the neighbors of every vertex \(v_\omega^j\) can be performed in \(O(n + d_{\text{out}}(v_\omega^j))\) time. Computing the number of paths from a source vertex to a sink vertex in a DAG takes \(O(|E|)\) time. Since every vertex is represented by an \(n\)-bit word,\(^2\) the time complexity of this enumeration algorithm is \(O(n^42^n)\). Considering the space complexity, note that the DAG is composed of \(n + 3\) “levels” and the edges are only between consecutive levels. Thus, it is enough to hold in memory only two consecutive levels and therefore the space complexity is \(O(n^32^n)\).

\(^2\)Likewise, a factor of \(\log n\) should be added in the analysis of the previous algorithm; however, we follow the common practice and omit this factor.
4.3 An Upper Bound on the Number of Rectangulations

In this section we show that the number of rectangulations of a set of \( n \) points is \( O(18^n/n^4) \). Our proof is based on the proof technique of Sharir and Welzl [55] for the currently best upper bound on the number of triangulations of a planar point set. Their method is an extension of work by Santos and Seidel [53] who showed the previously best upper bound on the number of such triangulations. Santos and Seidel’s method can be used to show an upper bound of \( O(20^n/n^4) \) on the number of rectangulations [3]. However, we do not see any straightforward relation between the number of rectangulations and the number of triangulations of a set of points.

**Theorem 4.3.1** Let \( f(n) \) be the maximum number of rectangulations of \( n \) noncorectilinear points by \( n \) segments. Then \( f(n) \leq 18^n/(n^4) \).

**Proof:** By induction on \( n \). For \( n = 0, 1, 2 \) the claim holds trivially: \( f(0) = 1 = 18^0/(4^0) \), \( f(1) = 2 < 3.6 = 18^1/(4^1) \), and \( f(2) = 6 < 21.6 = 18^2/(4^2) \). Let \( x \) be a rectangulation of a set of points \( P \) within a rectangle \( R \), such that \( |P| = n \geq 3 \) and \( \Xi(P) = f(n) \). A *T-junction* is an endpoint of a segment on another segment, or on \( R \)'s boundary. The degree of a point \( p \in P \) in \( x \), \( d(p,x) \), is the number of T-junctions on the segment that contains \( p \). We denote by \( n_i(x) \) the number of points with degree \( i \) in \( x \). Clearly, \( \sum_i n_i(x) = n \). Every segment is bounded by two T-junctions, thus every segment \( s \) contributes at most 4 to the total sum of degrees: 2 to the point it contains, and 1 to every point that is contained in a segment bounding \( s \) (if it is not a boundary segment). Thus, the total sum of degrees is \( 4n - b_x \), where \( b_x \) is the number of T-junctions on the boundary of \( R \) in \( x \).
**Observation 4.3.2** Let \( n_2(P) = \sum_{x \in \Xi(P)} n_2(x) \) be the total number of degree-2 points in all the rectangulations of \( P \). Then, \( n_2(P) = 2 \sum_{p \in P} |\Xi(P \setminus \{p\})| \).

**Proof:** Consider a specific point \( p \in P \). Every rectangulation \( x \) of \( P \setminus \{p\} \) can be extended to two rectangulations of \( P \) by splitting the rectangle of \( x \) in which \( p \) lies into two rectangles by either a vertical or a horizontal segment through \( p \). Moreover, these are exactly the rectangulations of \( P \) in which the degree of \( p \) is 2. \( \square \)

Next, we assign a charge to every point in every rectangulation \( x \) of \( P \): \( ch(p, x) := 5 - d(p, x) \). Let \( ch(x) = \sum_{p \in P} ch(p, x) \) be the charge of a rectangulation \( x \), and let \( ch(\Xi(P)) \) be the total charge over all the rectangulations of \( P \).

**Observation 4.3.3** \( ch(\Xi(P)) \geq (n + 4)|\Xi(P)| \).

**Proof:** Let \( x \) be a rectangulation of \( P \). Then \( ch(x) = \sum_i (5 - i)n_i(x) = 5\sum_i n_i(x) - \sum_i i \cdot n_i(x) \). Recall that \( \sum_i n_i(x) = n \) and that the total sum of degrees is \( \sum_i i \cdot n_i(x) = 4n - b_x \), where \( b_x \) is the number of T-junctions on \( R \) in \( x \). Thus, \( ch(x) = n + b_x \). One can easily see that any rectangulation of a set of at least three points has at least four T-junctions on \( R \). Hence, \( ch(x) \geq n + 4 \) and the claim follows. \( \square \)

Given a point \( p \) in a rectangulation \( x' \), let \( x \) be the rectangulation obtained from \( x' \) by continuously applying the \texttt{Rotate} operation on the segment through \( p \) until the degree of \( p \) becomes two. We say that \( (p, x) \) is the successor of \( (p, x') \) and that \( (p, x') \) is a predecessor of \( (p, x) \). If \( d(p, x') = 2 \), then \( (p, x') \) is the successor of itself. Note that every point in a rectangulation has exactly one successor, however, a pair \( (p, x) \) might have many predecessors. We proceed by distributing the charges, such that every pair of a point \( p \) in a rectangulation \( x' \) sends its charge to its successor. Let \( ch'(\cdot) \) be the charge of a point in a rectangulation after this step.
**Observation 4.3.4** Let \( p \) be a point in a rectangulation \( x \). Then, if \( d(p, x) = 2 \), then \( ch'(p, x) \leq 9 \). Otherwise, \( ch'(p, x) = 0 \).

**Proof:** If \( d(p, x) > 2 \), then \( (p, x) \) sends all of its charge, thus, \( ch'(p, x) = 0 \). Assume now that \( d(p, x) = 2 \) and let \( ch_i(p, x) \) be the total charge sent to \( (p, x) \) by predecessors \( (p, x') \) such that \( d(p, x') = i \). Then, \( ch_2(p, x) = 3 \), since the only predecessor \( (p, x') \) of \( (p, x) \), such that \( d(p, x') = 2 \) is \( (p, x) \) itself. Let \( s \) be the segment through \( p \) in \( x \).

Since the **Rotate** operation is reversible, every predecessor \( (p, x') \) of \( (p, x) \), such that \( d(p, x') = i \), can be reached by applying \( i - 2 \) **Rotate** operations on \( s \). Moreover, the predecessor is uniquely determined once we decide how many of the \( i - 2 \) **Rotate** operations are applied to each of the endpoints of \( s \). Therefore, \( (p, x) \) has at most \( i - 1 \) predecessors \( (p, x') \), such that \( d(p, x') = i \), and \( ch_i(p, x) \leq (5 - i)(i - 1) \). In particular, \( ch_3(p, x) \leq 4 \) and \( ch_4(p, x) \leq 3 \).

Note that if \( ch_4(p, x) = 3 \), then it is possible to extend \( s \) by using four **Rotate** operations, two on each of its endpoints. Thus, \( (p, x) \) has a predecessor \( (p, x') \), such that \( d(p, x') = 6 \) and \( ch_6(p, x) \leq -1 \). Hence, \( ch'(p, x) = \sum_i ch_i(p, x) \leq ch_2(p, x) + ch_3(p, x) + ch_4(p, x) + ch_6(p, x) \leq 9 \).

Combining Observations 4.3.2, 4.3.3, and 4.3.4 we have:

\[
(n+4)f(n) = (n+4)|\Xi(P)| \leq ch(\Xi(P)) \leq 9n_2(P) = 18 \sum_{p \in P} |\Xi(P \setminus \{p\})| \leq 18n \cdot f(n-1).
\]

By the induction hypothesis, \( f(n - 1) \leq 18^{n-1} \binom{n+3}{4} \), and the claim follows. □

### 4.4 Guillotine Rectangulations

In this section we consider a special class of rectangulations: guillotine rectangulations.
Definition 4.4.1 (Guillotine rectangulation) In a guillotine rectangulation the segments can be ordered so that when the partition is executed according to that order, the current segment always partitions a rectangle into two rectangles.

For example, the rectangulation in Figure 4.1(b) is guillotine, whereas the rectangulation in Figure 4.1(c) is not. In this section we consider the number of guillotine rectangulations. It is easy to see that this number depends only on the number of points in $P$. Let $\Gamma(n)$ be the number of guillotine rectangulations when $|P| = n$. Clearly, $\Gamma(n)/2$ guillotine rectangulations contain a vertical segment cutting the bounding rectangle into two rectangles, while the remaining $\Gamma(n)/2$ rectangulations contain a horizontal segment cutting the bounding rectangle into two. Considering only the first set and denoting by $k$ the first point left to right, through which passes a vertical segment cutting the bounding rectangle into two, we derive the following recursive formula for $\Gamma(n)$:

$$
\Gamma(n)/2 = \Gamma(n-1) + \sum_{k=2}^{n} \left( \frac{1}{2} \Gamma(k-1) \right) \Gamma(n-k),
$$

where $\Gamma(0) = 1$. The formula holds since for $k = 1$ there are $\Gamma(n-1)$ guillotine rectangulations, while for $k > 1$ the segment through the $k$th point splits the bounding rectangle into two rectangles: the right one has $\Gamma(n-k)$ guillotine rectangulations, while the left one has $\Gamma(k-1)/2$ guillotine rectangulation as it must be cut into two by a horizontal segment.

This formula is equivalent to a recursive formula of the $n$th (large\textsuperscript{3}) Schröder number:

$$
\sigma_n = \sigma_{n-1} + \sum_{k=0}^{n-1} \sigma_k \sigma_{n-1-k}, \quad \sigma_0 = 1.
$$

\textsuperscript{3}The $n$th small Schröder number counts the number of possible bracketing on a word of $n$ letters. For $n > 1$ it is exactly half of the $n$th large Schröder number.
Thus, we have:

**Theorem 4.4.2** Given a rectangle $R$ which encloses a set $P$ of $n$ noncorectilinear points, the number of guillotine rectangulations of $(R, P)$ is the $n$th Schröder number.

### 4.5 The Exact Number of Rectangulations

In this section we investigate $|\Xi(P)|$—the exact number of rectangulations (guillotine and non-guillotine) of a set $P$ of $n$ noncorectilinear points within a rectangle $R$. We start by observing that $|\Xi(P)|$ depends only on the permutation of the points in $P$. Next, we show that for identity permutations the number of rectangulations equals the $(n+1)$st Baxter number. Finally, we generalize this result for the class of *separable* permutations.

#### 4.5.1 Rectangulations and permutations

**Definition 4.5.1** Given a set $P$ of noncorectilinear points, we refer to the relative order of the points in $P$ as the permutation of $P$ and denote it by $\pi(P)$.

Representing the relative order of the points by a permutation $\pi = (\sigma_1\sigma_2\ldots\sigma_n)$ is feasible since the points are noncorectilinear. By $\sigma_i = j$ we mean that the $i$th point along the $x$-axis is the $j$th point along the $y$-axis. It is easy to see that given two sets of points, $P_1$ and $P_2$, such that $\pi(P_1) = \pi(P_2)$, we always have $\Xi(P_1) = \Xi(P_2)$. In other words, the number of rectangulations does not depend on the actual point coordinates, it depends only on the permutation of points. Therefore, we will also use the notation $\Xi(\pi)$. However, computational enumerations we have performed showed
that when $\pi(P_1) \neq \pi(P_2)$ it is possible to have $|\Xi(\pi(P_1))| \neq |\Xi(\pi(P_2))|$. For example, $|\Xi(1234)| = 92$, whereas $|\Xi(3142)| = 93$.

4.5.2 The number of rectangulations of identity permutations

**Lemma 4.5.2** Let $I_n$ be the identity permutation on $[n]$. Then $|\Xi(I_n)| = B(n+1)$.

**Proof:** Given a rectangulation $x$ we denote by $\text{bottom}(x)$ (resp., $\text{top}(x)$) the set of vertical segments touching the bottom (resp., top) edge of the bounding rectangle $R$. Similarly, $\text{left}(x)$ (resp., $\text{right}(x)$) denotes the set of horizontal segments touching the left (resp., right) edge of $R$. Let $T_n(i,j)$ be the number of different rectangulations $x$ of $n$ points with the identity permutation, such that $|\text{top}(x)| = i$ and $|\text{right}(x)| = j$. Then we can write the following recurrence relation for $n > 0$:

$$T(n+1, i+1, j+1) = \sum_{k=1}^{\infty} (T(n, i, j+k) + T(n, i+k, j)),$$

where $T_0(0, 0) = 1$ and $T_n(i, j) = 0$ for $n < 0$. To understand why this relation holds, note that we can create a rectangulation $x$ of $n+1$ points such that $|\text{top}(x)| = i+1$ and $|\text{right}(x)| = j+1$ from a rectangulation $x'$ of $n$ points, such that $|\text{top}(x')| = i$ and $|\text{right}(x')| = j+k$ (for $k \geq 1$), by:

1. Adding an additional point $p$ to the right and above all the points of $x'$;

2. Setting a vertical segment $s$ through $p$; and

3. Extending $s$ downwards using Rotate operations until $k - 1$ segments are removed from right($x$).
Figure 4.5: From $T_n(i, j+k)$ to $T_{n+1}(i+1, j+1)$

Figure 4.5 shows these steps. We can create in a similar way a rectangulation $x$ of $n+1$ points, for which $|\text{top}(x)| = i + 1$ and $|\text{right}(x)| = j + 1$, from a rectangulation $x'$ of $n$ points, such that $|\text{top}(x')| = i + k$ (for $k \geq 1$) and $|\text{right}(x')| = j$, by passing a horizontal segment through a new point $p$. Clearly, every rectangulation $x$ of $n+1$ points can be created from a rectangulation $x'$ of $n$ points as described above, and there are no two different rectangulations $x_1', x_2'$ of $n$ points that lead to the same rectangulation of $n+1$ points. Therefore,

$$|\Xi(I_n)| = \sum_{i,j \geq 0} T_n(i, j), \quad (4.2)$$

which is exactly $B(n+1)$ by [19].

4.5.3 Separable permutations and their number of rectangulations

In this section we show that $|\Xi(\pi)| = B(n+1)$ if $\pi$ is a separable permutation. Recall that separable permutations were introduced in Section 2.2.2.
Let $x$ be a rectangulation. The interface of $x$, denoted by $F(x)$, is an ordered quadruple $(l, t, r, b)$, such that $l = \left| \text{left}(x) \right|$, $t = \left| \text{top}(x) \right|$, $r = \left| \text{right}(x) \right|$, and $b = \left| \text{bottom}(x) \right|$. We denote by $\Xi(\pi, F)$ the set of rectangulations with permutation $\pi$ and interface $F$.

**Lemma 4.5.3** For every $n, l, t, r, b$, $|\Xi(I_n, (l, t, r, b))| = |\Xi(I_n, (l, b, r, t))|$.

**Proof:** Let $x$ be a rectangulation of a point set $P$ that lies within a rectangle $R$. We denote by $H(x)$ (resp., $V(x)$) the set of segments in $x$ touching both vertical (resp., horizontal) edges of $R$. Clearly, $H(x) \neq \emptyset$ implies $V(x) = \emptyset$ and $V(x) \neq \emptyset$ implies $H(x) = \emptyset$.

Given a rectangulation $x$, we call a pair of segments $s_1 \in \text{top}(x)$ and $s_2 \in \text{bottom}(x)$, such that $s_1$ is to the left of $s_2$, $\sharp$-segments. If, in addition, there is no other segment $s \in \text{top}(x) \cup \text{bottom}(x)$ between $s_1$ and $s_2$, we say that $s_1$ and $s_2$ are adjacent $\sharp$-segments. The next observation will be useful in the sequel.

**Proposition 4.5.4** Given a rectangulation $x$ of $(R, P)$, such that $\pi(P) = I_n$ and $H(x) = V(x) = \emptyset$:

1. There is a pair of $\sharp$-segments in $x$; or
2. There are segments $s_1 \in \text{left}(x)$ and $s_2 \in \text{right}(x)$ such that $s_1$ is above $s_2$.

**Proof:** $H(x) = \emptyset$ implies that $\text{top}(x) \neq \emptyset$ and $\text{bottom}(x) \neq \emptyset$. Suppose that there is no pair of $\sharp$-segments in $x$. That is, all the segments in $\text{top}(x)$ are to the right of all the segments in $\text{bottom}(x)$. Let $a$ be the rightmost segment in $\text{bottom}(x)$, and let $b$ be the leftmost segment in $\text{top}(x)$. Let $c$ and $d$ be the horizontal segments terminating $a$ and $b$, respectively (there must be such segments since $V(x) = \emptyset$). Suppose further
that the height of \(c\) is at least the height of \(d\) (see Figure 4.6(a)). Then, as we now show, there must be a horizontal segment in \(\text{left}(x)\) whose height is at least the height of \(c\). We traverse \(c\) to the left. If we reach the left edge of \(R\), then \(c\) is the sought segment. Otherwise, we reach a vertical segment \(e\) that terminates \(c\). It must be that \(e \not\in \text{top}(x)\), since all the segments in \(\text{top}(x)\) are to the right of \(a\). Therefore, there is a horizontal segment \(f\) that terminates \(e\) from above. We proceed this way leftward and upward until we reach the left edge of \(R\). Thus, there is a segment \(s_1 \in \text{left}(x)\) which is not lower than \(c\). Using the same arguments one can show that there exists a segment \(s_2 \in \text{right}(x)\) which is not higher than \(d\). Thus, \(s_1\) and \(s_2\) are the segments we seek.

The other case in which \(c\) is lower than \(d\), (see Figure 4.6(b)) is handled in a similar manner. The claim follows. \(\square\)

**Proposition 4.5.5** Let \(X\) be the set of all the rectangulations of \((R, P)\) when \(\pi(P) = \mathcal{I}_n\). Then there is a mapping \(\psi : X \to X\) such that for every rectangulation \(x \in X\):

1. \(|\mathcal{H}(x)| = |\mathcal{H}(\psi(x))|\) and \(|\mathcal{V}(x)| = |\mathcal{V}(\psi(x))|\); and

2. if \(\mathcal{F}(x) = (l, t, r, b)\) then \(\mathcal{F}(\psi(x)) = (l, b, r, t)\).
According to these properties, $\psi(x)$ has the same number of segments crossing from left to right and from bottom to top as $x$, and the same interface as $x$ except the numbers of top-touching and bottom-touching segments which are interchanged. Note that these properties are not trivial and do not follow from simple symmetry arguments.

Proof: We will build such a mapping by induction on $n$. When $n = 1$ there are only two possible rectangulations, each one corresponding to itself. Assume that such a mapping $\psi$ exists for all the rectangulations of $n' < n$ points. Let $x$ be a rectangulation of $n$ points arranged in the identity permutation, such that $\mathcal{F}(x) = (l, t, r, b)$. There are three cases:

1. $\mathcal{V} \neq \emptyset$;
2. $\mathcal{H} \neq \emptyset$; or
3. $\mathcal{V} = \mathcal{H} = \emptyset$.

We now describe $\psi(x)$ in each of these cases.

1. $\mathcal{V}(x) \neq \emptyset$. Let $s$ be the leftmost segment in $\mathcal{V}(x)$. We find the corresponding rectangulations for the points to the left and to the right of $s$, and concatenate them to create $y = \psi(x)$ (see Figure 4.7). Clearly, $\mathcal{F}(y) = (l, b, r, t)$, $|\mathcal{H}(y)| = |\mathcal{H}(x)|$, and $|\mathcal{V}(y)| = |\mathcal{V}(x)|$.

2. $\mathcal{H}(x) \neq \emptyset$. Let $s$ be the lowest segment in $\mathcal{H}(x)$. Let $x'$ be the rectangulation we get when we reflect $x$ with respect to the primary diagonal (along the points). The points of $x'$ are arranged in the identity permutation, $\mathcal{V}(x') \neq \emptyset$ and $\mathcal{F}(x') = (b, r, t, l)$, thus $x'$ qualifies for the previous case. Let $y$ be the rectangulation
we get when reflecting $\psi(x')$ with respect to the secondary diagonal. Clearly, $\mathcal{F}(y) = (l, b, r, t)$, $|\mathcal{H}(y)| = |\mathcal{H}(x)|$, and $|\mathcal{V}(y)| = |\mathcal{V}(x)|$. See Figure 4.8 for an illustration of these steps.

3. $\mathcal{H}(x) = \mathcal{V}(x) = \emptyset$. In this case there are two subcases:

(a) There is a pair of $\sharp$-segments in $x$; or

(b) There is no such pair of segments.

Proposition 4.5.4 guarantees that in the second subcase there are segments $s_1 \in \text{left}(x)$ and $s_2 \in \text{right}(x)$, such that $s_1$ is higher than $s_2$. By following the same series of steps described above (see Figure 4.8), we can reduce this subcase to the first subcase.

Let us, then, consider the first subcase of the current case. Let $(a, b)$ be the leftmost pair of adjacent $\sharp$-segments. Let $x(-a)$ be the rectangulation induced by the points to the left of $a$, and let $x(a-b)$ and $x(b-)$ be the rectangulations induced by the points between $a$ and $b$, and the points to the right of $b$, respectively. We construct $\psi(x)$ by concatenating $\psi(x(-a))$, $x(a-b)$, and $\psi(x(b-))$. However, since $a$ and $b$ do not cut $R$ we need to “combine” $\text{right}(\psi(x(-a)))$.
with \( \text{bottom}(x(a-b)) \cup \{a, b\} \), and \( \text{top}(x(a-b)) \cup \{a, b\} \) with \( \text{left}(\psi(x(b-))) \) in order to create a valid rectangulation. Here are the details of this combination:

Suppose the \( i \)th (bottom to top) segment in \( \text{right}(x(-a)) \) is terminated by the \( j \)th (left to right) segment in \( \text{bottom}(x(a-b)) \cup \{a, b\} \). We stretch the \( i \)th segment in \( \text{right}(\psi(x(-a))) \) until the \( j \)th segment in \( \text{bottom}(x(a-b)) \cup \{a, b\} \), and vice versa. We do the same in order to combine \( \text{top}(x(a-b)) \cup \{a, b\} \) with \( \text{left}(\psi(x(b-))) \). The result is a rectangulation \( y \) such that \( \mathcal{F}(y) = (l, b, r, t) \) and \( \mathcal{V}(y) = \mathcal{H}(y) = \emptyset \). Figure 4.9 shows an example of the steps in this case.

It is not hard to prove the next property of \( \psi \) (e.g., by induction on the number of points).

**Observation 4.5.6** \( \psi \) preserves pairs of adjacent \( z \)-segments (although their dimensions might change) and does not introduce such new pairs.
Figure 4.9: $\psi(x)$ when $x$ contains $\zeta$-segments

**Proposition 4.5.7** $\psi$ is one-to-one.

*Proof:* We show the claim by induction on $n$. For $n = 1$, $\psi$ is one-to-one. Let us assume that $\psi$ is one-to-one for every $n' < n$. Let $x_1$ and $x_2$ be two different rectangulations of $n$ points, and let $y_1 = \psi(x_1)$ and $y_2 = \psi(x_2)$. We consider the different cases as in the definition of $\psi$.

1. $\mathcal{V}(x_1) \neq \emptyset$. If $\mathcal{V}(x_2) = \emptyset$ then clearly $y_1 \neq y_2$ since by Proposition 4.5.5 we have $\mathcal{V}(y_1) \neq \emptyset$ and $\mathcal{V}(y_2) = \emptyset$. Otherwise, if $\mathcal{V}(x_2) \neq \emptyset$, then if the leftmost vertical segment in $\mathcal{V}(x_2)$ is different from the leftmost vertical segment in $\mathcal{V}(x_1)$, then $y_1 \neq y_2$ since applying $\psi$ on a rectangulation $x$ does not change the leftmost vertical segment in $\mathcal{V}(x)$. If the same segment is the leftmost segment both in $\mathcal{V}(x_1)$ and $\mathcal{V}(x_2)$, then we can conclude by the induction hypothesis.

2. $\mathcal{H}(x_1) \neq \emptyset$. This case is similar to the previous case, and is thus omitted.
3. \(H(x_1) = V(x_1) = \emptyset\). As in the definition of \(\psi\), in this case we consider two subcases:

(a) There is a pair of \(\ddash\)-segments in \(x\); or

(b) There is no such pair of segments.

According to Observation 4.5.6, if \(x_1\) contains \(\ddash\)-segments and \(x_2\) does not, then \(y_1 \neq y_2\). Assume that \((a_1, b_1)\) and \((a_2, b_2)\) are the leftmost pairs of adjacent \(\ddash\)-segments in \(x_1\) and \(x_2\), respectively, and let \(p_1, q_1, p_2, q_2\) be the points through which \(a_1, b_1, a_2, b_2\) pass, respectively. If \(p_1 \neq p_2\) or \(q_1 \neq q_2\), then by Observation 4.5.6 \(y_1 \neq y_2\). Otherwise, one of the induced rectangulations in \(x_1\) must be different from its corresponding induced rectangulation in \(x_2\), or \(x_1\) and \(x_2\) are different in the way the induced rectangulations are “combined.” In the first case, it follows from the induction hypothesis and the definition of \(\psi\) that \(y_1 \neq y_2\). In the second case, after applying \(\psi\) on the induced rectangulations of \(x_1\) and \(x_2\), they are “combined” in a similar way as in \(x_1\) and \(x_2\), therefore again we have \(y_1 \neq y_2\).

The second subcase is handled in a similar manner, and is thus omitted.

\[\square\]

We are now able to conclude that \(|\Xi(\mathcal{I}_n, (l, t, r, b))| = |\Xi(\mathcal{I}_n, (l, b, r, t))|\), for every \(n, l, t, r, b\).

\[\square\]

**Corollary 4.5.8** Let \(\overline{\mathcal{I}}_n\) be the reverse identity permutation on \([n]\) \(\{n, n - 1, \ldots, 1\}\), then for every \(n, l, t, r, b\) \(|\Xi(\mathcal{I}_n, (l, t, r, b))| = |\Xi(\overline{\mathcal{I}}_n, (l, t, r, b))|\).
Proof: Let $x$ be a rectangulation of $n$ points in the identity permutation, such that $\mathcal{F}(x) = (l,t,r,b)$. When $x$ is reflected with respect to the $x$-axis we get a rectangulation $x'$ of $n$ points in the reverse identity permutation, such that $\mathcal{F}(x') = (l,b,r,t)$. The corollary follows directly from this fact and from Lemma 4.5.3. \qed

Lemma 4.5.9 Let $\pi$ be a separable permutation of $n$ points. Then for every interface $\mathcal{F}$, $|\Xi(\pi, \mathcal{F})| = |\Xi(I_n, \mathcal{F})|$.

Proof: By induction on $n$. For $n = 1$ a permutation of one point is both the identity permutation and a separable permutation. Assume the claim is true for every separable permutation of $n' < n$ points, and let $\pi$ be a separable permutation of $n$ points. $\pi$ may be a concatenation-above or a concatenation-below of two separable permutations. Suppose that $\pi$ is the result of concatenating a separable permutation $\pi_2 \in S_{n-k}$ above another separable permutation $\pi_1 \in S_k$. Then all the rectangulations of $\pi$ can be created by considering every pair of a rectangulation of $\pi_1$ and a rectangulation of $\pi_2$, and by combining every such pair in all the possible combinations (see Figure 4.10). Note that given $x_1$ and $x_2$, rectangulations of $\pi_1$ and $\pi_2$, respectively, the number of rectangulations of $\pi$ that are created by combining $x_1$ and $x_2$ in all the possible combinations depends only on $\mathcal{F}(x_1)$ and $\mathcal{F}(x_2)$. Moreover, the interface of every such combined rectangulation also depends only on $\mathcal{F}(x_1)$ and $\mathcal{F}(x_2)$ and the way they were combined.

According to the induction hypothesis, for every pair of interfaces $\mathcal{F}_1$ and $\mathcal{F}_2$ we have $|\Xi(\pi_1, \mathcal{F}_1)| = |\Xi(I_k, \mathcal{F}_1)|$ and $|\Xi(\pi_2, \mathcal{F}_2)| = |\Xi(I_{n-k}, \mathcal{F}_2)|$. All the rectangulations of $I_n$ can be created by combining all the pairs of a rectangulation of $I_k$ and a rectangulation of $I_{n-k}$ in all possible combinations. Again, the number of combinations and the interface of every such combined rectangulation depends only on
Figure 4.10: Rectangulations of a separable permutation

The interfaces of the rectangulations of $\mathcal{I}_k$ and $\mathcal{I}_{n-k}$, and on the way they were combined. Thus, for every concatenation-above separable permutation $\pi$ and interface $\mathcal{F}$, $|\Xi(\pi, \mathcal{F})| = |\Xi(\mathcal{I}_n, \mathcal{F})|$. 

Suppose now that $\pi$ is the result of concatenating a separable permutation $\pi_2 \in S_{n-k}$ below another separable permutation $\pi_1 \in S_k$. It follows from Corollary 4.5.8 that for every pair of interfaces $\mathcal{F}_1$ and $\mathcal{F}_2$, $|\Xi(\mathcal{I}_k, \mathcal{F}_1)| = |\Xi(\mathcal{I}_k, \mathcal{F}_2)|$ and $|\Xi(\mathcal{I}_{n-k}, \mathcal{F}_2)| = |\Xi(\mathcal{I}_{n-k}, \mathcal{F}_2)|$. Using the induction hypothesis we conclude that for every pair of two interfaces $\mathcal{F}_1$ and $\mathcal{F}_2$, $|\Xi(\pi_1, \mathcal{F}_1)| = |\Xi(\mathcal{I}_k, \mathcal{F}_1)|$ and $|\Xi(\pi_2, \mathcal{F}_2)| = |\Xi(\mathcal{I}_{n-k}, \mathcal{F}_2)|$. Then, according to the combination arguments given above and by using Corollary 4.5.8, for every concatenation-below separable permutation $\pi$ and interface $\mathcal{F}$, $|\Xi(\pi, \mathcal{F})| = |\Xi(\mathcal{I}_n, \mathcal{F})| = |\Xi(\mathcal{I}_n, \mathcal{F})|$. 

In conclusion, the claim holds for all separable permutations. $\square$.
Theorem 4.5.10  Given a rectangle $R$ which encloses a set $P$ of $n$ noncorectilinear points, such that $\pi(P)$ is a separable permutation on $[n]$, $|\Xi(R, P)| = B(n + 1)$.

Proof: The claim follows from Lemmata 4.5.2 and 4.5.9.  

4.6 Rectangulations and Floorplans

Recall that “point-free” rectangulations, that is, a subdivisions of a rectangle into smaller rectangles by $n$ non-intersecting axis-parallel segments are equivalent to mosaic floorplans whose number is known to be $B(n + 1)$ (see Chapter 2). In this section we prove that given a set of points $P$ in a separable permutation and a mosaic floorplan $f$ by $n$ segments, there is a unique way of “combining” $P$ and $f$ into a rectangulation.

Theorem 4.6.1  Given a mosaic floorplan $f$ with $n$ segments and a set $P$ of $n$ points arranged in a separable permutation $\pi$, there is a unique rectangulation of $P$, $x$, such that $x \setminus P$ is equivalent to $f$.

Proof: We will show that it is possible to create a rectangulation of a set of points whose permutation is $\pi$ and its underlying mosaic floorplan is $f$. It then follows that an equivalent rectangulation can be created for $P$. Since by Theorem 4.5.10 the number of rectangulations of a set of $n$ points in a separable permutation is $B(n + 1)$ and this is also the number of mosaic floorplans with $n$ segments [64], it follows that the combination is unique.

We now prove by induction on $n$ that for every mosaic floorplan $f$ by $n$ segments and a separable permutation $\pi \in S_n$ it is possible to create a rectangulation $x$ of a set of $n$ points whose permutation is $\pi$ such that the underlying floorplan of $x$ is $f$. 
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Examining the bottom-left rectangle in $f$ note that its top-right corner is either of the form $\updownarrow$ or $T$. In the first case by ‘sliding’ the horizontal segment creating the ‘$\updownarrow$’-junction downwards (resp., upwards) while ‘stretching’ (resp., ‘shrinking’) the vertical segments attached to it (if such exist) we create a floorplan which is equivalent to $f$. In the second case one can slide the vertical segment of the ‘$T$’-junction leftwards or rightwards. Note that if a segment is shifted until it hits the boundary then we obtain a mosaic floorplan of $n - 1$ segments.

Now suppose $\pi$ can be formed by concatenating the permutation $\pi_2 \in S_{n-k}$ above the permutation $\pi_1 \in S_k$. We create two sets of the segments of $f$ in the following manner. We start by shrinking the bottom-left rectangle in $f$ by sliding one of its edges as described above. We stop sliding this edge when it is in a small distance $\epsilon > 0$ from the boundary (see Figures 4.11(a) and 4.11(b)), but we notice that if this edge vanishes in the boundary then it is possible to slide another segment in a similar manner.

We continue by sliding this segment until it is within a distance of $2\epsilon$ from the boundary. Likewise, we slide each of the next $k - 2$ segments: the $i$th segment is shifted either leftwards or downwards until it is within $i\epsilon$ distance from the boundary.
This ensures we maintain a valid floorplan equivalent to $f$.

In a similar way we can ‘group’ the other $n - k$ segments near the top-right corner of $f$. See Figure 6 for illustrations of this process. Now divide $f$ into four parts by drawing a vertical and a horizontal line through its center. Every segment in the top-left and the bottom-right parts is partly contained in either the bottom-left or the top-right parts as well. Additionally, the bottom-left part is actually a floorplan with $k$ segments whereas the top-right part is a floorplan with $n - k$ segments. By induction it is possible to embed a set of $k$ points whose permutation is $\pi_1$ into the first floorplan, and a set of $n - k$ points whose permutation is $\pi_2$ into the second floorplan. Therefore it is possible to embed a set of $n$ points whose permutation is $\pi$ into $f$.

The case in which $\pi$ is concatenation-below permutation is handled in a similar manner (this time the segments are grouped at the top-left and bottom-right corners).

$\Box$

4.7 Conclusions

We showed that the number of rectangulations (by $n$ segments) of a set $P$ of $n$ noncorectilinear points depends only on the permutation in which the points are arranged. For any arrangement, the number of guillotine rectangulations is always the $n$th Schröder number and the total number of rectangulation is $O(18^n/n^4)$.

For point sets in a separable permutation we proved that the number of rectangulations is the $(n + 1)$st Baxter number. Moreover, for every mosaic floorplan $f$ with $n$ segments there is a unique way to embed a set of $n$ points, arranged in a separable permutation, in $f$. This strengthens a result of de Fraysseix et al. [20]: they showed
that every bipartite planar graph can be represented as the contact graph\(^4\) of a set of non-intersecting vertical and horizontal segments in the plane. It follows from our results that given a set \(P\) of \(n\) non-corectilinear points in the plane, arranged in a separable permutation, and a planar bipartite graph \(G = (V;E)\) such that \(|V| = n\), it is possible to represent \(G\) as a contact graph of a set \(S\) of \(n\) vertical and horizontal segments such that every segment in \(S\) contains a single point from \(P\).

Counting the number of rectangulations for non-separable permutations is still an open question. Our computations have led us to the following conjecture:

**Conjecture 4.7.1** Given a set \(P\) of \(n\) non-corectilinear points, such that \(\pi(P)\) is a non-separable permutation on \([n]\), \(|\Xi(P)| > B(n + 1)\). Moreover, there is at least one way of embedding \(P\) in any mosaic floorplan containing \(n\) segments.

For example, when \(n = 4\) there are two non-separable permutations (3142 and 2413), and for each of them (not surprisingly, since one is the reverse of the other) the number of rectangulations is 93 (as opposed to \(B(5) = 92\) for separable permutations). For \(n = 5\) the number of rectangulations varies from 424 to 428 (as opposed to

\(^4\)In a contact graph there is an edge between every two touching elements.

---

Table 4.1: Empirical results of the number of rectangulations for non-separable permutations

<table>
<thead>
<tr>
<th>(n)</th>
<th>(B(n + 1))</th>
<th>Minimum number of rectangulations</th>
<th>Maximum number of rectangulations</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>92</td>
<td>93</td>
<td>93</td>
</tr>
<tr>
<td>5</td>
<td>422</td>
<td>424</td>
<td>428</td>
</tr>
<tr>
<td>6</td>
<td>2,074</td>
<td>2,080</td>
<td>2,122</td>
</tr>
<tr>
<td>7</td>
<td>10,754</td>
<td>10,776</td>
<td>11,092</td>
</tr>
<tr>
<td>8</td>
<td>58,202</td>
<td>58,290</td>
<td>60,524</td>
</tr>
<tr>
<td>9</td>
<td>326,240</td>
<td>326,608</td>
<td>342,938</td>
</tr>
</tbody>
</table>
(a) A set of points $P$ in a non-separable permutation $\pi = 263154$

(b) A mosaic floorplan $f$

(c) A possible embedding of $P$ into $f$

(d) A different embedding of $P$ into $f$

Figure 4.12: Two possible embeddings for a non-separable permutation

$B(6) = 422$ for separable permutations), but some values appear and some do not. Our empirical results are listed in Table 4.1.

Perhaps the extra number of rectangulations for non-separable permutations can be computed by counting the number of different ways in which they can be embedded in some mosaic floorplans. Figure 4.12 shows, for example, two possible ways of embedding a set of points in a non-separable permutation into a certain mosaic floorplan.

Other questions of interest are:

1. Improve the upper bound of $O(18^n/n^4)$, perhaps to $O(16^n/n^4)$ by showing that for every mosaic floorplan and a set of points, once the orientations of the segments through every point are set, there is at most one way of embedding the points into the floorplan.

2. What is the number of rectangulations when the problem is generalized to higher dimensions?
3. What is the complexity of the original minimum edge-length partitioning problem (RGNLP)? Furthermore, what is its computational complexity when restricted to separable (or even monotone) permutations?
Chapter 5

Quasi-Planar Graphs

5.1 Introduction

5.1.1 Graph-theory preliminaries

A graph, $G$, is a pair $(V, E)$, where $V$ is a set of vertices and $E$ is a set of edges, such that each edge $e \in E$ is associated with two vertices $u, v \in V$. Two edges are parallel if they are associated with the same pair of vertices. An edge $e = (u, v)$ is a self-loop if $u = v$. Unless stated otherwise, we consider only simple graphs, that is, graphs with no parallel edges or self-loops. If every pair of distinct vertices are associated by an edge, then the graph is complete. The complete graph on $n$ vertices is denoted by $K_n$. Two graphs, $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$, are isomorphic if they have the same number of vertices and edges, and there is a mapping $\ell : V_1 \to V_2$ such that $(v_1, u_1) \in E_1$ if and only if $(\ell(v_1), \ell(u_1)) \in E_2$. A graph $G' = (V', E')$ is a subgraph of a graph $G = (V, E)$ if $V' \subseteq V$ and $E' \subseteq E \cap (V' \times V')$. If a graph $G'$ is isomorphic to a subgraph of $G$, we say that $G$ contains $G'$. 
Extremal Graph Theory studies graphs that are extremal, in some sense, among the graphs that satisfy certain properties. For example, in [61] Turán answered the following question: What is the maximum number of edges that a graph with \( n \) vertices that does not contain \( K_k \) can have? Obviously, one can ask similar questions by replacing \( K_k \) with any fixed graph \( H \). Such questions are known as Turán-type problems.

### 5.1.2 Geometric graph-theory preliminaries

Geometric Graph Theory studies graphs drawn in the plane. A geometric graph is a graph drawn in the plane such that its vertices are distinct points and its edges are straight-line segments connecting the corresponding points and containing no other vertex. A topological graph is defined in a similar way with the exception that the edges can take the form of any simple (i.e., non-self-intersecting) curve (a Jordan arc). Crossings are allowed, but we assume that each pair of edges has a finite number of common internal points and they properly cross at these points (these usual restrictions, however, are not important in this work). A topological graph is simple if every pair of its edges intersect at most once (either at a vertex or at a crossing point). Clearly, every geometric graph is a simple topological graph. Throughout this work we make no distinction between a topological graph and its underlying abstract graph.

Turán-type problems can naturally be asked for topological graphs: what is the maximum number of edges in a topological graph on \( n \) vertices that avoids a certain geometric pattern? Perhaps the simplest pattern one can consider is a pair of crossing edges. Clearly, a topological graph with no pair of crossing edges is a planar graph, and it follows from Euler's Polyhedral Formula that such a graph has at most \( 3n - 6 \)
edges, assuming $n \geq 3$. Let us recall the proof: Let $G$ be a topological graph with no pair of crossing edges. Denote by $V$, $E$, and $F$, the vertex, edge, and face\(^1\) sets of $G$, respectively. Let $|f|$ be the size of a face $f$, that is, the number of edges along the boundary of $f$ (note that an edge might appear twice along the boundary of a face; see Figure 5.1 for an example). Every edge appears either along the boundary of exactly two faces, or twice along the boundary of a single face, thus we have: $\sum_{f \in F} |f| = 2|E|$. Since we consider graphs with no self-loops or parallel edges and $|V| \geq 3$, the size of every face is at least three. Thus, $3|F| \leq 2|E|$. According to Euler’s formula $|V| + |F| - |E| \geq 2$, where equality holds if $G$ is connected. Combining these two inequalities we have $|E| \leq 3|V| - 6$. If $G$ is a *triangulation*, that is, a planar graph in which the size of every face is three, then the inequalities become equalities, and therefore, the upper bound is tight.

Notice that the proof and the resulting bound still hold even if $G$ is not a simple (abstract) graph, as long as there are no faces of size one or two. We will get back to this issue when we consider generalizations of quasi-planar graphs in Section 5.2.3.

\(^1\)A *face* of a plane graph $G$ is a connected region of $\mathbb{R}^2 \setminus G$. 
Quasi-planar graphs are a natural generalization of planar graphs:

**Definition 5.1.1** A topological graph is $k$-quasi-planar if it does not contain $k$ pair-wise crossing edges (i.e., a set of $k$ edges in which every pair is crossing).

We denote by $f_k(n)$ the maximum number of edges in a $k$-quasi-planar graph on $n$ vertices. Since a 2-quasi-planar graph is simply a planar graph, we have $f_2(n) = 3n - 6$. It is conjectured that for every fixed $k$, the maximum number of edges in a $k$-quasi-planar graph is linear in the number of vertices. Namely,

**Conjecture 5.1.2** For every fixed integer $k > 1$, there is a constant $C_k$, such that every $k$-quasi-planar graph on $n$ vertices has at most $C_kn$ edges.

### 5.1.3 Previous work

Conjecture 5.1.2 was first stated by Pach [45, Problem 3.3] as a problem suggested by Bernd Gärtner. In this paper Pach showed that $f_k(n) = O(n^{2 - (1/2^{k-2})})$. Pach, Shahrokhi, and Szegedy [49] proved a better upper bound of $O(n \log^{2k-4} n)$ for simple topological graphs. Conjecture 5.1.2 was settled for simple 3-quasi-planar graphs by Agarwal, Aronov, Pach, Pollack, and Sharir [6]. Their result also implied an improvement by a factor of $\Theta(\log^2 n)$ for the upper bound for $k$-quasi-planar graphs. Later, Pach, Radoičić, and Tóth [48] simplified the proof of Agarwal et al. [6], and generalized it to nonsimple graphs as well. They showed that $f_3(n) \leq 65n$ and $f_k(n) = O(n \log^{4k-12} n)$. For $x$-monotone $k$-quasi-planar graphs, that is, graphs for which every vertical line crosses every edge at most once, Valtr [62] obtained an upper bound of $O(n \log n)$ for every fixed $k$.

The special case of convex geometric $k$-quasi-planar graphs (that is, graphs whose vertices are in convex position) was considered by Capóyleas and Pach [16], who
showed that in this case

\[ f_k(n) = \begin{cases} \binom{n}{2} & \text{if } n \leq 2k - 1, \\ 2(k - 1)n - \binom{2k-1}{2} & \text{if } n \geq 2k - 1. \end{cases} \]

Many other Turán-type problems on topological graphs avoiding certain geometric patterns were considered in the literature (see, e.g., [38, 47, 48, 50, 58, 59], and [46] for a survey).

In our proofs we use the discharging method. In this technique one usually assigns “charges” (or weights) to elements of the input (typically vertices or faces of a graph). The total charge is then computed twice: once after assigning the charges, and once more after charges have been re-distributed (discharging phase). Perhaps the most famous example of using the discharging method is in the proof of The Four Color Theorem [9].

### 5.2 3-Quasi-Planar Graphs

In this section we consider 3-quasi-planar graphs. Recall that it is already known that \( f_3(n) = O(n) \) [6, 48]. In Section 5.2.1 we give a simple proof for this fact that yields the better upper bound of \( 8n \) edges for \( n \) vertices (recall that the previous best upper bound was \( 65n \) [48]). Our best construction, described in Section 5.2.2, with \( 7n - O(1) \) edges comes very close to this bound. In Section 5.2.3 we show matching upper and lower bounds for several relaxations and restrictions of the problem of the maximum number of edges in 3-quasi-planar graphs. In particular, we show that the maximum number of edges of a simple 3-quasi-planar topological graph is \( 6.5n - O(1) \).
5.2.1 The upper bound for $f_3(n)$

**Theorem 5.2.1** The maximum number of edges in a 3-quasi-planar graph on $n \geq 3$ vertices is at most $8n - 20$.

**Proof:** Consider a 3-quasi-planar topological graph $G$ on $n$ vertices. We assume, without loss of generality, that among the 3-quasi-planar graphs with the same underlying abstract graph, $G$ is chosen to have the minimum overall number of intersections. We can also assume that $G$ is connected, otherwise the statement easily follows by induction. Let $X(G)$ denote the set of points where the edges of $G$ intersect, and let us obtain $G'$ by adding the vertices of $X(G)$ to the graph $G$ and subdividing the edges of $G$ accordingly. Note that $G'$ is a crossing-free topological graph, i.e., a plane drawing of a planar graph. We refer to the vertices in $V(G)$ as original vertices, while the vertices in $X(G)$ are the new vertices. As no three edges of $G$ cross at a single vertex, all new vertices are degree-4 vertices of $G'$. Denote by $F(G')$ the set of faces of $G'$, and let $|f|$ be the number of edges along the boundary of a face $f \in F(G')$. (Note that it is possible for an edge of $G'$ to appear twice along the boundary of a face, in which case it is counted with multiplicity.) Given a face $f$, we denote by $v(f)$ the number of original vertices that appear along the boundary of $f$ (note that a vertex can appear more than once along the boundary of a face; again, in this case it is counted with multiplicity). We will use the terms triangles, quadrilaterals, and pentagons to refer to faces of size 3, 4, and 5, respectively. An integer prefix of a name of a face $f$ denotes the number of original vertices $v(f)$ along the boundary of the face $f$. For example, a 2-pentagon is a face of size 5 that has two original vertices along its boundary.
We proceed by assigning charges to the faces of \( G' \) such that the charge of a face \( f, ch(f) \), is \(|f| + v(f) - 4\). Summing the total charges over all the faces of \( G' \) we have:

\[
\sum_{f \in F(G')} ch(f) = \sum_{f \in F(G')} \left(|f| + v(f) - 4\right) = 2|E(G')| + \sum_{f \in F(G')} v(f) - 4|F(G')| = 4n - 8,
\]

where the last equality follows from Euler’s formula and from the next equalities:

\[
\sum_{f \in F(G')} v(f) = \sum_{u \in V(G)} d(u) = \sum_{u \in V(G')} d(u) - \sum_{u \in X(G)} d(u) = 2|E(G')| - 4\left(|V(G')| - |V(G)|\right),
\]

where \( d(u) \) denotes the degree of the vertex \( u \).

Since \( G \) is drawn with the least possible number of crossings, \( G' \) does not contain faces of size one or two. We cannot have 0-triangles, as they would yield three pairwise crossing edges. Thus, every face in \( G' \) has a non-negative charge.

Next, we redistribute the charges without affecting the total charge found in (5.1). We make sure that the new charge \( ch'(f) \) of a face \( f \) satisfies \( ch'(f) \geq v(f)/5 \), as follows. Clearly, the only faces that do not satisfy this bound with the original charge \( ch \) are 1-triangles. Let \( f \) be a 1-triangle, and let \( u \) be the original vertex of \( f \). Let \( e'_1 \) and \( e'_2 \) be the two sides of \( f \) incident to \( u \). Let \( e_1 \) and \( e_2 \) be the edges of \( G \) of which \( e'_1 \) and \( e'_2 \) are segments. Let us examine the faces of \( G' \) touching \( e_1 \) from the same side as \( f \). Along \( e_1 \) we find \( f \) followed by one or more additional faces \( f_1, f_2, \ldots \). Let \( f_i \) be the first of these faces that is not a 0-quadrilateral (see Figure 5.2). Clearly, such a face exists as the last \( f_j \) has at least one original vertex on its boundary. Moreover, one can easily see that we obtain the same faces \( f_1, \ldots, f_i \) if we switch the roles of \( e_1 \) and \( e_2 \); therefore, \( f_i \) is well defined despite the ambiguity about \( e_1 \) and \( e_2 \). Note that \( f_i \) is not a triangle, as we do not have 0-triangles and \( e_1 \) and \( e_2 \) are not connecting the same pair of vertices. Let us shift \( 1/5 \) unit of charge from \( f_i \) to \( f \). We say that
$f_i$ loses this charge \textit{through} the edge it is sharing with $f_{i-1}$ (or $f$ if $i = 1$). Let $ch'$ be the charge obtained from $ch$ after doing this shift for all 1-triangles $f$.

Notice that $ch'(f) = 1/5 = v(f)/5$ for every 1-triangle $f$ and $ch'(f) = 0 = v(f)/5$ for every 0-quadrilateral $f$. Let $f$ be a face of $G'$ that is neither a 0-quadrilateral nor a 1-triangle. We have $ch(f) = |f| + v(f) - 4 \geq 1$ and $ch'(f) = ch(f) - x_f$, where $x_f$ is the total charge $f$ lost in the redistribution. As $f$ loses at most $1/5$ unit of charge through each of its edges and only if both endpoints of the edge are new, we have $x_f \leq (|f| - v(f))/5$. Thus, $ch'(f) \geq (2/5)v(f) + (4/5)(ch(f) - 1) \geq 2v(f)/5$ in this case.

Therefore, we have $ch'(f) \geq v(f)/5$ for all faces $f$ of $G'$. As a second round of redistribution we collect all the extra charge around an original vertex. For every face $f$ with $v(f) > 0$ we compute the extra charge $ch''(f) = ch'(f) - v(f)/5$ and distribute it evenly among the $v(f)$ original vertices along the boundary of $f$. Each such original vertex receives $(ch'(f) - v(f)/5)/v(f)$ units of charge from $f$ (as always, if the same vertex appears several times along the boundary it receives this charge several times).

Let $ch''(f)$ be the remaining charge at a face $f$, and let $ch''(u)$ be the total charge.
accumulated at an original vertex $u$. By the construction of $ch''$ we have

$$ch''(f) \geq v(f)/5,$$

(5.2)

for every face $f$, with equality unless $v(f) = 0$. From equation (5.1) we have

$$\sum_{f \in F(G')} ch''(f) + \sum_{u \in V(G)} ch''(u) = 4n - 8.$$  

(5.3)

It remains to prove a lower bound on $ch''(u)$ for original vertices $u$. We claim

$$ch''(u) \geq 4/5$$

(5.4)

To prove this claim let us consider the graph $G_u$ obtained from $G$ by removing the vertex $u$ and all its incident edges. Let $G'_u$ be the corresponding plane drawing, i.e., we introduce all crossing points as new vertices and subdivide the edges accordingly. Let $f_u$ be the face of $G'_u$ containing $u$. The size of $f_u$ is at least 2. Here we assume $G_u$ is not empty (if $G$ is a star, then the statement of Theorem 5.2.1 clearly holds) and no edge is self-crossing (otherwise $G$ does not have the minimal number of overall crossings). Let $w$ be a vertex of $f_u$. There is at least one face $f$ of $G'_u$ that touches both $u$ and $w$. If $|f| \geq 5$, then $f$ alone contributes at least 1 unit of charge to $u$, so the claim holds. The same is true if $f$ is a 4-quadrilateral, a 3-quadrilateral, or a 2-quadrilateral with the two original vertices not being neighbors. As $f$ cannot be a 1-triangle, the remaining cases are a 2-triangle contributing 3/10, a 3-triangle contributing 7/15, a 1-quadrilateral contributing at least 2/5, and a 2-quadrilateral (with neighboring original vertices) contributing at least 7/10 (see Figure 5.3). One can finish the proof by a case analysis noting that (a) except for the 1-quadrilateral case, we find an edge of $G$ incident to $u$ that is not involved in any crossing, and therefore, the faces on both sides of this edge contribute charge to $u$, and (b) there
is at least one other vertex $w'$ of $f_u$ besides $w$. The minimal value of $ch''(u) = 4/5$ is only possible if $f_u$ is subdivided into two 1-quadrilaterals and a few 1-triangles in $G'$.

Combining (5.2), (5.3), and (5.4) we have:

$$4n - 8 \geq \sum_{f \in F(G')} v(f)/5 + \sum_{u \in V(G)} \frac{4}{5} \geq \frac{2}{5} |E(G)| + \frac{4}{5} n.$$ 

Therefore, $|E(G)| \leq 8n - 20$. □

**Remarks.** Note that one can stop after the first round of charge redistribution and use Equation (5.1) together with $ch'(f) \geq v(f)/5$ to obtain $|E(G)| \leq 10n - 20$. An even simpler way to prove a linear bound on the number of edges in a 3-quasi-planar graph is the following: Let $G$ be a 3-quasi-planar graph on $n$ vertices. We claim $|E(G)| \leq 19n$. For the proof one can assume $G$ is connected and $d(u) \geq 20$ for every $u \in V(G)$; otherwise we conclude by induction. Now set charges as follows: for every $u \in V(G')$ set $ch(u) := d(u) - 4$, and for every $f \in F(G')$ set $ch(f) := |f| - 4$. Then by Euler’s formula the total charge is $-8$. However, we can distribute the charges such that every element has a non-negative charge as follows. First, every original vertex contributes $\frac{4}{5}$ units of charge to each of the faces incident to it.
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elements with a negative charge after this step are 1-triangles. Each 1-triangle now obtains another $\frac{1}{3}$ unit of charge in the way described in the proof of Theorem 5.2.1 and ends up with a zero charge.

5.2.2 The lower bound for $f_3(n)$

Agarwal et al. [6] argued that for sufficiently large $n$ one can always construct a 3-quasi-planar graph with $n$ vertices and roughly $6n$ edges, by considering two (almost) edge-disjoint triangulations of the same set of $n$ points. Next we show that $f_3(n) \geq 7n - O(1)$.

**Theorem 5.2.2** For every sufficiently large integer $n$, there is a 3-quasi-planar graph on $n$ vertices with $7n - O(1)$ edges.

**Proof:** Figure 5.4 shows a construction that yields a parametric family of $n$-vertex 3-quasi-planar graphs with $7n - O(1)$ edges, as follows: First, consider a hexagonal grid such that for each hexagon we draw all the diagonals but one as straight line edges. Then we add a curved edge for the missing diagonal as in Figure 5.4(a). Finally, we add longer edges, two from every vertex as in Figure 5.4(b). This 3-quasi-planar graph already has $7n - O(\sqrt{n})$ edges. To improve the error term we wrap the graph around a cylinder so that we have three hexagons around the cylinder and draw five more edges on each of the top and bottom faces. Considering $m$ layers of hexagons we have $n = 6m + 6$ vertices and $7n - 29$ edges. For $m$ not divisible by 6, the constant term gets slightly worse. \qed
5.2.3 Generalizations and restrictions

Observe that the proof of Theorem 5.2.1 did not use our assumptions defining 3-quasi-planar graphs in their full generality. We assumed that they—as topological graphs—do not contain several edges connecting the same pairs of vertices. This assumption may seem to be crucial as one can have an arbitrary number of parallel edges even in a planar graph. However, recall that Euler’s formula proves the $3n - 6$ bound on the number of edges in any plane drawing as long as there is no face bounded by two edges (see Section 5.1.2). In other words, we can allow for parallel edges as long as they are drawn with at least one vertex in any 2-gon they determine. This generalization of the bound on the number edges of a planar graph is often useful. We can generalize Theorem 5.2.1 the same way and the proof presented in the previous section will still apply. For the generalization of topological graphs where parallel
edges are allowed, we use the term generalized topological graph.

We have not used the 3-quasi-planarity assumption in full generality either. All we used is the assumption that the drawing does not yield 0-triangles, i.e., three pairwise crossing edges determining an empty triangle with no vertex inside. Here we consider three edges crossing each other at a single point an “infinitesimal” 0-triangle, and so we do not allow this either. We, therefore, have the following generalization of Theorem 5.2.1:

**Theorem 5.2.3** Consider a generalized topological graph $G$ on $n \geq 3$ vertices. Assume that

- $G$ has no self-loops;
- any 2-gon formed by two (possibly intersecting) parallel edges contains a vertex inside; and
- any triangle formed by three pairwise intersecting edges has a vertex inside.

Then $G$ has at most $8n - 20$ edges.

This generalization of Theorem 5.2.1 is surprisingly tight.

**Theorem 5.2.4** There exist generalized topological graphs satisfying the conditions of Theorem 5.2.3 with $n$ vertices and $8n - O(1)$ edges.

**Proof:** We start with the construction proving Theorem 5.2.2 and add more edges. For each of the curved edges we add a parallel edge that is drawn as the central reflection of the original one (see Figure 5.5(a)). Each pair of parallel edges yields a 2-gon with two vertices inside. Then we further add the (straight) edges as shown in Figure 5.5(b). Each of these new edges will create two sets of three pairwise crossing
edges with exactly one vertex in either triangle. See Figure 5.5(c) for the resulting graph. The total number of edges is $8n - O(1)$.

**Remarks.** It is interesting to see how the charges are distributed in the graph constructed in the proof of Theorem 5.2.4. All the faces $f$ end up with a charge of $v(f)/5$, so in particular all 0-faces are 0-quadrilaterals or 0-pentagons. Moreover, the original edges involved in any 0-pentagon form a 5-star with the 0-pentagon in the middle and each arm consisting of a few 0-quadrilaterals and a 1-triangle (see Figure 5.5(c)). All original vertices $u$ (except for a few close to the boundary) are surrounded by a 2-gon split up into many 1-triangles and two 1-quadrilaterals, so they end up with the minimal charge of $4/5$.

We may allow for only one of (a) parallel edges with at least one vertex in the 2-gon or (b) three pairwise crossing edges if the resulting triangle has a vertex inside. For both resulting generalizations of the 3-quasi-planar graphs we still have that
$8n - 20$ is an upper bound on the number of edges but the obvious modification of the construction in the proof of Theorem 5.2.4 gives only examples with $7.5n - O(1)$ edges.

An alternate approach is to consider natural restrictions of the original problem. Recall that a topological graph is simple if every pair of its edges meet at most once (either at an endpoint or at a crossing point).

**Theorem 5.2.5** The maximum number of edges in a simple 3-quasi-planar graph on $n \geq 4$ vertices is at most $6.5n - 20$, and this bound is tight up to some additive constant.

*Proof:* The proof is very similar to the proof of Theorem 5.2.1, so we omit most of the details. In this case we can derive a stronger bound since it can be shown that for every vertex $u \in V(G)$ we have $ch''(u) \geq \frac{7}{5}$. The main observation is that the face $f_u$ of $G_u'$ containing $u$ cannot be a 2-gon because $G$ is a simple topological graph, and it can be a triangle, but only if one of the vertices of the triangle is an original vertex (otherwise we would have three pairwise crossing edges). In the extremal configuration yielding charge $ch''(u) = \frac{7}{5}$, $u$ is surrounded by two 2-triangles, two 1-quadrilaterals and any number of 1-triangles.

The matching lower bound is obtained from the same construction shown in Figure 5.4, without adding the curved edges. \hfill \Box

Note that this bound is tight also for geometric graphs. To see this, one has to make the construction consist of straight line edges. It naturally does consist of straight line edges before we wrap it around a cylinder. The wrapping can also be managed with straight line edges if we use five or more hexagons in every layer instead of three.
The pair of Theorems 5.2.2 and 5.2.5 seems to give the first clear distinction within the extremal function of a forbidden configuration among topological graphs and simple topological graphs.

As a combination of generalization and relaxation, we state the following result:

**Theorem 5.2.6** Let $G$ be a simple topological graph on $n \geq 4$ vertices and with no three pairwise crossing edges that form an empty triangular face. Then the number of edges in $G$ is at most $7n - 20$, and this bound is tight up to some additive constant.

**Proof:** Once again the upper bound is proven following the proof of Theorem 5.2.1, and noticing that for every vertex $u \in V(G)$, after re-distributing the charges for the second time, we have $ch''(u) \geq \frac{6}{5}$. Now the minimal contribution to an original vertex comes from three 1-quadrilateral faces.

For the lower bound we use the construction described in Figure 5.5, this time using no curved edges.

Finally, we mention that the construction for Theorem 5.2.5 has many edges that are not crossed by any other edge. This is no coincidence, since the minimal vertex-charge of $7/5$ can only be achieved with such edges. If one only considers simple 3-quasi-planar graphs with all edges crossed, then one can prove an upper bound of $6n - O(1)$ on the number of edges. This is tight as witnessed by the construction presented in the proof of Theorem 5.2.5 with the non-crossed edges removed.

### 5.3 4-Quasi-Planar Graphs

The best upper bounds for the number of edges in a 4-quasi-planar graph on $n$ vertices were: $O(n \log n)$ for geometric graphs [62]; $O(n \log^2 n)$ for simple topological
graphs [6]; and $O(n \log^4 n)$ for topological graphs. In this section we show that $f_d(n) = O(n)$, thus settling Conjecture 5.1.2 for the case $k = 4$.

**Theorem 5.3.1** For any integer $n > 2$, every topological graph on $n$ vertices with no four pairwise crossing edges has at most $36(n - 2)$ edges.

*Proof:* It is easy to see that $f_4(3) = 3 < 36(3 - 2)$. Let $G$ be a topological graph on $n > 3$ vertices and without four pairwise crossing edges. We denote by $V(G)$ the vertex set of $G$, and by $E(G)$ the edge set of $G$. Given an edge $e \in E(G)$ and two points $p$ and $q$ on $e$, we will use the notation $e|_{p,q}$ to denote the segment of $e$ between $p$ and $q$. For a vertex $v$ we denote by $d(v)$ the degree of $v$. If there is a vertex $v \in V(G)$ such that $d(v) = 1$, then we can conclude the theorem by induction. Hence, we assume the degree of every vertex in $G$ is at least two. Assume, w.l.o.g., that $G$ is drawn with the least possible number of crossings (still, as a 4-quasi-planar graph), and that there are no three edges crossing at the same point. Let $e_1$ and $e_2$ be two edges of $G$ that intersect at least twice. A region bounded by segments of $e_1$ and $e_2$ that connect two consecutive intersection points is called a *lens*. We observe, as in [48], that $G$ has no *empty* lenses, that is, lenses that do not contain a vertex of $G$. If there were empty lenses, then the number of crossings in $G$ could be reduced. For the same reason $G$ does not contain self-intersecting edges.

We proceed, as in the proof of Theorem 5.2.1, by considering $G'$, the plane graph induced by $G$. That is, $V(G') = V(G) \cup X(G)$, where $X(G)$ is the set of crossing points in $G$; and $e' \in E(G')$ if $e'$ is a segment of an edge of $G$ that connects two vertices in $V(G')$ and contains no other vertex from $V(G')$. We refer to the edges of $G'$ as *p-edges*, in order to distinguish them from the edges of $G$. Again, we set the charge of every face $f$ to be $|f| + v(f) - 4$, and notice that the overall charge is $4n - 8$. 
A wedge is a triplet \( w = (v, l, r) \), such that \( v \in V(G) \), \( l \) and \( r \) are edges incident to \( v \), and \( l \) immediately follows \( r \) in a clockwise order of the edges touching \( v \). Our plan is to re-distribute the charges, such that there will be no faces with a negative charge and every wedge will be charged with at least \( \frac{1}{18} \) units of charge. Then, the total charge over all the wedges will be \( \frac{2|E(G)|}{18} \leq 4n - 8 \), and the theorem will follow. (Note that the number of wedges in which a vertex \( v \in V(G) \) participates is \( d(v) \). Here we use the assumption that the degree of every vertex is at least two.) Since a face of size one yields a self-intersecting edge, and a face of size two yields an empty lens or two parallel edges, the only faces with a negative charge are 0-triangles. We proceed by describing a method to charge these faces. Then, we will show how to charge the wedges of original vertices.

**Charging 0-triangles.** Each 0-triangle obtains one unit of charge in the same way a 1-triangle obtained \( \frac{1}{5} \) units of charge in the proof of Theorem 5.2.1. Let \( t \) be a 0-triangle, let \( e_1 \) be one of its p-edges, and let \( f_1 \) be the other face incident to \( e_1 \) (see Figure 5.6(a)). It must be that \( |f_1| > 3 \), for otherwise there would be an empty lens, or two parallel edges. If \( v(f_1) > 0 \) or \( |f_1| > 4 \), we move \( \frac{1}{3} \) units of charge from \( f_1 \) to \( t \), and say that \( f_1 \) contributed \( \frac{1}{3} \) units of charge to \( t \) through \( e_1 \). Otherwise, \( f_1 \) must be a 0-quadrilateral. Let \( e_2 \) be the opposite p-edge to \( e_1 \) in \( f_1 \), and let \( f_2 \) be the other face incident to \( e_2 \). Applying the same arguments as above, we conclude that either \( f_2 \) contributes \( \frac{1}{3} \) units of charge to \( t \) through \( e_2 \), or \( f \) is also a 0-quadrilateral. In the second case we continue to the next face, that is, to the other face that is incident to the opposite p-edge to \( e_2 \) in \( f_2 \). However, at some point we must encounter a face that is not a 0-quadrilateral. Denote by \( f_i \) this face, by \( f_{i-1} \) the face preceding \( f_i \), and by \( e_i \) the edge incident to both of these faces. Then \( f_i \) will contribute \( \frac{1}{3} \) units of
charge to $t$ through $e_i$ (see Figures 5.6(b,c)).

In a similar way $t$ obtains $\frac{2}{3}$ units of charge from its other p-edges. Thus, after re-distributing charges this way, the charge of every 0-triangle is 0. Note that a face can contribute charge through each of its p-edges at most once. Therefore, every face $f$ such that $|f| + v(f) \geq 6$ still has a non-negative charge. It remains to verify that 1-quadrilaterals and 0-pentagons, which had only one unit of charge to contribute, also have a non-negative charge. Indeed, a 1-quadrilateral contributes to at most two 0-triangles, since the endpoints of a p-edge through which it contributes must be vertices from $X(G)$. A 0-pentagon, on the other hand, can contribute to at most three 0-triangles by the following easy observation.

**Observation 5.3.2** A 0-pentagon contributes charge to at most three 0-triangles. Moreover, if it contributes to three 0-triangles, then the contribution must be done through consecutive p-edges.
Figure 5.7: A 0-pentagon contributing to three 0-triangles through non-consecutive p-edges implies four pairwise crossing edges.

Proof: One can easily check that a contribution to three 0-triangles through non-consecutive p-edges implies four pairwise crossing edges (see Figure 5.7). If a 0-pentagon contributes to more than three 0-triangles, then there must be three non-consecutive p-edges through which it contributes.

Charging wedges. After the previous step, the faces with a zero charge, apart from 0-triangles and 0-quadrilaterals, are 0-pentagons that contributed to three 0-triangles, and 0-hexagons that contributed to six 0-triangles. We call such faces bad faces. Faces that have a positive charge are called good faces. Our goal now is to find some extra charge for each wedge. This extra charge will be found next to a farthest uncut A-crossing or X-crossing of the wedge. At this point we require a few new definitions.

Let $w = (v, l, r)$ be a wedge, and let $e$ be an edge crossing $l$ at $p$ and $r$ at $q$, such that $e|_{p,q}$ does not cross $l$ or $r$. We denote by $w|_{c,p,q}$ the area to the left of the closed curve formed by traversing from $v$ on $l|_{v,p}$, $e|_{p,q}$, and $r|_{q,v}$. 
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Definition 5.3.3 (uncut $A$-crossing) Let $w = (v, l, r)$ be a wedge. An $A$-crossing of $w$ is a triplet $cr = (e, p, q)$ such that $e$ is an edge crossing $l$ at $p$ and $r$ at $q$ such that: (1) $e|_{p,q}$ does not intersect $l$ or $r$; and (2) the endpoints of $e$ are not in $w|_{e,p,q}$. We say that $cr$ is an uncut $A$-crossing of $w$ if $e|_{p,q}$ is a $p$-edge. For an illustration, refer to Figure 5.8(a).

Let $cr = (e, p, q)$ be an $A$-crossing of a wedge $w = (v, l, r)$. We use the notation $w|_{cr}$ as an abbreviation for $w|_{e,p,q}$, and say that $cr$ is an empty $A$-crossing of $w$ if there are no original vertices in $w|_{cr}$. Given another $A$-crossing of $w$, $cr' = (e', p', q')$, we say that $cr$ is farther than $cr'$ (and $cr'$ is closer than $cr$), if $p' \in l|_{v,p}$ and $q' \in r|_{v,q}$. Clearly, not every two $A$-crossings of a wedge are comparable, but uncut $A$-crossings are.

Definition 5.3.4 ($X$-crossing) Let $w$ be a wedge, and let $cr_1 = (e_1, p_1, q_1)$ and $cr_2 = (e_2, p_2, q_2)$ be two $A$-crossings of $w$. Then $(cr_1, cr_2)$ is an $X$-crossing of $w$ if $e_1|_{p_1, q_1}$ and $e_2|_{p_2, q_2}$ intersect exactly once.
Let $x = (cr_1 = (e_1, p_1, q_1), cr_2 = (e_2, p_2, q_2))$ be an $X$-crossing of a wedge $w = (v, l, r)$. Then the notation $w|_x$ represents the area $w|_{cr_1} \cup w|_{cr_2}$. Assuming $p_2 \in l|_{v,p_1}$ (and therefore, $q_1 \in r|_{v,q_2}$), the boundary of $w|_x$ is the closed curve formed by $l|_{v,p_1}$, $e_1|_{p_2,y}$, $e_2|_{y,q_2}$, and $r_{q_2,v}$, where $y$ is the intersection point of $e_1|_{p_1,q_1}$ and $e_2|_{p_2,q_2}$. We call the curve $e_1|_{p_1,y} \cup e_2|_{y,q_2}$ the visible part of $w|_x$ and denote it by $Vis(x)$, when it is clear to which wedge we refer. We denote by $Vis(x)_l$ and $Vis(x)_r$ the two components of $Vis(x)$, $e_1|_{p_1,y}$ and $e_2|_{y,q_2}$, respectively. See Figure 5.8(b) for an example. The next observation will be useful later on.

**Observation 5.3.5** Let $x = (cr_1 = (e_1, p_1, q_1), cr_2 = (e_2, p_2, q_2))$ be an empty $X$-crossing of a wedge $w = (v, l, r)$, such that $Vis(x)_l \subset e_1$. Then an edge $e'$ that crosses $Vis(x)_l$ (resp., $Vis(x)_r$) must cross $l$ (resp., $r$) and must not cross $e_2$ (resp., $e_1$).

**Proof:** Let $y$ be the crossing point of $e_1|_{p_1,q_1}$ and $e_2|_{p_2,q_2}$, and let $z$ be the crossing point of $e'$ and $e_1|_{p_1,y}$ (see Figure 5.9). Since $x$ is an empty $X$-crossing of $w$, $e'$ must cross the boundary of $w|_x$ at least one more time. If it crosses $e_1|_{p_1,q_1}$ at any point other than $z$, we have an empty lens. Therefore, $e'$ cannot cross $Vis(x)$ at another
point. Otherwise, if \( e' \) crosses \( r|_{v,q_2} \), then it must also cross \( e_2|_{p_2,y} \). This implies four pairwise crossing edges: \( e', e_1, e_2, \) and \( r \). Thus \( e' \) must cross \( l \). Moreover, it must not cross \( e_2 \) since this also yields four pairwise crossing edges. The proof for an edge crossing \( \text{Vis}(x)_r \) is similar and is thus omitted.

Let \( x \) and \( x' \) be two \( X \)-crossings of a wedge \( w \). We say that \( x \) is a farther \( X \)-crossing of \( w \) than \( x' \) if one \( A \)-crossing of \( x \) is farther than one \( A \)-crossing of \( x' \) and the other \( A \)-crossing of \( x' \) is not farther than the other \( A \)-crossing of \( x \). In a similar way, we say that an uncut \( A \)-crossing is farther (resp., closer) than an \( X \)-crossing of the same wedge if it is farther (resp., closer) than both \( A \)-crossings of the \( X \)-crossing.

Given a wedge \( w = (v,l,r) \), we look for an empty uncut \( A \)-crossing or \( X \)-crossing of \( w \), such that there is no empty uncut \( A \)-crossing or \( X \)-crossing farther than it. If there is no such uncut \( A \)-crossing or \( X \)-crossing, then the face incident to \( v,l, \) and \( r \) is not a 1-triangle. Thus, its charge is at least \( \frac{1}{3} \) units, from which we use \( \frac{1}{18} \) units to charge \( w \). If there is such an empty uncut \( A \)-crossing \( cr = (e,p,q) \), then let \( f \) be the face incident to \( e|_{p,q} \) outside \( w|_{cr} \). \( f \) is not a triangle as this would yield an empty lens or parallel edges, nor can it be a 0-quadrilateral since this would imply an empty uncut \( A \)-crossing farther than \( cr \). If \( f \) is a bad pentagon, then it follows from Observation 5.3.2 that there is an empty \( X \)-crossing farther than \( cr \). Therefore, \( f \) must be a good face that will contribute \( \frac{1}{18} \) units of charge to \( w \) through \( e|_{p,q} \). It remains to consider the case in which there is an empty \( X \)-crossing \( x \), such that there is no empty uncut \( A \)-crossing or \( X \)-crossing farther than \( x \).

Denote by \( cr_1 = (e_1,p_1,q_1) \) and \( cr_2 = (e_2,p_2,q_2) \) the two \( A \)-crossings forming \( x \), such that \( \text{Vis}(x)_l = e_1|_{p_1,y} \), where \( y \) is the intersection point of \( e_1|_{p_1,q_1} \) and \( e_2|_{p_2,q_2} \). Let \( f_1 \) be the face that is incident to \( y \) and outside \( w|_x \). Suppose \( f_1 \) is a 0-triangle and let \( e_3 \) be the third edge incident to it (see Figure 5.10(a)). It follows from
Figure 5.10: Obtaining a charge near a farthest $X$-crossing

(a) $f_1$ is a 0-triangle

(b) $f_1$ is a bad pentagon, such that $e_1|_{p_1,y}$ and $e_2|_{y,q_2}$ are $p$-edges.

(c) $f_1$ is a bad pentagon, such that just $e_2|_{y,q_2}$ is a $p$-edge.

(d) $f_1$ is a bad pentagon, such that $e_1|_{p_1,y}$ and $e_2|_{y,q_2}$ are not $p$-edges.

(e) $f_2$

(f) $f_2$ is a bad pentagon

(g) $f_2$ is a bad pentagon

(h) All the faces along $\text{Vis}(x)_i$ are 0-quadrilaterals

Figure 5.10: העקרות מלוגריד של ה-X-קונכוס

תאורה 5.10: ה-X-קונכוס וה-X-קונכוס מלוגריד
Observation 5.3.5 that $e_3$ must cross $l$, thus $l$, $e_1$, $e_2$, and $e_3$ are pairwise crossing. If $f_1$ is a bad pentagon, then we consider the possible cases according to whether none, one, or both of $e_1|_{p_1,q}$ and $e_2|_{y,q_2}$ are p-edges. In case both of them are p-edges (see Figure 5.10(b)), then there is an empty uncut $A$-crossing of $w$ that is farther than $x$. In case one of them, say $e_2|_{y,q_2}$, is a p-edge (see Figure 5.10(c)), then there is an empty $X$-crossing farther than $x$. If none of them is a p-edge (see Figure 5.10(d)), then there must be four pairwise crossing edges. In a similar way, if $f_1$ is a bad hexagon, then there must be four pairwise crossing edges, or an $X$-crossing of $w$ farther than $x$.

Therefore, if $f_1$ is not a good face, then it must be a 0-quadrilateral. Suppose $f_1$ is a 0-quadrilateral and let $f_2$ be the face outside of $w|_x$ that shares a p-edge with $f_1$ and is incident to $\text{Vis}(x)_l$ (see Figure 5.10(e)). If there is no such face, or there is no face outside $w|_x$ that shares a p-edge with $f_1$ and is incident to $\text{Vis}(x)_r$, then there is an empty $X$-crossing farther than $x$. Examining $f_2$, one can see by inspection that it cannot be a 0-triangle, as this implies four pairwise crossing edges. If $f_2$ is a bad pentagon (see Figure 5.10(f,g)) or a bad hexagon, then again there must be four pairwise crossing edges or an empty $X$-crossing farther than $x$. Thus, either $f_2$ is a good face or it is a 0-quadrilateral. In the second case, we examine the next face, that is, the face $f_3 \neq f_1$ such that $f_3$ is outside $w|_x$, shares a p-edge with $f_1$, and is incident to $\text{Vis}(x)_l$. If there is no such face, then we have an empty $X$-crossing farther than $x$. Otherwise, we can apply the same arguments we used for $f_2$ on $f_3$, proceed to the next face if $f_3$ is not a good face, and so on. At some point we must encounter a good face, for otherwise we have an empty $X$-crossing farther than $x$ (see Figure 5.10(h)). Let $f_i$ be the first good face we encounter along $\text{Vis}(x)_l$, and let $e_i$ be the p-edge of $f_i$ that is contained in $\text{Vis}(x)_l$. Then $f_i$ contributes $\frac{1}{18}$ units of charge to $w$ through $e_i$.

Next, we prove that after charging every wedge of an original vertex, as above,
there are no faces with a negative charge. For that, we need to show that a face cannot contribute to “too many” wedges. For a (good) face \( f \) and one of its p-edges \( m \), we say that \( f \) is a possible \( X \)-contributor to a wedge \( w \) through \( m \) if there is an empty \( X \)-crossing of \( w, x \), such that \( f \) is outside \( w|_x \) and \( m \subseteq \text{Vis}(x)_l \).

**Observation 5.3.6** Let \( f \) be a face and let \( m \) be one of its p-edges. Then \( f \) is a possible \( X \)-contributor through \( m \) to at most one wedge.

**Proof:** Suppose there is a face \( f \) that is a possible \( X \)-contributor through one of its p-edges, \( m \), to two wedges, \( w_1 = (v_1, l_1, r_1) \) and \( w_2 = (v_2, l_2, r_2) \). Let \( e \) be the edge containing \( m \); then there are four points, \( p_1, q_1, p_2, q_2 \), such that \( cr_1 = (e, p_1, q_1) \) is an \( A \)-crossing of \( w_1 \) and \( cr_2 = (e, p_2, q_2) \) is an \( A \)-crossing of \( w_2 \). Denote by \( x_1 = ((e, p_1, q_1), (e', p'_1, q'_1)) \) the empty \( X \)-crossing of \( w_1 \), such that \( m \subseteq \text{Vis}(x_1)_l \), and by \( x_2 = ((e, p_2, q_2), (e', p'_2, q'_2)) \) the empty \( X \)-crossing of \( w_2 \), such that \( m \subseteq \text{Vis}(x_2)_l \).

Suppose we sort \( p_1, q_1, p_2, q_2 \) in the order in which they appear when traversing \( e \) from one of its endpoints to the other, such that when traversing \( m \) the face \( f \) is to our right. Then, \( p_i \) must precede \( q_i \), for \( i = 1, 2 \), since \( f \) is outside of \( w|_x \). Assume, w.l.o.g., that \( p_1 \) precedes \( p_2 \). It follows from Observation 5.3.5 that \( l_2 \) crosses \( l_1 \) (see Figure 5.11(a)). Since \( m \subseteq e|_{p_1, q_1} \cap e|_{p_2, q_2} \), the order of the four points is either \( p_1, p_2, q_1, q_2 \) or \( p_1, p_2, q_2, q_1 \). Let us consider these cases:

**Case 1:** Suppose \( q_1 \) precedes \( q_2 \) (see Figure 5.11(b)). Since \( w_1|_{x_1} \) and \( w_2|_{x_2} \) do not contain any original vertex, \( l_2 \) must cross \( l_1 \) (one more time) and \( r_1 \) (see Figure 5.11(c)), or \( r_2 \) must cross \( l_1 \) and \( r_1 \) (see Figure 5.11(d)). The first case yields an empty lens. In the second case, note that \( e'_1 \) must cross either \( l_2 \) (see Figure 5.11(e)) or \( r_2 \) (see Figure 5.11(f)), yielding four pairwise crossing edges.

**Case 2:** Suppose \( q_1 \) precedes \( q_2 \) (see Figure 5.11(g)). Then the edge \( e'_2 \) must cross \( e \)
Figure 5.11: Illustrations for the proof of Observation 5.3.6
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twice, creating an empty lens, or cross \( l_1 \), yielding four pairwise crossing edges (see Figure 5.11(h)).

Since all the cases imply forbidden configurations (an empty lens or four pairwise crossing edges), we conclude that \( f \) cannot be a possible \( \mathcal{X} \)-contributor through \( m \) to more than one wedge. \hfill \Box

It follows from Observation 5.3.6 that a face \( f \), such that \( |f| \geq 7 \), ends up with a charge of at least \( |f| - 4 - |f|\left(\frac{1}{3} + \frac{1}{18}\right) > 0 \). Likewise, \( k \)-quadrilaterals, for \( k > 0 \), and good pentagons and hexagons end up with a non-negative charge, as their charge after charging the 0-triangles was at least \( \frac{1}{3} \). Summing up the charges over all the wedges we have \( \frac{2|E(G)|}{18} \leq 4n - 8 \); hence \( |E(G)| \leq 36n - 72 \). \hfill \Box

### 5.4 Conclusions and Open Problems

We have shown that \( 7n - O(1) \leq f_3(n) \leq 8n - O(1) \). So far we have been unable to close the small gap between the lower bound and the upper bound. The upper bound on \( f_3(n) \) can be used to obtain a lower bound for the number of 3-tuples of 3-pairwise crossing edges in any drawing of a given graph \( G \).

**Corollary 5.4.1** Let \( G \) be a graph with \( n \) vertices and \( m \) edges, and let \( cr_3(G) \) be the minimum possible number of 3-tuples of 3-pairwise crossing edges in a drawing of \( G \). Then, if \( e > 10n \), then \( cr_3(G) \geq \frac{1}{5000}e^5/n^4 \).

**Proof:** The proof is similar to the proof of the famous Crossing Number Lemma [8]. It follows from Theorem 5.2.1 that \( cr_3(G) \geq m - 8n \): Assume there is a drawing of \( G \) with \( cr_3(G) \) 3-tuples of 3-pairwise crossing edges, such that \( cr_3(G) < m - 8n \). Then by removing \( cr_3(G) \) edges, one from each of the 3-tuples of 3-pairwise crossing
edges, we end up with more than $8n$ edges and no 3-pairwise crossing edges; this is a contradiction.

Now choose every vertex of $G$ with uniform probability $p$, to be set later. Denote by $G'$ the induced graph, and by $n'$ and $m'$ its number of vertices and edges, respectively. Then, $E[n'] = pn$, $E[m'] = p^2m$, and $E[cr_3(G')] = p^6cr_3(G)$.

From the linearity of expectation we have $E[cr_3(G')] \geq E[m'] - 8E[n']$; thus, $cr_3(G) \geq m/p^4 - 8n/p^5$. It is now easy to verify that $p = 10n/m$ maximizes $cr_3(G)$ in this expression, and yields the stated lower bound.

In a similar way Theorem 5.3.1 implies:

**Corollary 5.4.2** Let $G$ be a graph with $n$ vertices and $m$ edges, and let $cr_4(G)$ be the minimum possible number of 4-tuples of 4-pairwise crossing edges in a drawing of $G$. Then, if $e > 33.6n$, then $cr_4(G) \geq 9.9 \cdot 10^{-11}e^7/n^6$.

Our most important result is the first proof that a 4-quasi-planar graph on $n$ vertices has $O(n)$ edges. An interesting open problem is to determine the exact constant hidden in the $O$-notation. By noticing that it is impossible that all the faces incident to a vertex of $G$ are 1-triangles (as done in the proof of Theorem 5.2.1), one can reduce this constant to 28.8, but this is probably still not tight. The linear upper bound for the maximum number of edges in 4-quasi-planar graphs, combined with the analysis in [48] and [49] also yield the following corollaries.

**Corollary 5.4.3** For any fixed integer $k > 4$, a simple topological graph on $n$ vertices with no $k$ pairwise crossing edges has $O(n \log^{2k-8} n)$ edges.

**Corollary 5.4.4** For any fixed integer $k > 4$, a topological graph on $n$ vertices with no $k$ pairwise crossing edges has $O(n \log^{4k-16} n)$ edges.
The main open problem remains to settle Conjecture 5.1.2 for $k \geq 5$. An affirmative answer to the following problem from [6], would immediately imply Conjecture 5.1.2.

**Problem 5.4.5** Is it possible to color the edges of a given $k$-quasi-planar graph with a constant number of colors, such that there is no pair of monochromatic crossing edges?

It is known [33] that $O(k \log k)$ colors suffice for convex geometric $k$-quasi-planar graphs. A result of McGuinness [39] implies an affirmative answer also for simple 3-quasi-planar graphs for which there is a closed curve that intersects every edge exactly once.

Our proof technique might also be useful for other Turán-type problems for topological graphs. Given a topological graph $G$, consider the induced plane graph and charge every face $|f|$ of it with $|f| + v(f) - 4$ units of charge. Then, the overall charge is $4n - 8$. Now, if charges can be distributed such that the average charge of a face remains non-negative, and every wedge of the topological graph has some charge $\varepsilon(n)$, then the number of edges in $G$ is at most $(4n - 8)/(2\varepsilon(n))$. If one wishes to distribute charges such that every face has a non-negative charge (as is done in the proofs of Theorems 5.2.1 and 5.3.1), then the problematic faces are 0-triangles and 0-pentagons. We now give two other examples where this technique is useful.

**Example 1**: What is the maximum number of edges in a topological graph on $n$ vertices where no edge is crossed more than once?

The answer to this question was shown to be $4n - 8$ by Pach and Tóth [50] in a more general setting. However, obtaining this bound using our technique is easy. Given such a graph $G$ (drawn without empty lenses), every face of the induced plane graph
has a positive charge. Moreover, the first face of a wedge has at least 1/2 units of
charge to contribute to the wedge (the worst case is a 2-triangle). Thus, $\varepsilon = 1/2$, and
the upper bound follows.

Example 2: The proof of Theorem 5.2.1 shows that a topological graph on $n$ ver-
tices, drawn such that its induced plane graph contains no 0-triangles, has at most
$8n - O(1)$ edges. One can ask what is the maximum number of edges in graphs that
can be drawn with no 0-$k$-gons in their induced plane graph.

Corollary 5.4.6 A simple topological graph that can be drawn such that the plane
graph induced by its drawing contains no 0-pentagons has at most $6n - O(1)$ edges, and
this bound is sharp up to some additive constant.

Proof: Given such a graph $G$, we assign a charge of $|f| + v(f) - 4$ to every face $f$ in
the induced plane graph. Then, each 0-triangle obtains one unit of charge in the way
described in the proof of Theorem 5.3.1. Since there are no 0-pentagons, every face
remains with a non-negative charge. Next, every wedge obtains $1/3$ units of charge
and the upper bound follows. Figure 5.12 shows that this upper bound is tight (up
to some additive constant).

Problem 5.4.7 What is the maximum number of edges in a topological graph that
can be drawn such that there are no 0-quadrilaterals (resp., 0-$k$-gons, $k > 5$) in the
plane graph induced by its drawing?

A lower bound for $f_k(n)$. It would be interesting to generalize the construction
in Section 5.2.2 and obtain a non-trivial lower bound for $f_k(n)$, for $k > 3$. A trivial
bound can be deduced from the tight bound of $2(k-1)n - \binom{2k-1}{2}$ for convex $k$-quasi-
planar graphs on $n$ vertices [16]. By placing $n - (k-1)$ points in a convex position,
such that they all “see” another set of \( k - 1 \) points in a convex position, one can obtain a (geometric) \( k \)-quasi-planar graph with 
\[
2(k-1)(n-k+1) - \left( \frac{2k-1}{2} \right) + (n-k+1)(k-1) + (k-1)^2 = 3(k-1)n - (4k-3)(k-1)
\]
edges.

Finally, we mention some other problems related to quasi-planar graphs.

**Problem 5.4.8** What is the maximum integer \( m(k) \), such that \( K_{m(k)} \) is a \( k \)-quasi-planar graph?

According to Figure 5.13, \( m(3) \geq 9 \). For geometric graphs, this is also the best possible bound [7]. Theorems 5.2.1 and 5.2.5 imply that \( m(3) \leq 10 \) for simple topological graphs, and \( m(3) \leq 14 \) for non-simple graphs.

**Problem 5.4.9** Given a graph \( G \) and an integer \( k \), determine whether \( G \) can be drawn as a \( k \)-quasi-planar graph.

For \( k = 2 \), the problem becomes a planarity test and can be solved in linear time (see, e.g., [31]). However, we suspect that this problem is NP-hard even for \( k = 3 \).
is known [29] that deciding whether a graph can be drawn with at most one crossing per edge is intractable.

The crossing number of a graph $G$, $cr(G)$, is the minimum possible number of crossings with which $G$ can be drawn. Numerous works have studied different aspects of the crossing number (see [46] for a survey). Let $G$ be a graph that can be drawn as a $k$-quasi-planar graph, and let $cr_k(G)$ be the minimum possible number of crossings in such a drawing of $G$. It seems reasonable that for some graphs $G$, in order to draw them as $k$-quasi-planar graphs, one has to “pay” by having more crossings than $cr(G)$.

**Problem 5.4.10** Is there a function $f(n,k)$, such that $cr(G) > f(n,k) \cdot cr_k(G)$?
Chapter 6

Conclusions

In this work we have studied several counting problems in combinatorial geometry. In Chapters 2-4 we considered rectangular partitions, with and without point-constraints, in the plane and in higher dimensions. The first problem, discussed in Chapter 2, concerns the number of mosaic floorplans—rectangular partitions with no point constraints in the plane. We showed a simple and efficient bijection between floorplans with $n$ blocks (rectangles) and Baxter permutations on $[n]$. From this bijection one can deduce a similar correspondence between separable permutations and slicing floorplans. Moreover, combined with known results on Baxter permutations, the bijection suggests enumerations of floorplans according to various parameters, such as the number of vertical segments. Finding the exact number of general floorplans remains an interesting open problem with applications to integrated circuits design.

In Chapter 3 we discussed a generalization of mosaic floorplans to box partitions in three and higher dimensions. For guillotine partitions, a generalization of slicing floorplans, we were able to provide an exact summation formula as well as an asymptotic analysis for the number of structurally-different partitions in $d$ dimensions by
We also showed that 3-dimensional partitions by rectangular “walls” are equivalent to extrusions of 2-dimensional mosaic floorplans. Using this property one can count the number of such partitions for small values of \(n\) (the number of “walls”). However, finding an exact or even recursive formula for the number of partitions-by-rectangles is an open question.

We call 2-dimensional rectangular partitions subject to point-constraints rectangulations, and we discussed their number in Chapter 4. We showed that the number of rectangulations (by \(n\) segments) of a set \(P\) of \(n\) noncorectilinear points depends only on the permutation in which the points are arranged. For any permutation, the number of guillotine rectangulations is always the \(n\)th Schröder number and the total number of rectangulation is \(O(18^n/n^4)\). For point sets in a separable permutation we proved that the number of rectangulations is the \((n + 1)\)st Baxter number. We suspect that any set of points has at least that many rectangulations.

In Chapter 5 we considered the maximum number of edges in \(k\)-quasi-planar graphs—graphs that can be drawn with no \(k\) pairwise crossing edges. We gave a simple proof that a 3-quasi-planar graph on \(n\) vertices has at most \(8n - O(1)\) edges, thus improving the previously best upper bound of \(65n\) [48]. It is an open question to close the gap between the new upper bound and our best lower bound construction with \(7n - O(1)\) edges. For simple 3-quasi-planar graphs we were able to show a sharp bound (up to some additive constant) of \(6.5n - O(1)\) edges. Our most important result is the first proof that a 4-quasi-planar graph on \(n\) vertices has \(O(n)\) edges. This is a further step forward in proving a conjecture from the early 1990s saying that for every fixed \(k\), the number of edges in a \(k\)-quasi-planar graph is linear in the number of vertices. At the moment, we do not know whether our new proof technique can be extended to 5-quasi-planar graphs and greater values of \(k\). Still, the new upper
bound for 4-quasi-planar graphs results in improved upper bounds for the maximum number of edges in $k$-quasi-planar graphs, for $k > 4$. 
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נושאים המתקנים למענה בבעודם של שילוב עם הקורא המאומרים לקומנדו. תחומי
זה עוסק بماיצוג ספירה, קום, והכנת מבנים ומאמרים יסודטרים, המראים
מאוביקטים ואמニアירים כנないと, וכפיים, ומשלימים.

בדחה קבורה של מכינים קומבהטרים. את השאלות התשעיות לישאיל היא: "עד היום
נודלי קובץ ו? את סוכרים בשיער ובפרזה של קבורה נקירת בטיפול. הפרופ
P
פורמל, בודקת קבורה של n הקורא המאומרים הנמצאות בנתן מלון , R, של
היא חלוקה של המלון R למלבני קבונים על ידי כתמים מלבבים פלולים, ככ שכל
koneksi ל-P- נמסרת על קשייה. התשעים מלבני המוער על סך ארוכי הקטעים הזה

ביעה שלינונה המשרר רב של מאמרים בשפרות [15, 17, 21, 26, 27, 28, 35, 36]

אם מראים סכתאר הסדר היחסי בין הקורא וimeType הפרומת ב-היתדה, המפר למ
לבודיני היא מספר המפרות על Baxter על n לאפרטי, ב是什么呢, לא מראים כל לכל

חרי סדרה שלquez, מסר מחובני עדיזיותה היא坦克 מספר
Schröder המובנים היא O(18n/4) מת📣, ומטיםombok ששם משלב מחוי על כל מרחב המלבונים

של קבורה גרות של קבורה במעתה ששת פאולות מקומית.

. (floorplans)

מבנים קומבחרים יסודיים ואלה קורא הוא מבנה בתוכנו tànשימים מובלים

บทכליך החובים מעזים מעולי (integrated circuit) וקביעה של תזנוז, הנקה והמיקה של

( rhetor של השבב והריכים히 היה מבנים. מפר-היתדה)

(hebrew) למיקוס הקורא על העדנים. הלך מ哢ת בדרר כל יאמרוע

כף

 Tecnion - Computer Science Department - Ph.D. Thesis PHD-2006-11 - 2006
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לי unwrap את הבגרים והטרפים (extremal graph theory) כך générית
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设计方案ים ו DWORDים במלים: $3n - 6$ עבור גרף עם DWORDים תהליך טיית

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טיית

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טיית

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טיית

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טיית

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טיית

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טיית

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טיית

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טيتها

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טيتها

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי היותה טייה

$O(k)$ עבור גרף עם DWORDים Märk שמישורי זרכוי הית