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Abstract

Modern SMP servers with large heaps provide new challenges for the design of suitable garbage collectors. Garbage collectors designed for client machines usually work in the so-called stop-the-world (STW) manner. A STW collector stops all program threads while executing. Naive collectors employ only one of the available CPUs on an SMP. Naive STW collectors may lead to inefficient running times on servers, long pause times and poor CPU utilization. These problems can be solved by either executing the collector in a separate thread (or process) concurrently with the program threads, or by parallelizing the execution of the collection.

We have designed and implemented several alternative collectors for server platforms. These collectors attempt to improve the garbage collection process in SMP platforms. In particular, we have focused on concurrent collectors and reference-counting collectors.

We started by designing a mark-and-sweep on-the-fly algorithm based on the sliding-views mechanism of Levanoni and Petrank. This algorithm can also be used to infrequently collect garbage cycles in the reference-counting sliding-views collector. Next, we introduced the age-oriented collector, which exploits the generational hypothesis best when used with reference counting, to obtain highly efficient collection. In our third project, we proposed a new on-the-fly cycle collection algorithm to accompany the reference-counting sliding-views collector. In the fourth, we have inserted prefetch instructions into the reference-counting collector in order to hide (or decrease) cache miss stalls, and hence reduce the overhead imposed by a reference-counting collector. Finally, we studied ways to identify and eliminate wasteful use of the memory management subsystem by employing three patterns, when possible.
Notations and Abbreviations

AO - Age Oriented
GC - Garbage Collection
JVM - Java Virtual Machine
MS - Mark and Sweep
RC - Reference Counting
RVM - Research Virtual Machine
SMP - Symmetric Multi-Processor
STW - Stop the World
SVMS - Sliding-Views Mark-and-Sweep
SVRC - Sliding-Views Reference-Counting
TIB - Type Information Block
ZCT - Zero Counts Table
A Glossary

Copying garbage collection. A tracing garbage collection method that operates by re-locating reachable objects and then reclaiming objects that are left behind, which must be unreachable and therefore dead.

Floating garbage. Garbage objects which are not being collected promptly after turning garbage. This subjective term usually denotes garbage that is generated during a collection cycle or garbage that a collection fails to reclaim even though eligible for collection.

Garbage; garbage objects; dead objects. Objects that are not reachable.

Generational garbage collection. A garbage collection method that makes use of the generational hypothesis that “most objects die young”. Objects are gathered together in generations (set of objects of similar age). New objects are allocated in the youngest generation, and promoted to older generations if they survive long enough. Objects in older generations are collected less frequently, saving CPU time.

Incremental garbage collection. Garbage collection methods which perform garbage collection work in parts and not continuously (i.e., the collector may pause in the middle of a collection cycle while mutators continue). Hence, the collector work is done incrementally.

Mark and sweep garbage collection. A tracing garbage collection method that recursively traces and marks objects starting from the roots, then frees all non-marked objects.

Mutators, mutator threads. Threads that perform application work.

Pause time, maximal. The maximal duration a mutator has ever been stopped for by the collector.

Reachable. An object is reachable if a root refers to it, or another reachable object has a slot referencing it.

Reference-counting collection. A garbage collection method that determines reachability by counting the number of references to each object.

\[^{1}\text{Taken from [88, 63].}\]
**Roots.** A collection of variables that may contain references which are immediately accessible to at least one mutator. Typical roots are the control stack, global variables, other static data, registers, intern tables, etc.

**Stop-the-world garbage collection.** Garbage collection methods in which the collector and mutators seldom operate concurrently. These methods are usually characterized by long interruptions to user processing, yet are simple to implement and often exert lower overheads for the collection.

**Throughput.** For a given benchmark, the number of operations completed per time unit.

**Tracing garbage collection.** A garbage collection method based on the fact that if an object is not reachable, mutators could never access it, and therefore it cannot be alive. In a collection cycle, a part or the entire objects graph is traced to find which objects are reachable. Those that were not reachable may be reclaimed.

**Write barrier.** Operations performed when a mutator stores an object reference from its local state into an object slot, if such operations are required.
Chapter 1

Introduction

1.1 Garbage collection

Garbage collection (GC) is the automatic recycling of dynamically allocated memory. It automatically determines what memory a program is no longer using, and recycles it for other use. Manual memory management is (programmer-) time consuming and error prone. GC avoids the need for the programmer to deallocate memory blocks explicitly, thus avoiding (or ameliorating) the following problems. First, the problem of premature frees where memory is released too early (while it is still reachable), causing a problem when this memory is accessed later. Memory leak is another (manual memory management) problem in which allocated memory is not released when no longer needed. This problem may cause shortage of memory in further stages of the application. An additional problem is erroneous attempts to release memory chunks that were already freed (double free problem).

By using GC, the burden on the programmer is reduced by not having to investigate such problems, thereby increasing productivity. GC can also dramatically simplify programs, chiefly by allowing modules to present cleaner interfaces to each other: the management of object storage between modules is unnecessary. Additionally, GC can reduce the amount of memory used because the interface problems of manual memory management are often solved by creating extra copies of data.
1.2 Servers

One of the urging needs that the Internet age has necessitated is the one for high-end, scalable, responsive, portable and rapidly developable servers. Nowadays, virtually every firm has to deploy Internet servers capable of serving anytime, any number—from a handful to millions—of customers and supply them with a prompt response, regardless of the current load the server has to handle. Thus, servers are required to be scalable and in particular, the response time of the server should be as independent as possible from the load on the server. In addition, due to rapidly emerging technologies and the users’ demand for constantly increasing functionality, servers should be programmed using a portable language that allows code reuse and rapid development. In view of these factors, many server suppliers choose symmetric multiprocessor as their hardware platform and Java as their software platform.

A symmetric multiprocessor is a computer system possessing multiple CPUs and a shared memory. This allows maintaining performance as the number of users grows (up to a certain bound), by adding more processors to the system. This solution is usually cost-effective and it requires no alteration of existing code.

Java is a shared-memory, multi-threaded, portable, object-oriented and garbage collected language. By virtue of being a shared-memory and multi-threaded, Java lets the programmer exploit the resources of the symmetric multiprocessor efficiently. Multi-threading also simplifies the design of servers that have to handle independent requests and it improves response latency. Being portable, object-oriented and garbage-collected, Java facilitates the development process, shortens it and guarantees a more reliable result.

The implementation of the garbage collection, however, must be designed specifically for servers with short response and service times, which are the ultimate goals of server scalability.

1.3 Garbage collection for servers

The general problem of garbage collection has drawn attention virtually from the first days of the general-purpose computer. However, most techniques were developed for uniprocessor client memory-constrained systems that executed non time-critical missions, such as text editing. The dominant characteristic of such garbage collection techniques was the favoring of space over speed. In particular, it is acceptable in such systems to suspend all execution threads while a centralized garbage collection process is compacting the heap. Since the
number of objects and threads is small relative to server applications, the pause is tolerable, in most cases, by the end user.

Modern SMP servers with large heaps provide new challenges for the design of suitable garbage collectors. Garbage collectors designed for client machines may lead to inefficient running times on servers and non-incremental collector may lead to unacceptable pauses. A server application running on a symmetric multiprocessor should preferably never come to a complete halt due to garbage collection. Since the collector is usually single-threaded, when all user threads are stopped for garbage collection only a single processor is utilized, compromising the effectiveness of the multiprocessor system. In addition, as the number of threads increases, the time required to stop all threads simultaneously is increasing and the system becomes less responsive and non-scalable. This is especially the case when a thread can be stopped only at special safe-points in the code it is executing.

Thus, garbage collectors for server systems should be concurrent meaning that the garbage collector is executing concurrently with the user threads (also called mutator threads). It is preferable that synchronization between the garbage collector thread and the mutators be kept as low as possible. Concurrent garbage collectors are often extensions of sequential garbage collector algorithms. As such, they can be roughly categorized as concurrent mark and sweep (for example [32, 33]), concurrent copying collectors (see [17, 76, 52]) and concurrent reference counting (see [30]).

An on-the-fly garbage collector is a delicate concurrent collector that does not stop the program threads simultaneously to perform the collection, i.e., there is never more than a single mutator stopped (while a concurrent collector might halt program threads simultaneously for a short while). Instead, the collector executes on a separate thread (or process) concurrently with the mutator threads. On-the-fly collectors are useful for multithreaded applications running on multiprocessor servers, where it is important to fully utilize all processors and provide even response time, especially for systems in which stopping the threads is a costly operation. By avoiding the need of stopping all mutator threads simultaneously, on-the-fly collectors provide extremely short pauses.

1.3.1 Parallel garbage collection

A parallel collector could also be a suitable choice for collecting garbage in server systems. A parallel collector is a collector which executes the collection work in parallel by more than one collector thread, and hence achieves full CPUs utilization. Several parallel collectors have already been suggested [40, 57, 39, 75].
The advantage of a concurrent collector over a parallel collector is that a concurrent collector stops all the program threads only for a short period (to apply a short cooperation with the collector). A parallel collector executes the entire collection while the program threads are halted, thus incurring a longer pause time of 1-2 orders of magnitude. However, the scalability of concurrent collectors is limited: a single collector thread may not be able to supply enough free memory needed by mutators’ allocations. If the collector falls behind the space requests of the mutators, the mutators would halt waiting for a collection cycle to terminate (and supply free space). In these cases the superiority of a parallel collector (over a concurrent collector) is expressed: the parallel collector always exploits all CPUs, while a program employing a concurrent collector uses only one until free space is supplied. Another advantage of the parallel collector is that it is invoked less frequently than a concurrent collector (and thus causes less overhead). A parallel collection should only be invoked when we ran out of memory, while a concurrent collection should be invoked sooner, as it tries to avoid an out of memory situation.

In order to gain both a better throughput and a short response time, a collector could be designed to be both parallel and concurrent (such as in [75]). In this work, however, we focus solely on concurrent garbage collectors.

1.3.2 An example

Figure 1.1 illustrates the difference between four different collector kinds: stop-the-world, parallel, concurrent and on-the-fly. The basic scenario refers to a symmetric multiprocessor with four processors. Collector threads are colored yellow and mutator threads are colored blue. All four scenarios are initiated similarly, where mutator threads run over all four processors. The difference between the collectors is introduced when a garbage collection cycle is invoked.

The stop-the-world garbage collector, in our example, is a naive stop-the-world collector, which stops all the mutator threads during a collection and operates over a single CPU. This collector inefficiently employs the hardware, as all but one CPU are left idle during the collection.

The parallel garbage collector introduced in Figure 1.1, is also a stop-the-world one, as mutators are halted during garbage collection work. However, garbage collection, in this case, is done simultaneously by multiple collector threads over all processors. Hence, it introduces a parallel stop-the-world collector. Since the collection work in done in parallel (and the four processors are exploited) the mutators are paused (interrupted) for a shorter
period than with the naive stop-the-world. In addition, all processors are kept active during the application run.

The concurrent collector presented in the example initiates a collection cycle by simultaneously halting all mutators for a short period (for some synchronization). Then, it proceeds by resuming the mutator threads on three CPUs and running a dedicated collector thread on the fourth CPU. Hence, the collector thread runs concurrently with the mutator threads. When the collection cycle terminates, a mutator is resumed also on the fourth processor. With the concurrent collector, mutators are halted simultaneously only for a short period (at the beginning of the collection), yielding shorter pause times than the parallel garbage collector does.

Like the concurrent collector, the on-the-fly collector presented in Figure 1.1, works on the fourth processor concurrently with the program threads. However, instead of simultaneously halting all mutators threads in the collection beginning, each mutator is halted on its own
paste, and only then a collector thread is executed on the fourth processor. This yields an even shorter pause time (than the concurrent collector yields), as mutators are resumed after a short synchronization with the collector, independently of other mutators.

1.4 Research motto

Our work heavily relates to the field of reference-counting algorithms for server systems. Reference counting is one of the most intuitive methods for automatic storage reclamation. As such, systems using reference counting were implemented starting from the sixties [26]. The main idea is that we keep for each object a count of the number of references to the object. When this number becomes zero for an object $o$, we know that $o$ can be reclaimed.

Traditional reference-counting algorithms suffer from several flaws. First, when using a reference-counting collector, pointer manipulations impose a substantial computational overhead (in order to maintain the reference count of the involved objects). In addition, reference-counting collectors suffer from costly parallelism: the transformation of sequential reference counting into concurrent reference counting need cope with keeping the reference counting invariant (the number of references to an object equals the value of the reference count field of the object) in environments were arithmetic manipulation of memory locations is not atomic. Another major drawback is reference-counting inability to reclaim cyclic data-structures (strongly connected components in the objects graph).

These drawbacks have directed researchers and commercial systems to focus on tracing collectors. Hence, historically, the study of reference counting (and in particular concurrent reference counting) has not been as extensive and thorough as the study of tracing collectors, forming an approximate two decades research gap. Recent studies of reference-counting algorithms on modern platforms [82, 6, 62, 63] were able to mask some of these drawbacks. In particular, Levanoni and Petrank [62, 63] have drastically reduced the work required by a reference-counting collector and eliminated much of the parallelism overhead (by completely eliminating the need for synchronization operations in the write barrier).

In addition to these recent studies, reference counting seems appealing for future garbage collected systems, where very large heaps are used. Tracing collectors must traverse all live objects, and thus, the larger the usage of the heap (i.e., the amount of live objects in the heap), the more work the collector must perform. The amount of reference-counting work, however, is proportional to the amount of work done by the user program between collections plus the amount of space that is actually reclaimed. But it does not depend on the space
consumed by live objects in the heap.

In order to reduce reference-counting research gap and since reference counting seems appealing for future platforms, our central motto in this work was to try to advance research on reference counting to close the said gap. In particular, we focus on improving reference-counting collectors on SMP machines, by designing and implementing new and better algorithms for memory management on servers. During this work, we have focused on the following projects:

- Basing a mark-and-sweep on-the-fly algorithm on the sliding-views mechanism of Levanoni and Petrank [61, 63]. This algorithm can also be used to infrequently collect garbage cycles in the reference-counting sliding-views collector.

- Designing and implementing the \textit{age-oriented} collector, which exploits the generational hypothesis (that “most objects die young”) together with reference counting, to obtain highly efficient collection. We believe that the \textit{age-oriented} collector forms the optimal manner of reference-counting use.

- Designing and implementing a new on-the-fly cycle collection algorithm. The new algorithm improves the efficiency and theoretical properties of concurrent cycle collection.

- Inserting prefetch instructions into the reference-counting collector in order to hide (or decrease) cache miss stalls, and hence reduce the overhead imposed by a reference-counting collector.

- Studying ways to identify and eliminate wasteful use of the memory management subsystem by employing three patterns, when possible: \textit{SOjMA (single object for multiple allocations)}, \textit{object pooling} and \textit{compound object pooling}.

Next, we elaborate on each one of these projects.

1.5 An on-the-fly tracing collector

We propose a novel mark-and-sweep on-the-fly algorithm based on the sliding-views mechanism of Levanoni and Petrank (which was originally proposed for a reference-counting collector). We have implemented our collector on Jikes RVM running on a Netfinity multiprocessor and compared it to the concurrent algorithm and to the parallel stop-the-world
collector supplied with Jikes. The maximum pause time that we measured with our benchmarks over all runs was 2ms. In all runs, the pause times were smaller than these of the parallel stop-the-world collector by two orders of magnitude and they were also always shorter than the pauses of Jikes concurrent collector. Throughput measurements of the new garbage collector show that it outperforms Jikes’ concurrent collector by up to 60%. As expected, the stop-the-world collector does better than the on-the-fly collectors with results showing about 10% difference.

On top of being an effective mark-and-sweep on-the-fly collector standing on its own, our collector may also be used as a backup collector (collecting cyclic data structures) for the Levanon-Petrank reference-counting collector. These two algorithms perfectly fit sharing the same allocator, a similar data structure, and a similar JVM interface.

1.6 Age-oriented collectors

Generational collectors are well known as a tool for shortening pause times incurred by garbage collection and for improving garbage collection efficiency. In this work, we investigate how to best use generations with reference-counting collectors with an emphasis on concurrent collection. We propose a new collection approach, denoted age-oriented collection, for exploiting the generational hypothesis to obtain better efficiency. This approach is particularly useful when reference counting is used to collect the old generation. The resulting concurrent collector is highly efficient and non-obtrusive. Finally, an implementation is provided demonstrating how the age-oriented collector outperforms both the non-generational and the generational collectors’ efficiency. We conclude by advocating the age-oriented approach as the best known state-of-the-art method to obtain the highest efficiency with a reference-counting collector.

1.7 Concurrent cycle collection in reference-counting collectors

A reference-counting garbage collector cannot reclaim unreachable cyclic structures of objects. Therefore, reference-counting collectors either use a backup tracing collector infrequently, or employ a cycle collector to reclaim cyclic structures. We propose a new concurrent cycle collector, i.e., one that runs concurrently with the program threads, imposing
negligible pauses (of around 1ms) on a multiprocessor.

Our new collector combines the state-of-the-art cycle collector [7] with the sliding-views collectors [62, 63, 4]. The use of sliding views for cycle collection yields two advantages. First, it drastically reduces the number of cycle candidates, which in turn, drastically reduces the work required to record and trace these candidates. Therefore, a large improvement in cycle collection efficiency is obtained. Second, it eliminates the theoretical termination problem that appeared in the previous concurrent cycle collector. There, a rare race may delay the reclamation of an unreachable cyclic structure forever. The sliding-views cycle collector guarantees reclamation of all unreachable cyclic structures.

The proposed collector was implemented on the Jikes RVM and we provide measurements including a comparison between the use of backup tracing and the use of cycle collection with reference counting. To the best of our knowledge, such a comparison has not been reported before.

1.8 Reference Counting using Prefetch

The performance gap between memory latency and processors’ speed is increasing, making memory accesses a major performance bottleneck. Although cache hierarchies are used to reduce this gap, applications still tend to suffer considerable memory stall time due to cache misses. In this work we identify opportunities to prefetch predictable data accesses in advance in a modern reference-counting garbage collector. The proposed prefetch instructions were inserted into the Jikes reference-counting collector. Interestingly, reference counting turns out less susceptible to prefetching improvements than tracing collectors. Whereas tracing collectors touch each object once, reference-counting collectors touch objects repeatedly. Nevertheless, the inserted prefetch instructions reduce, on average, an 8.7% of the memory management overheads yielding a 2.2% overall application speedup.

1.9 Object pooling

In this project, we study ways to identify and eliminate wasteful use of the memory management subsystem. First, an effective profiler is proposed to spot inefficient use of allocations. Then, three patterns are studied to improve efficiency for these cases, when possible: SOJMA (single object for multiple allocations), object pooling and compound object pooling. The latter
is an interesting tweak on standard object pooling, which improves performance significantly, when applicable. It turns out that various standard benchmarks include code that causes such extremely inefficient use of the memory manager. This code can be easily identified by our profiler and modified via the patterns that we propose to make the program run faster. Measuring the proposed modifications on various standard benchmarks with a couple of Java Virtual Machines (JVMs) and using various (standard) garbage collection algorithms, an improved application performance of up to 22.8% is achieved. The importance of the novel compound object pooling pattern, in particular, is highlighted by the SPECjbb2000 benchmark where naive object pooling yields no performance improvement. Nevertheless, compound object pooling is applicable and yields an overall throughput improvement of 3.0-9.3%.

1.10 Organization

The rest of the thesis is organized as follows. Section 2 presents related work on on-the-fly collectors, tracing collectors, generational collectors, reference-counting collectors and in particular the sliding-view reference-counting collector. Section 3 presents the mark-and-sweep sliding-views collector. Section 4 introduces the age-oriented collector. Our concurrent cycle collection algorithm is discussed in Section 5. Section 6 exhibits how using prefetch instructions can improve the efficiency of a reference-counting collector. In Section 7, we study ways to identify and eliminate wasteful use of the memory management subsystem by employing patterns.
Chapter 2

Related Work

2.1 On-the-fly collectors

Modern SMP servers with large heaps provide new challenges for the design of suitable garbage collectors, the so-called stop the world setting, that work while program threads are stopped. On multiprocessor platforms, it is not desirable to stop the program and perform the collection in a single thread on one processor, as this leads both to long pause times and poor processor utilization. A concurrent collector is a collector which runs concurrently with the program threads. The program threads may be stopped for a short time to initiate and/or finish the collection. An on-the-fly collector is a concurrent collector that does not need to stop the program threads simultaneously, not even for the initialization or the completion of the collection cycle. Hence on-the-fly collectors provide extremely short response time and are especially useful for systems in which stopping the threads is a costly operation.

The study of on-the-fly garbage collectors was initiated by Steele [91, 92] and Dijkstra, et al. [32] and continued in a series of papers [44, 10, 11, 59, 60, 34, 33, 62, 63, 35, 36, 6, 52, 4].

The advantage of an on-the-fly collector over a parallel collector and other types of concurrent collectors [8, 37, 71, 17, 38, 39, 75, 86, 58, 56], is that it avoids the operation of stopping all the program threads\(^1\). Such an operation can be costly, and it usually increases the pause times. Today, on-the-fly collectors achieve pauses as short as a couple of milliseconds, and even less [52]. On-the-fly collectors were mostly based on the mark-and-sweep algorithm, yet, an on-the-fly copying collector has appeared in [52] and on-the-fly reference-counting

\(^1\)The collector of Nilsen et al. [72] incrementally scans the stack contents of each thread, but involves other overheads.
collectors were proposed in [6, 62, 63].

2.2 Reference counting

The traditional method of reference counting applicable in the realm of uniprocessing was first developed for Lisp by Collins [26]. In its simplest form, it allowed immediate reclamation of garbage in a localized manner, yet with a notable overhead for maintaining the space and semantics of the counters. Weizenbaum [100] showed how the delay introduced by recursive deletion (which is the only non-constant delay caused by classic reference counting) can be ameliorated for fixed sized objects, by distributing deletion over object creation operations. Deutsch and Bobrow [31] eliminated most of the computational overhead required to adjust reference counters in their method of deferred reference counting. According to the method, local references are not counted and thus it is unnecessary to track fetches, local pointer duplications and cancellations. Only stores into the heap need be tracked. However, the immediacy of reference counting is lost in a certain extent, since garbage may be reclaimed only after the mutator state is scanned and accounted for. Bacon et al. [6] and Levanoni and Petrank [62, 63] have extended the reference-counting algorithm to run concurrently with the program threads. Both achieve extremely low pause times (of around 2ms). The on-the-fly algorithm of Bacon et al. [6] employs a novel on-the-fly cycle detector, avoids the need of Deutsch and Bobrow’s zero count tables, and shows how pointer updates could be done using a single compare-and-swap (instead of a central lock over all pointer updates). The on-the-fly algorithm of Levanoni and Petrank [62, 63] is described in Section 2.6.

2.3 Generational garbage collectors

Previous researchers have gathered considerable evidence to support the weak generational hypothesis that “most objects die young”. The insight behind generational garbage collection is that storage reclamation can be made more efficient and less obtrusive by concentrating effort on reclaiming those objects most likely to be garbage, i.e., young objects. The generational strategy is to segregate objects by age into two or more regions of the heap called generations. Different generations can then be collected at different frequencies, with the youngest generation being collected frequently and older generations much less often.

Generational garbage collection was introduced by Lieberman and Hewitt [64], and the first published implementation was by Ungar [97]. Both algorithms were aimed to reduce
the running time of most collections by focusing on the young objects. Appel [2] presented a two-generation collector with variable young generation size: all its free space is devoted to the young generation. When the young generation becomes full (and thus both generations consume all usable memory), it collects the young generation, copying surviving objects to the older generation, and reducing the young generation size by this space. Major collections are executed only when the old generation occupies the entire heap. Demers, et al. [28] presented an algorithm for using generational collector without moving the objects. Their motivation was to adapt generations for conservative garbage collection. Instead of partitioning the heap physically and keeping the young objects in a separate place, it is suggested to partition the heap logically, and to keep a bit per object, indicating whether the object is young or old. Other interesting variants of generational collection include the Train algorithm [51], the older first collector [94], and Beltways [13].

Incorporations of generational collectors into on-the-fly collectors were done by Domani et al. [35], and by Azatchi and Petrank [5]. Both works employed fixed-sized young generation and both showed that combining generations with on-the-fly collectors may be useful. Domani, Kolodner and Petrank adopt the idea of Demers, et al. [28] to partition the young and the old objects logically (as objects cannot be moved). The Doligez-Leroy-Gonthier mark-and-sweep collector [34, 33] is used both for the collection of the young generation and the collection of the full heap. Azatchi and Petrank [5] showed how generational collection could interact with reference counting, by using reference counting for the old generation and mark and sweep for the young generation. They built on the reference-counting collector of Levanoni and Petrank [62] and on the mark-and-sweep collector of Azatchi et al. [4].

Blackburn and McKinley [14] implemented a uniprocessor stop-the-world generational collector with reference counting for the old generation and copying for the young. Using copying for the young generation is a natural choice for stop-the-world collection, as it makes better use of the high death rate (of objects belonging to the young generation). Adopting copying for an on-the-fly collector is rather difficult (the only known such construction appears in [52]). The goal in [14] was to use the generational collector to shorten the pauses a stop-the-world reference counting may incur, while obtaining good throughput. They used a clever mechanism to run part of the old generation collection together with the young collection in order to avoid the need for a full collection that requires a long pause. Indeed, their

\[^2\]A partial incorporation of generations with an on-the-fly collector was used by Doligez, Leroy, and Gonthier [34, 33]. The whole scheme depends on the fact that many objects in ML are immutable. This is not true for Java and other imperative languages. Furthermore, the collection of the young generation is not concurrent.
collector demonstrated controlled pause times with good throughput. These pause times are larger than those obtained by on-the-fly collectors.

2.4 Reclaiming garbage cycles

Cyclic data structures (strongly connected components in the objects graph) are common, both in the application level and at the operating system level. The inability to reclaim garbage cyclic data structures is one of the severest disadvantage of reference counting. This inability was first noticed by McBeth [69]. Christopher [25] developed an algorithm whose primary method is reference counting, yet a tracing collector is called periodically to reclaim nodes in the heap that have a non-zero reference counts but are not externally reachable. The algorithm of Martinez et al. [68] reclaims cells, which were uniquely referenced when their count drops to zero, while when a pointer to a shared object is deleted, a local depth-first search is applied on it. This search subtracts reference counts due to internal pointers. If a collection of objects with zero reference counts is found, then a garbage cycle has been found, and is collected. Lins [65] extended this algorithm by postponing the above traversals while saving the values of the deleted pointer in a buffer (each such value is a candidate to be a root of a garbage cycle), and traverse the buffer at a suitable point. Delaying the traversal will decrease the number of over all candidates traversals since most buffer’s values will be irrelevant by the time the buffer would be traversed (because their reference count would drop to zero or would be incremented). Bacon et al. [7] extended Lins algorithm to a concurrent cycle collection algorithm. They also improved Lins’ algorithm by performing the tracing of all candidates and only then checking whether there are garbage cycles, instead of trace and check each candidate individually. However, due to race conditions there is no bound on the collection time of a garbage cycle, i.e., the algorithm does not guarantee that a garbage cycle would be collected until the i-th collection (from the time it became garbage). Lins [66] showed the algorithm can employ two graph traversals (instead of three) per candidate by using an extra data structure.

2.5 Mark and sweep

The mark-and-sweep garbage collector was first presented by [70]. A mark-and-sweep collector first marks any object which is directly reachable (either from a local or a global reference) and then recursively marks any object which is pointed to by a marked object.
Figure 2.1: Example of reference-count processing savings when using the Levanoni-Petrank collector

Then, any object, which is not marked is swept, i.e., reclaimed. Much research and engineering effort has been put into this algorithm since. Mark-and-sweep algorithms that perform garbage collection using a snapshot of the heap appear in [103, 40]. Many mark-and-sweep concurrent collectors have been proposed, such as [17, 86, 75].

The study of mark-and-sweep on-the-fly garbage collectors was as initiated by Steele [91, 92] and Dijkstra, et al. [32] and continued in a series of papers [60, 59, 44, 10, 11] culminating in the Doligez-Leroy-Gonthier (DLG) collector [34, 33]. The DLG collector is considered the most advanced on-the-fly mark-and-sweep collector. It uses fine-grained synchronization, and it was used in a production JVM of IBM (see [35, 36]).

2.6 The sliding-views reference-counting collector

Some of our projects heavily rely on the Levanoni-Petrank sliding-views reference-counting collector [62, 63]. Hence, for completeness, we provide a review of the sliding-views reference-counting collector.

The Levanoni-Petrank collector [63] is an on-the-fly reference-counting collector that eliminates many of the reference-count updates by the following coalescing strategy. Consider a pointer slot \( p \) that is assigned the values \( o_0, o_1, o_2, \ldots, o_n \) between two garbage collections. Figure 2.1 introduces such scenario, where right after a collection (stage \( a \)) \( p \) references \( o_0 \). Then at stage \( b \) it is modified to reference \( o_1 \); next (at stage \( c \)) it is modified to reference \( o_2 \). Further modifications of \( o \) are skipped until the last modification (before the next garbage collection invocation) at stage \( d \) where \( p \) is modified to reference \( o_n \). In such case, all previous reference-counting collectors execute \( 2n \) reference-count updates for these assignments: \( \text{RC}(o_0)--> \), \( \text{RC}(o_1)++ \) (both for step \( b \)); \( \text{RC}(o_1)-- \), \( \text{RC}(o_2)++ \) (both for step
Suppose the reference counts we have represent the heap view at the previous collection time, and we would like to update them for the current collection time. In light of the observation above, it suffices to do the following updates. For each pointer \( p \) that was modified between the two collections:

1. find \( p \)'s referent in the previous collection time (corresponding to \( o_0 \) above) and decrement its reference count, and

2. find \( p \)'s referent in the current collection time (corresponding to \( o_n \) above) and increment its reference count.

It remains to devise a mechanism that records all pointers that were modified after the previous collection. Furthermore, this mechanism should provide, for each such pointer, its referent at the previous collection time and its referent at the current collection time. To achieve this we employ a write barrier, a piece of code activated on each pointer assignment. Each program thread maintains a local buffer, denoted \( \text{Updates} \) buffer, in which all updated pointers are logged together with their pre-modification values. For efficiency (as explained by Levanoni and Petrank [63]), all pointers of an updated object are logged rather than each single updated pointer. To make sure that each object is logged only once, a dirty bit per object is employed to signify whether the object has already been logged. During a collection, all objects are marked not dirty. Then, at the first time a thread modifies an object, it marks the object dirty, it logs the modified object’s address and it logs all its pointers’ previous referents in the \( \text{Updates} \) buffer. Further modifications to the (dirty) object are not recorded. To deal with multithreaded programs, a carefully designed write barrier is presented in [63] allowing the above write barrier to operate on concurrent threads without requiring synchronized operations. When a new collection begins, the \( \text{Updates} \) buffer provides all the information required to update the reference counts: it lists all modified objects, and keeps a record of their referents before the first modification (these are the objects’ referents in the previous collection time). In the current collection, the collector finds the current referents of these object’s pointers.

A special case of modified objects are newly created objects. Such objects do not have referents at the previous collection time as they did not exist then. Newly created objects are created dirty (to prevent logging in the \( \text{Updates} \) buffer) and are logged (upon creation) in a special buffer, denoted the \( \text{YoungObjects} \) buffer. The collector increments the reference
An example appears in Figure 2.2. It depicts the heap and the buffers in two subsequent collections, where the view of the former collection appears on the left side. The YoungObjects buffer contains the six objects that were created after the last collection. Between the two collections a pointer in A was modified to reference C. Hence, A was logged in the Updates buffer, together with its previous referent B (which appears next to A in a smaller font). The collector uses this information in the following way. It iterates over the objects logged in the Updates buffer and finds A. It decrements the reference count of B, which is A’s descendant in the previous collection, and it increments the reference count of C, A’s descendant at the current collection time. It then iterates over the six objects in the YoungObjects buffer. It increments the reference counts of their descendants at the current collection time. For example, for the object F the reference count of H is incremented.

The above algorithm uses an implicit snapshot of the heap. A snapshot at time t is a copy
of the content of each heap object at time \( t \). The implicit snapshot is obtained by stopping all program threads simultaneously to read their local buffers, their roots, and un-dirty all the objects. However, stopping all threads simultaneously increases the pause time. To get an on-the-fly collector, program threads are not stopped simultaneously, and thus a snapshot cannot be used. Instead, a collection works with a sliding view of the heap. A sliding view of the heap is associated with a time interval \([t_1,t_2]\) (rather than a single point in time). It provides the content of each heap object at some arbitrary time \( t \), satisfying \( t_1 \leq t \leq t_2 \). In contrast to a snapshot, objects are not all viewed at the same time. Figure 2.3 depicts the difference between a sliding view and a snapshot. Using a sliding view for collection introduces a correctness danger: the view may not reflect correctly objects reachability. Figure 2.4 shows such example, where the reachability of \( Z \) is missed in the sliding view, although it is reachable. The example takes place during the time interval \([t_1,t_2]\). During step (a), the collector samples (the descendants of) object \( Y \). In step (b) object \( Y \) is modified to reference object \( Z \). As the collector has already sampled object \( Y \), it is not aware of this modification. In stage (c) object \( X \) is modified to stop referencing object \( Z \), and then at stage (d) object \( X \) is sampled. Although object \( Z \) was reachable throughout the entire duration of the example, the sliding-view misses the references to object \( Z \) and hence it may be reclaimed (if it is not referenced by another object). A solution to this problem is a snooping mechanism. The snooping mechanism records (via write barrier) any object to which a new reference is created in the heap during the time interval \([t_1,t_2]\). Snooped objects are considered (as referenced by) roots, and are not reclaimed in the current collection cycle. Returning to the example presented in Figure 2.4, as the reference from object \( Y \) to object \( Z \) is created during the time interval \([t_1,t_2]\), object \( Z \) would be snooped and hence would not be collected.

### 2.6.1 The collector phases

A collection begins by taking a sliding view of the heap. To achieve cooperation between the collector and the program threads, handshakes are used. During a handshake, each thread is halted (separately, not simultaneously) for a short pause to cooperate with the collector. During a halt, data may be exchanged between the collector and the program threads. The Levanoni-Petranko collector employs four handshakes during the collection cycle.

The collection starts with the collector raising the thread local \( Snoop_i \) flag, signaling to the mutators that it is about to start computing a sliding view. During the first handshake, the mutators are given new empty local buffers and the old buffers are transferred to the
collector. There are two such buffers for each mutator. \textit{YoungObjects}_i contains all objects created since the last collection by Mutator \( i \) and \textit{Updates}_i contains all objects modified by Mutator \( i \) since the last collection together with their previous sliding-view non-null pointer slot values. Next, the dirty flags of the objects listed in the buffers (both the \textit{YoungObjects} and the \textit{Updates} buffer) are cleared while the mutators are running. Most of the clearing operations in this stage, clear dirty bits created during the previous collection cycle, as intended. But some clearing is done to (a small number of) objects that have been dirtied and logged in the buffers (by the running program threads) concurrently with the collector clearing process. Such dirty bits should not have been cleared and hence the collector proceeds by reinforcing these bits, i.e., by fixing these dirty bits. It reads the new local buffers from all mutators in a second handshake and sets the dirty bits for the relevant objects. A third handshake with no specific operation is executed to make sure that the reinforced dirty bits are visible to all mutators. A fourth handshake is used to reset the thread local \textit{Snoop}_i flag, to scan threads’ local states and to mark objects directly reachable from the roots as \textit{Roots}.

After the fourth handshake the collector adjusts \( rc \) fields due to differences between the sliding views of the previous and current cycle. Each object which is logged to one of the mutator’s local buffers has been modified since the previous collection cycle, thus we need to decrement the \( rc \) of its children (as reflected by its pointer slot values) as appearing in the previous sliding view and increment the \( rc \) of its slots values in the current sliding view. The \( rc \) decrement operation of each modified object is done using the objects’ information obtained from the retrieved local buffers. This information contains the object non-null pointer slots’ value at the previous sliding view.

In order to decide which objects’ \( rc \) to increment, one should determine what are the children of an object \( O \) in the current sliding view. If \( O \) has not been modified since the beginning of this collection then its pointer slots values may be read from the heap. If it has been modified, the values of its pointer slots in the current sliding view must be obtained from the new \textit{Updates} buffers currently being written by the threads.

A collection cycle ends with reclamation which recursively frees any object with zero \( rc \) field which is not marked as \textit{Roots} and is not snooped.
Chapter 3

An On-the-Fly Mark-and-Sweep Garbage Collector Based on Sliding Views

3.1 Introduction

In this chapter, we present the design and implementation of a new efficient and non-intrusive garbage collector suitable for Java and C# running on modern SMP’s and using large heaps\(^1\). Our algorithm is a non-moving mark-and-sweep collector based on a “relaxed” snapshot of the heap (the sliding views). It is suitable for modern SMP’s running concurrent programs. It is fully concurrent (on-the-fly) allowing short pause times. Namely, each thread is stopped for a short while to cooperate with the collector, but the threads never need to be stopped at the same time. Finally, our collector may be used with conservative JVM’s.

The algorithm presented in this work is inter-operable with the reference-counting sliding-views algorithm of Levanoni-Petrrank meaning that they share the same allocator, and their data structure may be united so that it is possible to decide on a (collection) cycle by (collection) cycle basis which algorithm should be invoked. Hence, our sliding-views mark-and-sweep (SVMS) collector may also be used as a backup tracing algorithm for the sliding-views reference-counting collector of Levanoni and Petrrank [62, 63]. Any reference-counting collector may need to use a tracing collector to reclaim cyclic garbage. It is advantageous for

\(^{1}\)This work was presented in [4].
the reference-counting collector to have a tracing collector that may use a similar allocator and a similar JVM interface. A preliminary version of this mark-and-sweep algorithm was implemented for that purpose and was used to produce the results of the reference-counting collector reported in [62, 63]. However, the tracing sliding-view algorithm has not been reported previously and its properties have not yet been investigated. In this work, we present a mature version of this collector accompanied by an implementation and measurements.

3.1.1 The main algorithmic ideas

The basic mark-and-sweep algorithm operates by stopping all program threads, marking any object which is directly reachable (either from a local or a global reference) and then recursively marking any object which is pointed to by a marked object. Then, any object, which is not marked is swept, i.e., reclaimed. Finally, program threads are resumed.

To simplify the presentation of our new collector, we start with a simple concurrent mark and sweep that uses a snapshot. Concurrent mark-and-sweep collectors perform some, or all, of the above steps concurrently with the program threads (the mutators). *Snapshot at the beginning* [101, 40] mark-and-sweep collectors exploit the fact that a garbage object remains garbage until the collector recycles it, i.e., being garbage is a stable property. Thus, (naive) snapshot at the beginning operates by:

1. stopping the mutators,
2. taking a snapshot (replica) of the heap and roots,
3. resuming the mutators,
4. tracing the replica,
5. sweeping all objects in the original heap whose replicated counterparts are unmarked.

These reclaimed objects must have been unreachable at the time the snapshot was taken and hence they remain unreachable until the collector eventually frees them.

The problem with this approach is that making a snapshot of the heap is not realistic. It requires too much space and time. However, a useful property of today’s benchmarks is that even if they employ a large heap, only a small part of it is modified at a time.

Loosely speaking, our algorithm works as follows. Assume first that the heap does not change at all (which is not correct) and traverse the heap concurrently with the program
activity. However, the heap is modified by the program threads and we cannot ignore it. Our solution is to record objects states before they are first modified by a mutator. Later, we trace according to the recorded state. A mechanism that remembers the object state before it is first modified by a mutator has been developed in [62, 63] for monitoring changes in reference counts. We employ that mechanism for our algorithm.

In turns out that a substantial portion of this mechanism’s overhead could be saved when incorporated into a mark-and-sweep collector. The first saving is obtained by the fact that recording is necessary only when the collector is active. The second saving is due to the fact that we need to record an object $A$ only if the object $A$ is modified after the collector started and before $A$ is traced. This seldom happens. In particular, during a collection we create new objects as marked. Thus, updates to new objects, which are most frequent, do not require recording the values of the new object. Finally, and similarly to the reference-counting saving, we need to record objects only once: the first time they get modified after the collection starts. All these savings make the write barrier very efficient. Usually, it only employs a fast path running only a couple of if statements. The long path of actually recording the object’s state is taken infrequently (see the measured statistics in Section 3.6 below). The modified write barrier, that we propose, maintains the good properties of the original write barrier of Levanoni and Petrank [63]. In particular, it allows concurrent threads to collect the information with no extra synchronization. More details appear in Section 3.2.1.

Finally, the algorithm described so far needs to stop all threads at the same time in order to determine the snapshot time. This is a must with a multiprocessor since we need to determine one specific time at which no thread is in the middle of an update operation or in the middle of creating a new object and at which all threads “know” that a snapshot time has been set. Such wide mutator synchronization increases the pause time, as all mutator threads must come to a halt together. In order to eliminate this synchronization, we let the collector determine the snapshot time for each mutator asynchronously at its own pace. This reduces the pause time to the level reported in this work but requires some care to assure correctness. In particular, we get a fuzzy snapshot, called a “sliding view” of the heap. This view is not an accurate snapshot, but we can use it for collection with an additional aiding mechanism called “snooping”. During the (short) time that the sliding view is determined, the write barrier records all pointer assignments. When marking the roots is over, snooping is stopped and all pointer slots recorded by the snooping mechanism are traced as if they were roots. This may lead to a small amount of floating garbage but it is required for correctness. Details appear in Section 3.2.2.
In our implementation, we employ state-of-the-art engineering tricks such as block oriented allocator [17, 36] and color toggle [60, 50, 30, 53, 35], allowing a simple coloring of allocated objects, and saving some of the sweep work.

### 3.1.2 Comparison with the Levanoni-Petrank collector

This work is based on the *sliding-views* concept from [62, 63]. The collector presented here is a different collector by nature since it is a mark-and-sweep collector. For today’s benchmarks, the tracing collector runs faster. Our contribution here is in presenting the tracing collector, implementing it on Jikes RVM and measuring its performance against two collectors supplied with Jikes: the on-the-fly reference-counting collector and the stop-the-world tracing collector.

The algorithmic contribution in this work is in the composition of several algorithmic ideas into one optimized collector. We start with the snapshot mark-and-sweep collector employing ideas from [40, 103]. We then modify this collector to make it suitable for stock hardware: instead of using the operating system copy-on-write feature, we let the mutators record modified objects via a write barrier. But now, we may borrow the mechanism of [62, 63] for keeping track of modified objects and obtain a fast and non-intrusively collector. Once we make this connection, we note that optimization may be used on the combined modified collector. The write barrier must record a modified object only if the collector is tracing (rather than always as in [62, 63]). Furthermore, recording is only required if the object being modified has not yet been traced. These two restrictions allow frequent use of a fast path for the write barrier and only infrequent actual recording of an object state.

### 3.1.3 Implementation and results

The sliding-views mark-and-sweep collector is implemented in Jikes RVM [1], a JVM system written entirely in Java (with some primitives for manipulating raw memory). The system was run on a 4-way IBM Netfinity server. We used the SPECjbb2000 benchmark and the SPECjvm98 benchmark suites. These benchmarks are described in detail in SPEC’s web site [90].

It turns out that our algorithm is non-intrusive. The maximum pause time measured for all the run benchmarks was 2 ms, which is two orders of magnitude shorter than the pauses of the stop-the-world collector, but is even shorter than the concurrent Jikes collector. This pause time is the time it takes to scan the roots of a single thread. The rest of our handshakes
are much faster. In Jikes concurrent collector, the pause time is larger since (in addition to scanning the roots in each collection) it sometimes runs some allocator maintenance while threads wait. This is not required by our collector.

As for efficiency, our on-the-fly collector is slower than the stop-the-world collector by around 5-10%, which is “normal” for concurrent collectors. Comparing with the concurrent collector supplied with Jikes RVM (see [6]), we obtained a throughput improvement of up to 60% (for the SPECjbb2000 benchmark).

**Memory consistency.** We start by describing our collector for a sequentially consistent memory. In Section 3.4 below, we provide modifications that allow the algorithm to run on platforms, which are not sequentially consistent. From our experience with the Netfinity (running the Pentium III Xeon processor), the modifications were not required for all the benchmarks that we used.

**The DLG collector.** Although our collector comes from an advanced synergy of [103, 40] with [62, 63], the outcome collector should be also compared to the collector of Doligez-Leroy-Gonthier [34, 33], which is the most advanced on-the-fly mark-and-sweep collector. The DLG collector also uses fine-grained synchronization, and it was used in a production JVM of IBM (see [35, 36]). Unfortunately, we are not aware of an implementation of that algorithm that is available for academic research (and in particular, it is not implemented on Jikes). Therefore, it is not possible to show a direct comparison of throughput and latency. We expect the pause times to be similar as in both algorithms the longest pause emanates from marking the roots. In terms of efficiency, although the tracing algorithms are somewhat different, we do not see any theoretical comparison factors that may be stated without actually running the collectors. With respect to the write barrier more may be said. Ignoring the short interval in which the roots are marked and both collectors use an extended write barrier, the DLG collector marks gray the ex-target of any modified pointer. This means that the write barrier forces the mutator to touch a different object, whereas our write barrier touches only the modified object, copying the non-null pointers at the first time the object is modified and only before it is traced. Thus, our write barrier may take the short path more frequently and it may impose a better cache behavior. However, the actual answer must be done by a comparison of our collector with a serious and well-thought implementation of the DLG collector (which is not available for us). In any case, we believe that it is important to propose a (good) alternative to the state-of-the-art on-the-fly mark-and-sweep collector.

**Chapter organization.** We start with an overview of the collector algorithm in Section 3.2 below. We provide the algorithmic details and pseudo-code in Section 3.3. In Section
3.4 we explain how to adapt the algorithm to platforms that do not provide sequentially consistent memory. We say a few words on the implementation for Java in Section 3.5 and in Section 3.6 we present performance results. We conclude in Section 3.7.

3.2 Collector Overview

In this section we describe our new collector. For clarity of presentation, we start with an intermediate concurrent algorithm called the snapshot algorithm. In Section 3.2.2, we extend this intermediate algorithm making it on-the-fly.

3.2.1 Snapshot based algorithm

We start with an intermediate algorithm called the snapshot algorithm. This is a concurrent collector that requires a synchronization point in which all mutators are halted together to determine a snapshot time in which no mutator is in the middle of an update operation or in the middle of creating a new object. Most of the ideas presented with this simpler collector apply to our on-the-fly collector. Note that the length of the pause for this algorithm is short, but it requires synchronizing all application threads, which might mean longer pauses, especially for operating systems that do not support an efficient suspension of all application threads.

The idea, as presented in Section 3.1.1, is to perform the marking phase after taking a snapshot of the heap. Once the heap is frozen in a snapshot, the marking phase may proceed on the snapshot view while the mutators go on modifying the real heap. At the end of the trace, unmarked objects may be safely reclaimed since dead objects can not be touched or modified by the mutators.

Since taking a real snapshot is too costly, our algorithm takes the following approach. In the beginning of the collection all mutators are stopped and implicitly agree on a snapshot time. At the same stop, their roots are being marked and all threads resume. From that moment on, the mutators use the following write barrier for each pointer modification. If the collector is still tracing, and if the modified object has not been traced yet, and if the modified object is not dirty, then the object becomes dirty and the values of its pointers are saved (copied) to a local buffer. The write barrier does the logging (and dirtying) only for non-dirty objects. Thus, actual logging of the object state is only required infrequently: when the collector has started, but has not yet traced the modified object, and when the
object is modified for the first time. In that case, the saved values are the values of non-null pointers as existed during the snapshot time. Mostly, the write barrier runs the short path (i.e., performs the pointer assignment without any logging) and finishes quickly. As an object is only saved once during a collection cycle, the number of objects that need to be saved is the number of objects that get modified during the collection. We ignore for a moment the possibility that mutators modify the same object concurrently. We will show later that the write barrier works well also in this case without requiring explicit synchronization.

Given the operations described above, the collector may trace the objects as if it has a heap snapshot. Non-dirty objects may be read from the heap, because they were not modified. The state of dirty objects at the time of the snapshot may be obtained from the local buffers. To finish the collection cycle, the mutators are notified that the write barrier is not required anymore, and sweep is run to reclaim unmarked objects. Finally, all the dirty marks on the objects that appear in the buffers are cleared so that they become ready for the next collection.

We now return to the race issue raised above. What happens if two mutators modify the same object concurrently? Are the recorded values correct? Our write barrier is taken from the Levanoni-Petrank reference-counting collector and is especially designed to handle such races without employing costly synchronization operations. A simplified version of the write barrier pseudo-code appears in Figure 3.1. (We study this simplified version since it clarifies all the relevant points. The actual write barrier is more efficient and it appears in Section 3.3 below.)

Two mutators that invoke the update barrier concurrently to modify the same location do not fool the collection. We remark that in normal benchmarks (and programs) mutators do not race over writing to the same location without synchronization. Such races rarely appear in programs (they do appear in programs that try to implement a lock, or programs that trust the various threads to write the same value, etc.). Such races usually appear when the program contains a bug. Either way (and even if the program contains a bug) we would like our collector to handle the situation properly and not fail during program execution. Our first analysis of this write barrier is based on sequential consistency. However, simple modifications may settle this issue and make the collector run correctly on weakly consistent platforms at a negligible throughput penalty. This issue is discussed in Section 3.4 below.

Looking at the write barrier pseudo-code we split the analysis into two cases. First, suppose one of the updating threads sets the dirty flag of an object before any other thread reads the dirty flag. In this case, only one thread records this object and the records properly reflect the pointer values at the snapshot time. The other case is when more than one thread
Procedure Update($o$: Object, $s$: Slot, new: Object)
begin
1. if TraceOn and $o$.color=white then
2. local old := read($o$)
3. // was $o$ written to since the snapshot time?
4. if ¬ Dirty($o$) then
5. // ... no; keep a record of the old values.
7. CurrPos := CurrPos + length($o$)  
8. Dirty($o$) := true
9. write($s$, new)
end

Figure 3.1: SVMS mutator code: A simplified update operation

finds the dirty bit clear. We will show that in this (rare) case, more than one mutator may
log the value of an object, but it is guaranteed that all logs will reflect the same (correct)
value corresponding to the object’s state during the snapshot time.

Looking at the code, each thread starts by recording the old value of the object, and
only then it checks the dirty bit. On the other hand, the actual update of $o$ occurs after
the dirty bit is set. Thus, if a thread detects a clear dirty bit, then it is guaranteed, since
sequential consistency is assumed, that the value it records is the value of $o$ before any of the
threads has modified it. So while several threads may record the object $o$ in their buffers, all
of them must record the same (correct) information. To summarize, in case a race occurs,
it is possible that several threads record the object $o$ in their local buffers. However, all of
them record the same correct value of $o$ at the snapshot time. When using the information
for the tracing, each of these records may be used. We conclude that even when races occur,
the content of any heap pointer during the snapshot time can be obtained. The value of this
pointer has either not been modified since the snapshot or it appears in the records taken
by the mutators.
3.2.2 Using sliding views

The snapshot-based algorithm manages to execute a major part of the collection while the mutators run concurrently with the collector. The main disadvantage of this algorithm is the halting of the mutators in the beginning of the collection. During this halt all threads are stopped while the local roots are marked. This halt hinders both efficiency, since only one processor executes the work and the rest are idle, and scalability, since more threads will cause more delays. While efficiency can be enhanced by parallelizing the local marking phase, scalability calls for eliminating complete halts from the algorithm. This is indeed the case with our sliding-views algorithm, which avoids grinding halts completely.

A handshake [34, 33] is a synchronization mechanism in which each thread stops at a time to perform some transaction with the collector. Our algorithm uses four handshakes and avoids using stronger synchronization mechanism between threads. Thus, mutators are only suspended one at a time. The suspension duration is short and depends on the size of the mutator’s local state.

In the snapshot algorithm we had a fixed point of time at which we perform the trace. It was the time when all mutators were stopped. Namely, the snapshot algorithm is guaranteed to trace the same objects as if it had done the trace while keeping the mutators suspended. By dispensing with the complete halting of threads we no longer have this fixed point of time. Rather, we have a fuzzier picture of the system, formalized by the notion of a *sliding view*, which is essentially a non-atomic picture of the heap. We show how sliding views can be used instead of atomic snapshots in order to devise a collection algorithm. This approach has been taken from the reference-counting collector of Levanoni and Petrank [62, 63] and is similar to the way snapshots are taken in a distributed setting. Each mutator at a time will provide its view of (the modifications in) the heap, and special care will be taken by the system to make sure that while the information is gathered, concurrent modifications of the heap do not fool the collection.

Instead of stopping all mutators together for initiating a collection and marking their local roots, we stop one mutator at a time. The problem with such a relaxation is that the various threads start using the write barrier at different times. Furthermore, the scanning of the stacks is not done simultaneously and thus, a reference may be missed because it is moved from one location to another during the time we mark the threads’ local roots.

Therefore we take a rather extreme, yet required, measure. Before we start marking the roots, we raise a snoop flag for each mutator. The local snoop flag is cleared when the local roots of the mutator are marked. Thus, throughout the time we mark local roots, the
threads use a *snooping* mechanism via their write barrier. During this interval of time, all pointer updates are monitored. For each pointer update $p = O$ we add the object $O$ to a local snooping buffer. All objects recorded in this manner will later be traced during the mark phase as if they were roots.

The snooping mechanism may lead to some floating garbage as we conservatively do not collect objects which have been recorded by the snooping mechanism (have been snooped), although such objects may become garbage before the cycle ends. However, if a snooped object becomes unreachable, it is guaranteed to be collected in the next cycle.

### 3.3 The Garbage Collector Details

#### 3.3.1 The LogPointer

One important choice that we made in our implementation affects the algorithmic details concerning the dirty bit. Each object must have a dirty bit signifying whether a pointer in the object has been modified since the sliding view started. Instead of using a single dirty bit per object we chose to dedicate a full word for the task. Indeed, this consumes space, but it allows keeping information about the dirty object. In particular, we use this word to keep a pointer to the location in the thread’s local buffer where the object’s pointers have been logged. A zero value (a null pointer) signifies that the object is not dirty (and not logged). We call this word the *LogPointer*.

Paying the extra price of allotting a whole word for the flag and transforming it into a pointer that identifies the logged contents of an object, rather than using a boolean bit-sized flag, enables an efficient tracing mechanism. Our tracing procedure does not need to “search” all local buffers to find out the recorded information about the object’s state as recorded in the local buffers. Instead, it follows the pointer in the object header. Thus, the tracing procedure can always proceeds immediately after accessing the object’s *LogPointer* field, either as dictated by the current objects’ contents or according to the previous state of the object, as recorded in the log entry (pointed by the *LogPointer* field). Which of the two routes is taken is determined by the value of *LogPointer* (whether it is null or not).
Procedure Update(o: Object, offset: int, new: Object)

begin
1. if TraceOn and o.color=white then
2. if o.LogPointer=NULL then // object not dirty
3. TempPos := CurrPos
4. foreach field ptr of o which is not NULL
5. Buffer[++TempPos] := ptr
6. // is it still not dirty?
7. if o.LogPointer=NULL then
8. // add pointer to object
9. Buffer[++TempPos] := address of o
10. //committing values in buffer
11. CurrPos := TempPos
12. // set dirty
13. o.LogPointer =
14. address of Buffer[CurrPos]
15. write(o, offset, new)
16. if Snoop and new != NULL then
17. Snooped := Snooped ∪ { new }
end

Figure 3.2: SVMS mutator code: Update operation

3.3.2 Mutator cooperation

The mutators need to execute garbage-collection related code on three occasions: when updating an object (accomplished by the Update Procedure presented in Figure 3.2), when allocating a new object (accomplished by the New Procedure introduced in Figure 3.3) and during handshakes (accomplished by the handshake mechanism). The Update and New operations never interleave with a handshake. Namely, cooperation with a handshake waits until a currently executed Update or New operation finish.

In what follows we sometimes use the standard terminology of denoting a marked object black and an unmarked object white.
Write barrier. Procedure Update (Figure 3.2) is activated at pointer assignment and its main task is to record the object whose pointer is modified. We stress that the write barrier (the Update protocol) is only used with heap pointer modification. Modifications of local pointers in the registers or stack are not monitored. The logging should be done for a limited period: from the time local roots are marked till the tracing is done. The variable TraceOn is local to the mutator but is controlled by the collector. It tells the mutator whether the logging should be done. Thus, the first check is whether executing the write barrier is at all required. Next, we check whether the object is colored black. If it is the case, then the object is either new (i.e., this object was created during the current collection), or has already been traced during the current collection. In both cases, there is no need to log its old values (since this object won’t be traced). Going through the pseudo-code, we see that each object’s LogPointer is optimistically probed twice (lines 2 and 7) so that if the object is dirty (which is often the case), then the write barrier is extremely fast. If the object was not logged (i.e., the LogPointer of an object is NULL) then after the first probe, the objects values are recorded into the local Buffer (lines 3-5). The second probe at line 7 ensures that the object has not yet been logged (by another thread). If LogPointer is still NULL (in the second probe), then the recorded values are committed (line 9) and the buffer pointer is modified (line 11). In order to be able to distinguish later between objects and logged values, in line 9 we actually log the object’s address with the least significant bit set on (while values are logged with least significant bit turned off). Then, the object’s LogPointer field is set to point to these values (lines 13-14). After logging has occurred, the actual pointer modification happens. Finally, while marking the roots of the mutators, the snoop flag is on. At that time, the new target of the pointer assignment is recorded in the local snooped buffer. This happens in lines 16-17. The variables Buffer, CurrPos, Snoop and Snooped are local to the thread.

In our prototype we did not treat large objects in a special manner. However, buffering objects of substantial size, that contain a large amount of pointers, may exceed the 2ms pause time reported. To make sure this does not happen, one may associate dirty bits with areas smaller than object sizes. For example, the heap may be partitioned into cards of fixed size and each of them may be associated with a dirty bit (or a log pointer). Another possibility is to modify the write barrier and collector treatment of only large objects, so that they, only, are split into cards.

Creating a new object. Procedure New (Figure 3.3) is used when allocating an object. After the object is allocated, it is given a color (dictated by the collector), according to the allocation color. The allocation color is set by the collector during the various collection
Procedure New(size: Integer, o:Object)
begin
1. Obtain an object o of size size from the allocator.
2. o.color := AllocColor
3. return o
end

Figure 3.3: SVMS mutator code: Allocation operation

The handshake mechanism. Our handshake mechanism is the same as the one employed by the Doligez-Leroy-Gonthier collector [34, 33]. The mutator threads are never stopped together for cooperating with the collector. Instead, threads are suspended one at a time for the handshake. The stopping of the thread is not allowed while it is executing the write barrier or while it is creating a new object. While a thread is suspended, the collector executes the relevant actions for the handshake and then the thread is resumed. The collector repeats this process until all threads have cooperated. At that time, the handshake is completed.

3.3.3 Phases of the collection

The collector algorithm runs in phases as follows.

- **First handshake:** during this handshake each mutator is stopped and the Snoop local flag, which activates the snooping mechanism, is set.

- **Second handshake:** during this handshake each mutator is stopped and the TraceOn local flag, which activates the logging mechanism, is set.

- **Third handshake:** during this handshake each mutator is stopped and the local roots of each mutator are marked. Also, the Snoop local flag is cleared.

- **Tracing:** after the third handshake is done, the collector traces the heap from the marked objects and from all snooped objects.

- **Fourth handshake:** during this handshake each mutator is stopped and the local flag TraceOn is cleared, so that the mutators stop recording updates in the buffers.
Procedure Tracing-Collection-Cycle

begin
1. Initiate-Collection-Cycle // 1st and 2nd handshake
2. Get-Roots // 3rd handshake
3. Trace-Heap
4. Sweep // 4th handshake
5. Prepare-Next-Collection
end

Figure 3.4: SVMS collector code: Tracing algorithm

- **Sweep**: the collector sweeps the heap and reclaims allocated unmarked objects.
- **Clear dirty marks**: The collector clears the dirty marks of all objects previously recorded in the buffers.

### 3.3.4 Collector code

Collector’s code for cycle $k$ is presented in **Procedure Tracing-Collection-Cycle** (Figure 3.4). Let us briefly describe each of the collector’s procedures.

**Procedure Initiate-Collection-Cycle** (Figure 3.5) runs the first two handshakes. During the first handshake the *Snoop* flag is raised, signaling to the mutators that they should start snooping all stores into heap slots. During the second handshake the *TraceOn* flag is raised, signaling to the mutators that they should start logging old pointer values of objects modified for the first time. For correctness, it is important to separate the two handshakes. When any mutator starts logging values in its local buffer, all mutators should be already snooping. The modifications are done via handshake to make sure that on a multiprocessor each mutator sees its value properly.

**Procedure Get-Roots** (Figure 3.6) carries out the third handshake during which the *Snoop* flag is turned off and the thread local roots are accumulated into the *Roots* (global) buffer. Next, the *Snooped* buffer of each thread (containing snooped objects), is accumulated into *Roots*, and then cleared (for the next collection). In this procedure a color toggle is executed switching the values of black and white. The color toggle mechanism avoids races between the *Sweep* and the *New* procedures, and it avoids some redundant work of the *Sweep* Procedure.
Procedure Initiate-Collection-Cycle
begin
1. // first handshake
2. for each thread $T$ do
3. suspend thread $T$
4. $Snoop := \text{true}$
5. resume $T$
6. // second handshake
7. for each thread $T$ do
8. suspend thread $T$
9. $TraceOn := \text{true}$
10. resume $T$
end

Figure 3.5: SVMS collector code: Initiate-Collection-Cycle Procedure

(see [60, 50, 30, 53, 35]). Note that it is correct to mark new objects black during the collection, since they are alive and have no children at the time of creation. The $AllocColor$ variable of each thread is then set so that new objects are created black.

Procedure Trace-Heap (Figure 3.7) implements marking the roots and tracing the heap. (The threads are not stopped for this stage.)

Procedure Trace (Figure 3.8) traces a single object. It gets an object as input. This object is traced only if its color is $white$. If it is white, the collector tries to determine the object content (in particular, its children) as reflected in the sliding view of the cycle. If the object has changed since the sliding view was taken (line 9), then its sliding-view value is obtained from the relevant $Buffer$ by checking the location pointed by $LogPointer$ (line 10). Otherwise, the object has not changed since the sliding view was taken. In this case, we make a copy of the object and trace the copy so that tracing will not be affected by further concurrent execution of the program. Note, that the object is marked $black$ only after determining the object’s sliding-view content (recall that the update Procedure does not log $black$ objects).

Procedure Sweep (Figure 3.9) starts with the fourth handshake, which turns off the $TraceOn$ flag. As of this time, pointer values will not be recorded anymore. This is fine
Procedure Get-Roots

begin

1. \( \text{black} := 1 - \text{black} \)
2. \( \text{white} := 1 - \text{white} \)
3. \( \quad \text{// third handshake} \)
4. \( \quad \text{for each thread } T \text{ do} \)
5. \( \quad \text{suspend thread } T \)
6. \( \quad \text{AllocColor} := \text{black} \)
7. \( \quad \text{Snoop} := \text{false} \)
8. \( \quad \text{Roots} := \text{Roots} \cup \text{State} \quad \text{// copy thread local state.} \)
9. \( \quad \text{resume thread } T \)
10. \( \quad \text{for each thread } T \text{ do} \)
11. \( \quad \quad \text{// copy and clear snooped objects set} \)
12. \( \quad \quad \text{Roots} := \text{Roots} \cup \text{Snooped} \)
13. \( \quad \quad \text{Snooped} := \emptyset \)

end

Figure 3.6: SVMS collector code: Get-Roots Procedure

since tracing has completed. Next, all \( \text{white} \) objects are returned to the allocator and made \( \text{blue} \), to signify that they have been reclaimed. Note that by the end of the sweep all objects are black or blue. The color toggle makes use of this fact. One may think of black as white and continue to use the same color for allocation. During the next mark, the meaning of black is switched with white and the next collection starts.

Procedure Prepare-Next-Collection (Figure 3.10) clears all dirty marks (i.e., all \( o.LogPointers \)) that were set by mutators during this collection cycle. Clearing runs concurrently with program run. The global \( \text{Roots} \) buffer and the local \( \text{Buffer} \) of each thread are also cleaned.

### 3.4 Weak memory consistency

Modern SMP’s do not always guarantee sequential consistency. Thus, it is important to check which modifications are required by our collector to make it work on a weakly consistent platform. In this section we provide the required modifications and discuss their cost.
Before going through the required modifications, we would like to stress that suspending a thread implies a synchronization barrier. Thus, a handshake serves implicitly as a synchronization barrier among all threads, guaranteeing, for example, that the setting of the snoop flag is visible to all processors before the second handshake.

Dependency 1: in the write barrier, the reads and writes of the LogPointer (serving as the dirty flag) and the pointer slot must be executed in the order stated in the algorithm, so that several mutators do not race and write inconsistent data into the local buffers. To solve this dependency, we note that the write barrier begins with a check whether the collector is on and whether the object is not dirty. We need to add a synchronization barrier after setting the LogPointer and before modifying the pointer. This is done only if both checks are validated, i.e., the collector is on and the object is not dirty.

Cost: The measures in 3.6 show that the write barrier rarely needs to actually log an object. Thus, the vast majority of the pointer updates require no cost for handling the first dependency with weakly consistent platform.

Dependency 2: Another interaction that relies on the order of operations is the interaction between the mutators running the write barrier and the tracing collector. There are two problems here.

The first problem occurs when the collector discovers that the object is dirty and it then reads the buffer entry associated with the object. However, if sequential consistency is not guaranteed, the buffers may not yet contain the updated values (even though the LogPointer has already been set). The second problem occurs when the collector copies the object contents and then reads the LogPointer to find it null. The collector assumes that it has an unmodified copy of the object, as it was when the sliding view was taken. However, when
Procedure Trace(o: Object)

begin
1. if o.color = white then
2. if o.LogPointer = NULL then // if not dirty
3. temp := o // getting a replica
4. // is still not dirty?
5. if o.LogPointer = NULL then
6. for each slot s of temp do
7. v := read(s)
8. push v onto MarkStack
9. else // object is dirty
10. BufferPtr := getOldObject(o.LogPointer)
11. for each slot s of BufferPtr do
12. v := read(s)
13. push v onto MarkStack
14. o.color := black
end

Figure 3.8: SVMS collector code: Trace Procedure

sequential consistency is not guaranteed, it is possible that the collector read the contents of the object after it was modified, but because of memory access reordering the setting of the LogPointer flag has not yet become visible to the collector.

The idea for solving the first problem is to run the tracing in phases. First trace all objects that have not been modified and keep a list of all those objects that have been modified and still need to be traced. After this phase is done, the collector runs a handshake with the mutators to obtain their local buffers and provide them with new buffers. Now, a new phase begins in which we may trace through objects whose contents are recorded in the obtained buffers and through all objects that have not yet been modified. We run such phases again and again until the tracing is done. Checking the conditions that trigger the run of a new phase, one may check that one or two phases normally suffice for a typical benchmark. In particular, an object cannot be traced after the first handshake if it is not modified before the handshake, it is not traced before the handshake, and it is modified just after the first handshake (before it is traced). Such an event is rare in practice.
Procedure **Sweep**

begin
1. // fourth handshake
2. for each thread $T$ do
3. suspend thread $T$
4. $TraceOn := false$
5. resume $T$
6. Let $swept$ point to the first object in the heap
7. while $swept$ does not point pass the heap do
8. if $swept.color = white$ then
9. $swept.color := blue$
10. return $swept$ to the allocator
11. advance $swept$ to the next object
end

Figure 3.9: SVMS collector code: Sweep Procedure

To solve the second problem, we use a “buffering” solution. Recall that because of the first dependency the mutators are running a synchronization barrier after setting the $LogPointer$ and before modifying the pointer. Depending on some parameter $m$, the collector starts by making copies of $m$ objects that appear to be not dirty. Next, it performs a synchronization barrier. Then, the $LogPointer$ of each of the $m$ copied objects is probed. If it is still null, then the copy of the object may be traced. Otherwise, the object is dirty and its content should be obtained from local buffers. The parameter $m$ determines the frequency of running the synchronization barrier, and in this sense the larger $m$ the better. However, a large $m$ implies a large buffer for copying objects, and also a somewhat increased probability that the copied object has been modified during the (longer) time interval between the time it was copied and the time its $LogPointer$ was checked.

**Cost:** Running a couple of additional handshakes for each collection cycle is of negligible cost compared to the overall running time of the collection cycle (and to the running time of the program). Running a synchronization barrier once for every $m$ collector operations is negligible for $m$ large enough.

We remark that we have not implemented these modifications, but we have not witnessed any problem caused by reordering instructions on the Intel platform.
3.5 An Implementation for Java

We have implemented our algorithm in Jikes RVM [1] (running on Linux Red-Hat 7.2). The entire system, including the collector itself, is written in Java (extended with unsafe primitives available only to the Java Virtual Machine implementation to access raw memory). Jikes uses safe-points: rather than interrupting threads with asynchronous signals, each thread periodically checks a bit in a condition register that indicates that the runtime system wishes to gain control. This design significantly simplifies implementing the handshakes of the garbage collection. In addition, rather than implementing Java threads as operating system threads, Jikes multiplexes Java threads on virtual-processors, implemented as operating-system threads. Jikes establishes one virtual processor for each physical processor.

Memory allocator. Our implementation employs the non-copying allocator of Jikes, which is based on the allocator of Boehm, Demers, and Shenker [17]. This allocator is well suited for collectors that do not move objects. Small objects are allocated from per-processor segregated free-lists build from 16KB pages divided into fixed-size blocks. Large objects are allocated out of 4KB blocks with first-fit strategy. This allocator keeps the fragmentation low and allows efficient reclamation of objects.
3.6 Measurements

Platform and benchmarks. We have taken measurements on a 4-way IBM Netfinity 8500R server with 550MHz Intel Pentium III Xeon processors and 2GB of physical memory. The benchmarks we used were the SPECjvm98 benchmark suite and the SPECjbb2000 benchmark. These benchmarks are described in detail in SPEC’s web site [90]. We feel that the multithreaded SPECjbb2000 benchmark is more interesting, as the SPECjvm98 are more appropriate for clients and our algorithm is targeted at servers.

Testing procedure. We used the benchmark suite using the test harness, performing standard automated runs of all the benchmarks in the suite. Our standard automated run runs each benchmark five times for each of the JVM’s involved (each implementing a different collector). To get additional multithreaded benchmarks, we have also modified the _227_mtrt benchmark from the SPECjvm98 suite to run on a varying number of threads. We measured its run with 2, 4, 6, 8 and 10 threads. Finally, to understand better the behavior of our collector under tight and relaxed conditions, we tested it on varying heap sizes. For the SPECjvm98 suite, we started with a 24MB heap size and extended the sizes by 8MB increments until a final large size of 96MB. For SPECjbb2000 we used larger heaps, starting from 256MB heap size and extending by 64MB increments until a final large size of 704MB.

The compared collectors. We tested our concurrent collector against 2 collectors: Jikes concurrent collector and Jikes parallel load-balancing non-copying mark-and-sweep collector. Both collectors are distributed with Jikes RVM.

The concurrent collector is a modern on-the-fly pure reference-counting collector developed at IBM and reported in Bacon et al. [6]. It has similar characteristics to our collector, namely, the mutators are only very loosely synchronized with the collector, allowing very low pause times. This collector is denoted hereafter Jikes concurrent collector. We chose this collector, as it is the only on-the-fly collector that is available for comparison.

The stop-the-world collector associates a collector thread for each processor. This is a modern stop-the-world mark-and-sweep parallel collector initiated when an allocation fails. We refer to this collector later as Jikes STW (stop-the-world) collector. We chose this collector as a representative efficient stop-the-world collector.
3.6.1 Pause times

The maximum pause times for the runs of the SPECjvm98 benchmarks and the SPECjbb2000 benchmark are reported in table 3.1. The SPECjvm98 benchmarks were run with a 64MB heap size and the SPECjbb2000 (with 1, 2, 3 warehouses) were run with a 256MB heap size. In these measurements, the number of program threads is smaller than the number of CPU’s. Note that if the number of threads exceeds the number of processors, then large pause times appear because threads lose the CPU to other mutators or the collector. The length of such pauses depends on the operating system scheduler and is not relevant to the collector. Hence we report only settings in which the collector runs on a separate spare processor.

Our maximum pause time measured for all the run benchmarks was 2.04 ms. Our pause times are smaller than those of Jikes concurrent collector for all tested benchmarks. One may wonder why these pause times are shorter than the ones reported for Jikes concurrent collector. Usually, the longest pause time for an on-the-fly collector is the time required for scanning the roots of a single thread, which is the same for both collectors. We discovered that the longest pauses in Jikes concurrent collector are due to freeing blocks for the allocator that is sometimes executed in addition to scanning the roots. For our collector the operation of scanning the roots is the longest pause. Other pauses are an order of magnitude shorter than the root-scanning handshake. Thus, our collector obtains shorter pauses than Jikes concurrent collector.

As expected the maximum pause times measured for our collector were much smaller than these of Jikes STW collector. In fact, the measurements show that the maximum pause times of Jikes STW collector are larger by a factor of at least 200!

Note that pause measurement for the mpegaudio benchmark is not included for the STW collector, since it has low allocation activity and no collection is executed during its run (using the STW collector).

3.6.2 Server performance

Comparison against Jikes concurrent collector. Our major benchmark is the SPECjbb2000 benchmark. SPECjbb2000 requires multi-phased run with increasing number of warehouses. Each phase lasts for two minutes with a ramp-up period of half a minute before each phase. The benchmark provides a measure of the throughput and we report the throughput ratio improvement. Note that a larger number is better, and we report the ratio between our collector and the compared collector. Thus, the higher the ratio, the better our collector
<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Maximum pause time (milliseconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sliding Views</td>
</tr>
<tr>
<td>jess</td>
<td>1.3</td>
</tr>
<tr>
<td>db</td>
<td>0.66</td>
</tr>
<tr>
<td>javac</td>
<td>2.04</td>
</tr>
<tr>
<td>mpegaudio</td>
<td>0.54</td>
</tr>
<tr>
<td>jack</td>
<td>0.91</td>
</tr>
<tr>
<td>mtrt</td>
<td>0.91</td>
</tr>
<tr>
<td>jbb-1</td>
<td>0.6</td>
</tr>
<tr>
<td>jbb-2</td>
<td>0.73</td>
</tr>
<tr>
<td>jbb-3</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Table 3.1: SVMS maximum pause time in milliseconds

behaves, and any ratio larger than 1 implies that our collector outperforms the compared collector.

The design point for Jikes concurrent collector was for one collector CPU to be able to handle 3 mutator CPU’s, so that for four-processor chip multiprocessors one CPU would be dedicated to collection. Thus, when comparing to Jikes concurrent collector in this subsection, we also let the collector run on a separate spare processor and the results show mainly the ability of the concurrent collector to run concurrently without interfering with mutators work.

The measurements are reported for a varying number of warehouses and varying heap sizes in Figure 3.11. We can see that with small number of warehouses, both collectors act similarly with our collector doing a little better. When the number of warehouses is three and up, all 3 mutators’ CPUs are in use, and the efficiency of the collector becomes more important. We can see that in this case, our collector outperforms Jikes concurrent collector and obtains a performance improvement of up to 60%.

The SPECjvm98 benchmarks and the modified _227_mtrt benchmark provide a measure of the elapsed running time, which we report. Here, the smaller the better. In Figure 3.12 we report the running time ratio of our collector and the compared collector. For clarity of
Figure 3.11: SPECjbb2000 on a multiprocessor: SVMS throughput ratio compared to Jikes concurrent collector

Figure 3.12: SPECjvm98 and modified _227_mtrt on a multiprocessor: SVMS run-time ratio compared to Jikes concurrent collector

presentation, we report the inverse ratio, so that higher ratios still show better performance of our collector, and ratios larger than 1 imply our collector outperforming the compared collector.

As before, when running the SPECjvm98 benchmarks on a multiprocessor, we allow a designated processor to run the collector thread. Results are reported in Figure 3.12. Here again the collector runs concurrently with the program thread and good concurrency is the main factor in the comparison. Mostly, the collectors perform similarly with our collector usually slightly winning. The picture changes for _213_javac and _202_jess with which our collector does much better. Indeed the compared collector is known to perform badly on these benchmarks (see [6]).

Note that the cases in which Jikes concurrent collector wins with SPECjvm98 as well as with the modified _227_mtrt measurements presented below, is when the heap is tight. The reason for worse results on small heaps is that during these runs, we get short in memory (on both collectors), and so mutators are sometimes halted waiting for a collection cycle.
to terminate (and supply free space). These measurements demonstrate the superiority of reference counting (employed by Jikes concurrent collector) for such settings. When frequent collections are performed, the tracing collector still has to trace the whole heap and sweep it, whereas the reference-counting collector only needs to run over the latest modifications (in order to update the reference counts) and free the unreachable space. Note however, that this phenomena occurs only in highly stressful conditions. Normally, mutators are halted only in order to perform handshakes.

We do not include results for the _201_compress benchmark since its allocation activity is not significant.

Next, we report the measurements for the modified _227_mtrt benchmark. We modified it to work with a varying number of threads (4, 6, 8, 10 threads) and the resulting throughput measures are reported in (the right picture of) Figure 3.12. Note that a run with two threads appear with the SPECjvm98 measurements (reported as mtrt2 at the left picture of Figure 3.12). Once more we allow a designated processor to run the collector thread, however since all 3 mutator CPU’s are in use, the collector’s efficiency plays the major factor in these measurements. Here, again, we can see that with small heaps the compared collector wins. As before, this happens because of the superiority of reference counting in a setting where frequent collections are required.

Comparison against Jikes STW collector. We have compared our collector performance over the SPECjbb2000 benchmark and SPECjvm98 benchmarks also against Jikes STW collector. However, when comparing against Jikes STW collector with four and up mutators (on our 4-way machine), our collector did not run on a spare processor but rather shared a processor with the program threads. Note, nevertheless, that we gave the collector (in this case) the highest priority, so that when a collection is triggered the collector would always get enough CPU.

The measurements of the SPECjbb2000 benchmark are reported for a varying number of warehouses and varying heap sizes in Figure 3.13. We can see that with a small (1-3) number of warehouses (when our collector runs on a dedicated processor), both collectors have similar throughput, except for 3 warehouses for small heap sizes, where Jikes STW collector is slightly better.

When running 4-8 warehouses over small heap, Jikes STW collector outperforms our collector. This is the expected cost of running concurrently with program threads and using a write barrier. However, on large enough heap sizes, the compared collector is only slightly (3%-10%) better than our collector. The reason for the bad results over small heap sizes is that on these sizes our collector sometimes get short in memory, and so mutators are
sometimes halted waiting for a collection cycle to terminate (and supply free space). In these cases the superiority of a parallel collector (over a concurrent collector) is expressed: the parallel collector always exploits all 4 CPUs, while our on-the-fly collector uses only one until free space is supplied.

The measurements of the SPECjvm98 benchmark are reported in Figure 3.14. Here, our collector thread runs on a designated processor (i.e., the number of virtual processors is one more than the number of threads used by the benchmarks). Jikes STW collector runs on the same number of CPU’s (gaining efficiency from running the collector in parallel on them all). It can be seen that usually the collectors perform similarly. When running _213_javac and _227_mtrt with smaller heap sizes, our collector performs worst, for the same reasons described above: utilizing only one of two CPUs (three in case of _227_mtrt) when mutators are stıcked due to lack of free space.
### Benchmarks

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>percent trace is on</th>
<th>percent not traced</th>
<th>percent not dirty</th>
<th>fraction of logging</th>
</tr>
</thead>
<tbody>
<tr>
<td>compress</td>
<td>2.9</td>
<td>86.4</td>
<td>4.5</td>
<td>1/894</td>
</tr>
<tr>
<td>jess</td>
<td>5.9</td>
<td>3.3</td>
<td>3.8</td>
<td>1/13210</td>
</tr>
<tr>
<td>db</td>
<td>1.92</td>
<td>0.56</td>
<td>4.24</td>
<td>1/219354</td>
</tr>
<tr>
<td>javac</td>
<td>17.1</td>
<td>11.0</td>
<td>33.3</td>
<td>1/160</td>
</tr>
<tr>
<td>mpegaudio</td>
<td>0.04</td>
<td>86.0</td>
<td>4.6</td>
<td>1/64099</td>
</tr>
<tr>
<td>jack</td>
<td>4.2</td>
<td>10.6</td>
<td>1.4</td>
<td>1/16572</td>
</tr>
<tr>
<td>mtrt2</td>
<td>13.2</td>
<td>3.4</td>
<td>5.4</td>
<td>1/4116</td>
</tr>
<tr>
<td>jbb-1</td>
<td>2</td>
<td>7</td>
<td>8.6</td>
<td>1/8336</td>
</tr>
<tr>
<td>jbb-2</td>
<td>6.1</td>
<td>17.8</td>
<td>8.8</td>
<td>1/1033</td>
</tr>
<tr>
<td>jbb-3</td>
<td>23.3</td>
<td>17</td>
<td>8.5</td>
<td>1/299</td>
</tr>
</tbody>
</table>

Table 3.2: SVMS Write barrier: Fraction of write-barrier executions that take the long path (on average)

### 3.6.3 Collector characteristics

**Write-barrier measurements.** The write barrier (Figure 3.2) minimizes the number of object logging by using 3 filters. Table 3.2 shows the effect of each of these filters. Only write barrier executions that pass these 3 filters would actually log non-null pointers of the modified object. The measurements were taken while the collector ran on a separate spare processor. The SPECjvm98 benchmarks were run with a 64MB heap size and SPECjbb2000 (with 1,2,3 warehouses) was run with a 256MB heap size.

Recall that logging should be done only from the time local roots are marked till the tracing is done. The second column shows the percentage of write-barrier executions that occur during this time. These executions would pass the first filter (TraceOn flag was on). One can see that usually, as the number of mutators increases, the percentage of write-barrier executions that occur during this time increases, since memory is consumed faster making the collector run on a larger fraction of the overall time.

As objects that were already traced during the collection should not be logged, the third column shows the percentage of write-barrier executions in which the object (to be modified)
Table 3.3: SVMS: Space overhead as a percentage of heap size

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Heap size</th>
<th>update buffers</th>
<th>mark stack</th>
<th>snoop buffers</th>
<th>overall overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>jess</td>
<td>64</td>
<td>0.26</td>
<td>0.05</td>
<td>0.12</td>
<td>0.43</td>
</tr>
<tr>
<td>db</td>
<td>64</td>
<td>0.28</td>
<td>0.15</td>
<td>0.07</td>
<td>0.5</td>
</tr>
<tr>
<td>javac</td>
<td>64</td>
<td>0.73</td>
<td>0.22</td>
<td>0.11</td>
<td>1.06</td>
</tr>
<tr>
<td>jack</td>
<td>64</td>
<td>0.13</td>
<td>0.55</td>
<td>0.07</td>
<td>0.75</td>
</tr>
<tr>
<td>mtrt</td>
<td>64</td>
<td>0.15</td>
<td>0.55</td>
<td>0.14</td>
<td>0.84</td>
</tr>
<tr>
<td>jbb-1</td>
<td>256</td>
<td>0.07</td>
<td>0.02</td>
<td>0.02</td>
<td>0.11</td>
</tr>
<tr>
<td>jbb-2</td>
<td>256</td>
<td>0.17</td>
<td>0.02</td>
<td>0.05</td>
<td>0.24</td>
</tr>
<tr>
<td>jbb-3</td>
<td>256</td>
<td>0.34</td>
<td>0.02</td>
<td>0.12</td>
<td>0.48</td>
</tr>
<tr>
<td>jbb-4-8</td>
<td>256</td>
<td>0.36</td>
<td>0.02</td>
<td>0.13</td>
<td>0.51</td>
</tr>
</tbody>
</table>

was not yet traced, thus, this percentage of write barrier executions pass the second filter (given that it passed the first filter). Normally, a large fraction of pointer updates are initializations of newly allocated objects. As can be seen, for most benchmarks a vast majority of the objects (on which the write barrier is executed) were already traced. This can be explained by the fact that new objects are created black.

Since any object is logged at most once per collection, the fourth column shows the percentage of write-barrier executions in which the object was actually logged, given that it was not traced yet and the collector is currently tracing. This is the fraction of objects that pass the third filter (out of those which passed the first and second filter). The low percentage indicates that objects are usually modified many times. The write barrier makes sure that only one of these modifications take the long path of the write barrier.

The fifth column shows the fraction of write barriers that run the long path out of the number of all write barriers executed during the run. The measurements show that each one of the 3 filters is essential for making the long path write-barriers executions rare.

**Write-barrier buffers’ size.** The space overhead consumed by the thread local buffers depends on the behavior of the application. In this section we provide some measurements providing some insight on this overhead for the benchmarks we ran. In table 3.3 we present the space consumed by these size-varying structures for each of the benchmarks. The numbers reported are the maximum sizes required throughout the execution. The second column
<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>percent get roots</th>
<th>percent trace</th>
<th>percent sweep</th>
<th>percent prepare next</th>
</tr>
</thead>
<tbody>
<tr>
<td>jess</td>
<td>0.97</td>
<td>39.7</td>
<td>57.39</td>
<td>1.91</td>
</tr>
<tr>
<td>db</td>
<td>0.53</td>
<td>40.48</td>
<td>56.73</td>
<td>1.94</td>
</tr>
<tr>
<td>javac</td>
<td>0.77</td>
<td>57.71</td>
<td>39.13</td>
<td>2.36</td>
</tr>
<tr>
<td>mpegaudio</td>
<td>2.19</td>
<td>84.38</td>
<td>12.76</td>
<td>0.66</td>
</tr>
<tr>
<td>jack</td>
<td>0.9</td>
<td>34.85</td>
<td>63.02</td>
<td>1.22</td>
</tr>
<tr>
<td>mtrt2</td>
<td>0.7</td>
<td>54.28</td>
<td>43.89</td>
<td>1.1</td>
</tr>
<tr>
<td>jbb-1</td>
<td>0.29</td>
<td>25.03</td>
<td>74.13</td>
<td>0.55</td>
</tr>
<tr>
<td>jbb-2</td>
<td>0.26</td>
<td>28.45</td>
<td>70.21</td>
<td>1.08</td>
</tr>
<tr>
<td>jbb-3</td>
<td>0.37</td>
<td>49.55</td>
<td>47.62</td>
<td>2.45</td>
</tr>
</tbody>
</table>

Table 3.4: SVMS: Percent time spent on each collection phase

presents the maximum overhead of the write-barrier buffers, the third column presents the maximum overhead of the markStack used for the traversal of the heap and the forth columns presents the maximum overhead of the snoop buffer. The last column summaries the total buffers’ overhead.

The size of the buffers depends on application behavior. Specifically, the write-barrier buffers’ size depends on the time consumed by the tracing phase (since the write barrier is active only during the tracing phase), and on the number of processors used to run mutators during the tracing phase (if more processors are used to run mutators, then more objects are logged). For multithreaded benchmarks we report the overall space used for all buffers by all mutators. The measurements show that the space overhead is negligible compared to the heap size. Note that with SPECjbb2000, when the number of warehouses (mutators) go up, the volume of activity goes up and so does the space overhead of the buffers. Since we use a 4-way machine, only 3 mutators may run concurrently with the tracing operation, thus, above 3 warehouses, this overhead remains steady.

Profiling measurements. Our collector comprises of 4 phases: getting roots, tracing, sweeping and preparing for the next collection. Table 3.4 shows the percentage of time that the collector spends at each one of these phases. As can be seen, at least 97% of the collector work is spent on tracing and sweeping, while the other 2 phases are minor. The distribution
Figure 3.15: SPECjvm98 SVMS results on a uniprocessor compared to Jikes concurrent collector

Figure 3.16: SPECjvm98 SVMS results on a uniprocessor compared to Jikes STW collector

between the tracing and the sweeping phases differs among the different benchmarks. It depends on the size of the live objects’ graph and the amount of objects’ freeing.

The measurements were taken while the collector ran on a separate spare processor. The SPECjvm98 benchmarks were run with a 64MB heap size and the SPECjbb2000 benchmark (with 1,2,3 warehouses) was run with a 256MB heap size.

3.6.4 Client performance

Although our collector is targeted at servers running on SMP platforms, as a sanity check, we also measured its performance against Jikes concurrent collector and Jikes STW collector on a uniprocessor. The behavior of the collector on a uniprocessor may demonstrate its efficiency. We measured our collector on a uniprocessor with the SPECjvm98 benchmark suite and the results appear in Figures 3.15 and 3.16. It turns out that our algorithm is better than Jikes concurrent collector in almost all tests, and that its throughput does not fall below 80% of Jikes STW collector’s on most of the tests. These measurements do not serve much more than a sanity check since the compared collectors are also not targeted at running on a client machine.
3.7 Conclusions

We presented a novel on-the-fly mark-and-sweep garbage collector with low latency and high throughput. We have implemented our collector on Jikes Research JVM running on a 4-way IBM Netfinity server and compared the behavior of our collector with Jikes stop-the-world collector and Jikes concurrent collector (both supplied with Jikes JVM package). Comparisons to Jikes stop-the-world collector show that the pauses have been reduced by a factor of at least 200. The longest pause measured between all runs of our collector was 2ms. When comparing the throughput with the stop-the-world collector, we see an anticipated reduction of throughput of around 10%. Comparing to Jikes concurrent collector, we see that the pauses became shorter and the throughput has improved in almost all cases.
Chapter 4

Age-Oriented Concurrent Garbage Collection

4.1 Introduction

Dynamic memory management and garbage collection is arguably a key factor in supporting fast and reliable large software products. However, naive garbage collection algorithms may have undesirable effects on program behavior, most notably long pauses and reduced throughput. Generational garbage collection [64, 97] ameliorates both problems by reducing the average pause times and increasing efficiency. The basic assumption underlying generational collectors design is the weak generational hypothesis: “most objects have short lifetimes”. Given this hypothesis, it was suggested to concentrate the effort on young objects which are most likely to be unreachable. Generational collectors segregate objects according to their age into two or more groups called generations, and run frequent collections of the young generation. Keeping the young generation small yields frequent short collections that make room for further allocations. The older generation (or the entire heap) is collected infrequently when space is exhausted. Full heap collections require long pauses, but are infrequent.

If the generational hypothesis is indeed correct, we get several advantages. First, reducing pauses is achieved for most collections because the collections are short. Second, collections are more efficient since they concentrate on the young part of the heap where a high percentage of garbage is found. Finally, the working set size is smaller both for the program (as
it repeatedly reuses the young area) and for the collector (as most of the collections trace over a smaller portion of the heap).

In this work, we propose a new way, called age-oriented collection, to better exploit the generational hypothesis with concurrent and on-the-fly garbage collectors, especially when a reference-counting collector is employed\(^1\). Concurrent collectors already achieve short pause times and therefore the main interest in using the generational hypothesis is to try and improve the application throughput. An age-oriented collector is defined as follows.

**Definition 1:** An age-oriented collector is a collector that

1. always collects the entire heap (unlike generational collectors),

2. during a collection it treats each generation differently (like generational collectors).

Age-oriented collectors differ from generational collectors because the entire heap is always collected (infrequently). Like the generational framework, an age-oriented collector may be instantiated in various ways, depending on the choice of collector for the young generation and the choice of collector for the old generation. Assuming that the generational hypothesis holds, reasonable instantiations should handle the young generation with a collector that is efficient with a high death rate, and handle the old generation with a collector that is efficient with lower death rates. In particular, our flagship instantiation of the generic age-oriented collector employs reference counting for the old generation and mark and sweep for the young generation. The complexity of reference counting is proportional to the number of pointer updates and the amount of unreachable space. Therefore, it can handle huge live spaces efficiently. Mark-and-sweep benefits from a high death rate since its complexity bottleneck is the scanning of the live objects. Avoiding the sweep by using copying collectors may be even better for the young generation, but concurrent versions of copying collectors are not easy to obtain. Hence our collector is a non-moving one, in which generation membership is logical (not physical), i.e., we keep a bit per object, indicating whether the object is young or old.

One other instantiation that we have tried (and is now included in JMTk) is a parallel age-oriented collector denoted copyMS, employing mark and sweep for the old generation, and copying for the young generation. In this work, we focus on the use of concurrent reference-counting age-oriented collectors, which was most successful in practice.

We build on three previous on-the-fly collectors.

\(^1\)This work was presented in [81].
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1. The on-the-fly reference-counting collector of Levanoni and Petrank [62, 63].

2. The on-the-fly mark-and-sweep collector of Azatchi et al. [4].

3. The *generational* on-the-fly collector of Azatchi and Petrank [5] that uses collector (2) for the young generation and collector (1) for full heap collections.

The third (generational) collector incorporated the first two collectors in a generational manner, and it outperformed the original collectors. In this work, we also employ the first and second collectors, but we combine them in an age-oriented manner.

The measurements (in Section 4.6) show that the age-oriented collector significantly outperforms not only the original Levanoni-Petrink collector, but also the more efficient generational collector [5]. This indicates that an age-oriented collector is the most efficient way known today to employ reference counting.

**Chapter organization.** In Section 4.2, we introduce the age-oriented framework and our proposed instantiation. An overview of the age-oriented collector algorithm is introduced in Section 4.3. The pseudo-code of the age-oriented collector appears in Section 4.4. Implementation and results are given in Sections 4.5 and 4.6. We conclude in Section 4.7.

### 4.2 Age-Oriented Collection: Motivation and Overview

Generational collectors reduce pauses and improve efficiency by frequently invoking young generation collections. Frequent initiation of young generation collections also imposes some overhead, as it repeatedly involves synchronization with the program threads, marking of all the objects referenced by roots, etc. Using a large young generation implies less frequent collections and better throughput, but also longer pauses (for young generation collections). In particular, as noted Blackburn et al. [13] the generational collector presented by Appel [2], where all the free space is devoted to the young generation, is the best performing generational configuration. Hence, the size of the young generation determines the trade-off between the collector’s efficiency and the length of its pause time.

Previous concurrent generational collectors [35, 5] have used a fixed sized young generation. Using a small fixed sized young generation is useful for the stop-the-world framework as it shortens most pause times. However, the size of the young generation does not determine the pause times with concurrent collectors\(^2\). Concurrent collectors run concurrently with

\(^2\)We normally measure pauses induced by concurrent collectors when the number of program threads is
the program threads and induce very short pauses. Thus, the motivation for incorporating generations is focused at improving the throughput. Hence, we would like to use the largest possible young generation in order to achieve best throughput.

An observation regarding reference counting follows. There is a difference between using tracing and using reference counting to collect the old generation. Tracing collection work is proportional to the number of reachable objects, hence there is a (relatively) fixed cost for each full collection. Delaying a tracing collection of an old generation as far as possible is desirable as it decreases the accumulated garbage collection work. However, reference-counting work is proportional to the mutators’ work and to the number of dead objects. This work is accumulative. Thus, delaying a reference-counting collection does not decrease the overall garbage collection work (it only delays and accumulates it).

Putting the above together, we get that a good way to use reference counting with the old generation is via an age-oriented collector. First, when running a collection on-the-fly we look for improving efficiency, and thus for the largest young generation. Second, whereas a generational collector collects the young generation repeatedly in order to defer as much as possible the collection of the old generation, an age-oriented collector does not make such a deferring attempt. Therefore, the largest young generation is obtained. When reference counting is used, not delaying the collection of the old generation does not hurt the throughput.

To summarize this motivational discussion with an overview, we instantiate the age-oriented generic collector by choosing reference counting for the old generation and mark and sweep for the young generation. We build on the previous generational collector of [5]. The underlying techniques come from [62, 63].

4.3 The Age-oriented collector

This section presents our instantiation of the age-oriented collector. The pseudo-code is provided in Section 4.4. Our age-oriented collector extends the reference-counting collector of [62, 63] (reviewed on Chapter 2.6) by using it for the old generation and adding the sliding-views tracing collection (presented in Chapter 3) for the young generation.

The original reference-counting collector of [63] iterates over all the young objects recorded smaller than the number of CPU’s. If the number of threads exceeds the number of processors, then large pauses are induced by threads losing the CPU to one another. The lengths of such pauses depend on the operating system scheduler and are not attributable to the garbage collector.
in the \textit{YoungObjects} buffer, incrementing the reference counts of their descendants, only to find out later that most of them are dead (assuming the weak generational hypothesis). Thus, it then decrements the reference counts of all their descendants (before deleting them). The source of this inefficiency is that the collector does not know in advance which of the young objects are dead, and which are reachable. The age-oriented collector avoids this problem by detecting the roots of the young generation and tracing only the small number of reachable young objects, updating the reference counts of reachable young objects and their descendants during the trace. The surviving young objects are promoted to the old generation.

The main phases of the age-oriented collector (ignoring on-the-fly issues, such as the fact that the objects graph is modified during the collector’s work) are presented in Figure 4.2, while these of the original reference-counting collector are presented in Figure 4.3. The difference between the two collectors is reflected from these figures. As with generational collectors, one needs to identify all young objects directly referenced by the program roots and by old objects. We denote these objects \textit{youngGenerationRoots}. The age-oriented collector obtains these roots from the information collected by the original collector:

1. Young objects referenced by the program roots and young snooped objects are obtained when iterating through the roots and through the snooped buffer at the beginning of each collection.

2. An old object that references a young object must have been modified after the previous collection, as the young object did not exist earlier. All modified objects are logged in the \textit{Updates} buffer. Hence, young objects directly referenced by old objects are detected while adjusting reference counts that are due to the \textit{Updates} buffers: each young object whose $rc$ is incremented is added to the \textit{youngGenerationRoots}.

After locating the roots, the tracing of the young generation uses the current sliding views as explained in Chapter 3: the descendants of a traced object are determined according to the current sliding view. If the object is not dirty, then we may read the heap to find its...
old descendants. However, if it was modified since the beginning of the current collection
(and is dirty) we use its recorded slots in the update buffers, representing its state in the
current sliding view. For each traced object, the $rc$ of its descendants is incremented, and
each descendant that is young and not yet traced, is traced recursively. When the trace
terminates, each object marked as $Roots$ or having a non-zero $rc$ is considered live, and we
can safely reclaim each (young or old) object which does not fulfill either of these conditions.
Dead young objects are freed via sweep on the $YoungObjects$ buffer and dead old objects
are freed as usual by recursive freeing of the reference-counting algorithm.

**Example.** We use Figure 4.1 to present the principles of the age-oriented collector. The
previous sliding view is depicted on the left side, and the current sliding view is depicted on
the right. The roots are depicted above the heap and the old generation (containing $A$ and $B$)
is visibly separated on the left side of the heap from the young generation, which is depicted on the right side of the heap. When the age-oriented collector scans the objects logged in the Updates buffer (line 3 in the pseudo-code of Figure 4.2), it finds A. It decrements the reference count of B, its descendant in the previous sliding view (line 4 in the pseudo-code), and increments the reference count of C, its current sliding-view values (line 5). The incremented values that belong to the young generation (C) are considered roots for the young generation tracing (line 5). An additional young generation root is D which is directly referenced by the program roots (line 2). Hence, the age-oriented collector traces the young generation from C and D (line 6). In comparison, the original reference-counting collector would have iterated over the six young objects incrementing the reference counts of their current sliding view, only to find out later that the work spent on F, G, and H was wasted.

4.3.1 Properties

The age-oriented collector employs the original algorithm’s write barrier with no modifications, as it fits naturally to the new age-oriented collector. No extra treatment of inter-generational pointers is required during the program run. The roots for the collection (of the young generation) are young objects that are referenced by old objects (as reflected by the Updates buffer) and young objects which are marked Roots.

As with any reference-counting collector, this age-oriented algorithm cannot reclaim cyclic data structures in the old generation (cyclic structures in the young generation are collected immediately). To reclaim such structures, the tracing sliding-view algorithm of [4] is run infrequently on the full heap. Its use is rare since cyclic structures in the young generation are collected immediately. An alternative approach is presented by Paz et al. [80].

Since the collectors we build on [62, 63, 4] do not move objects, the partitioning to young and old generations is logical (as in [28, 35, 5]). A bit per object indicates whether the object is young or old. Our promotion policy is naive: any young object that survives a collection is considered old in the next collection.

The new collector retains the characteristics of the original collector. In particular, it is adequate for a multithreaded environment and a multiprocessor platform, and it retains the short pauses of the original collectors. The measurements (in Section 4.6) show that the age-oriented collector outperforms the original Levanoni-Petrank collector. Comparison against a similar generational collector [5] demonstrates superiority in this case too. This provides a good indication that the age-oriented framework is effective.
4.3.2 A race condition

The use of the above strategy in the Levanoni-Petrank on-the-fly collector is susceptible to a race condition. To form the sliding views without stopping the mutators simultaneously, the collector reads the mutators’ buffers (YoungObjects buffers and Updates buffers) while the mutators run. Thus, while the buffers are being read by the collector from one thread, objects are being created and modified by other (program) threads. The problem happens during the first handshake, when a new object is created by a mutator during the time the collector is collecting the local buffers from the mutators one by one.

Here is the problematic scenario. Suppose a collection is started and the collector reads the YoungObjects (and Updates) buffers of mutator $T_1$. After that, any new object created by $T_1$ is considered young for the next collection, and not for the current one. There is no danger in erroneously reclaiming this object; however, a specific race may cause its descendants to be erroneously reclaimed in the next collection. Suppose that $T_1$, after delivering its buffers to the collector in the first handshake, creates a new object $O_1$ and logs it in its YoungObjects buffer. This log will be read only in the next garbage collection. Suppose also that another thread $T_2$, whose buffers were not yet read by the collector, modifies an old object $O_2$ to reference $O_1$. The record of this modification is logged into $T_2$’s Updates buffer and is read (processed) in the current collection (this record will not appear in the next collection). Note the source of confusion: because $T_2$’s buffers are read after $T_1$’s buffers are read, $O_1$ is new in the next collection but the creation of a pointer to it from an old object is processed by the collector in the current collection. During the current collection, the reference count of $O_1$ will be incremented and it will not be collected until this reference count is properly decremented. However, we expect newly created objects that are referenced from the old generation to be traced. Tracing is normally triggered by the appearance of a created object which is referenced by an object logged in the Updates buffer, signifying an inter-generational pointer. But with the race described, the record that was created in the Updates buffer is already processed in the current collection and will not appear again in the Updates buffer when the next collection starts and the object $O_1$ will be processed as a new object. Due to this race the descendants of object $O_1$ will not be traced in the next collection, which may lead to a premature reclamation of objects. Consider, for example, a scenario where an object $O_3$ is created after the current collection is over (and before the next collection begins), and then $O_1$ is modified to reference $O_3$. Since $O_1$ is dirty (new objects are created dirty), it will not be logged onto the Updates buffer. The current collection does not deal with $O_3$ as it does not exist during the collection. In addition, the next collection will not reach $O_3$ during the young generation tracing (assuming it is solely referenced by $O_1$), since
due to the described race condition $O_1$ will not be traced in the next collection. Hence $O_3$
would be improperly reclaimed in the next collection.

To ensure that all necessary tracing is executed properly (so that no live object is col-
lected), we add a specific treatment for objects with the above properties. These objects
are identified by being young objects with a non-zero reference count in the beginning of a
collection (due to a race in the previous collection). Note that this can only happen because
of this race. Normally, a young object has a zero reference count as its reference count was
not updated in previous collections. Thus, during the traversal of the YoungObjects buffer,
which clears the dirty bits of the young objects (during the Clear-Dirty-Marks procedure pre-
sented in Section 4.4.5), we check if a young object has a non-zero reference count and if so,
it will be traced later during the collection. From correctness perspective this check may be
run at any time after the race is no longer possible (i.e., after the second handshake of the
previous cycle) and before updating rc’s of young objects in the current collection cycle.

4.4 The Garbage Collector Details

In this section, pseudo-code and explanations regarding the new age-oriented collector are
provided. In order to stress the additions to the original reference-counting collector, we
add an asterisk to any line in the age-oriented algorithm code that differs from the original
Levanoni-Petrank collector [62, 63].

4.4.1 The LogPointer

The original reference-counting algorithm, as well as the new age-oriented collector, requires
maintaining a dirty bit signifying whether an object has been modified since the most recent
collection started. During the first modification of an object in a cycle, its pointers are
recorded in the updates buffer and its dirty bit is set. As detailed in Chapter 3.3.1, we chose
to dedicate a full word to keep the dirty bit. This word serves as a pointer into the thread’s
local buffer where this object’s pointers have been logged. We call this word the LogPointer.
A zero value (a null pointer) signifies that the object is not dirty (and not logged). A
non-zero LogPointer’s value signifies that the object is dirty; in this case, the LogPointer’s
value references to the log entry of this object (containing the object’s sliding-view pointers’
values). That way, when the collector needs to know the sliding-view slot values of a dirty
object, it does not have to perform a sequential search of this object in the updates buffer:
Procedure \texttt{Update}(\textit{obj: Object}, \textit{offset: int}, \textit{new: Object})

\begin{verbatim}
begin
1. if \textit{obj.LogPointer} = NULL then  // OBJECT NOT DIRTY
2. \hspace{1em} TempPos := \textit{CurrPosU}_i
3. // TAKE A TEMPORARY REPLICA OF THE OBJECT
4. \hspace{1em} foreach field \textit{ptr} of \textit{obj} which is not NULL
5. \hspace{2em} \textit{Updates}_i[\textit{TempPos}++] := \textit{ptr}
6. if \textit{obj.LogPointer} = NULL then  // IS IT STILL NOT DIRTY?
7. \hspace{1em} // ADD POINTER TO OBJECT AND AN IDENTIFYING BIT
8. \hspace{2em} \textit{Updates}_i[\textit{TempPos}++] := address of \textit{obj} | 0x1
9. \hspace{1em} \textit{CurrPosU}_i := \textit{TempPos} // COMMITTING THE REPLICA
10. \hspace{1em} \textit{obj.LogPointer} := address of \textit{Updates}_i[\textit{CurrPosU}_i] // SET DIRTY
11. write(\textit{obj}, \textit{offset}, \textit{new})
12. if \textit{Snoop}_i and \textit{new} != NULL then
13. \hspace{1em} \textit{Snooped}_i := \textit{Snooped}_i \cup \{ \textit{new} \}
end
\end{verbatim}

Figure 4.4: Mutator code: Update Operation

it simply follows the \textit{LogPointer} reference (see for example Figure 4.12, which is described later).

4.4.2 Main data structures

The following pseudo-code employs the following buffers:

- The threads’ local \textit{Updates}_i buffers holding all the (non-young) objects which have been modified for the first time (since the previous collection) by a thread. The modified objects are logged together with their previous sliding-view pointers’ values (i.e., the values before the object’s first modification). During a collection, all the local \textit{Updates}_i buffers are accumulated into the collector’s \textit{Updates} buffer.

- The threads’ local \textit{YoungObjects}_i buffers holding all the objects which have been created been by a thread since the previous collection. During a collection, all the local \textit{YoungObjects}_i buffers are accumulated into the collector’s \textit{YoungObjects} buffer.
Procedure New(size: Integer, obj: Object)
begin
1. Obtain an object obj of size size from the allocator.
2. YoungObjects_i[CurrPosY_i++] := address of obj
3. obj.LogPointer = address of YoungObjects_i[CurrPosY_i]
4. return obj
end

Figure 4.5: Mutator code: Allocation Operation

- The threads’ local Snooped_i buffers holding all the objects snooped by a thread.
- The threads’ local State_i buffers holding the objects referenced by a thread’s roots.
- The collector’s Roots buffer holding the objects referenced by a collection’s roots.
- The collector’s ClearConflictSet buffer holding objects whose LogPointer may have cleared by mistake (due to race conditions). We’ll elaborate on this buffer later.
- The collector’s markStack buffer used for the tracing of the young generation.
- The collector’s ZCT (zero-count table) buffer holding the objects whose reference count field reached zero during the collection. After all reference-count adjustments are made, the collector traverses this buffer, reclaiming all objects which still have a zero reference-count field (and are not referenced by the program roots).

In addition, each object posses the following fields:

- The LogPointer field, described in Section 4.4.1.
- The rc field, holding the object’s reference count.
- The boolean live field, which indicates whether an object is currently considered by the collector as live.

Other than that, some other variables are used in the following pseudo-code:

- The thread’s local boolean Snoop_i flag, indicating whether the write barrier should log objects, to which a new reference is added, into the Snooped_i buffer.
Procedure Collection-Cycle
begin
1. Initiate-Collection-Cycle  // 1ST HANDSHAKE
2. Clear-Dirty-Marks
3. Reinforce-Clearing-Conflict-Set  // 2ND AND 3RD HANDSHAKE
4. Mark-Roots  // 4TH HANDSHAKE
5. Update-Old-Reference-Counters
6. Trace-Young
7. Reclaim-Young-Garbage
8. Reclaim-Old-Garbage
9. Prepare-Next-Collection
end

Figure 4.6: Age-oriented collector code- Collection Cycle

• Each $Updates_i$ buffer maintains a $CurrPosU_i$ counter and each $YoungObjects_i$ buffer maintains a $CurrPosY_i$ counter. These counters indicate the number of addresses already logged into the buffer.

• A temporary variable, $TempPos$, used by the write barrier.

### 4.4.3 Mutator cooperation

The mutators need to execute garbage-collection related code on three occasions: when updating an object, when allocating a new object and during handshakes. This is accomplished by the $Update$ (Figure 4.4) procedure, the $New$ (Figure 4.5) procedure and the handshake mechanism, respectively. The $Update$ and $New$ operations never interleave with a handshake. Namely, cooperation with a handshake waits until a currently executed $Update$ or $New$ operation finishes. The $Update$ and $New$ operations are exactly equal to those used in the original sliding-views reference-counting algorithm [63].

Procedure $Update$ (Figure 4.4) is activated at pointer assignment and its main task is to record the object whose pointer is modified (i.e., log objects’ values at the sliding views). We stress that the write barrier (the $Update$ protocol) is only used with heap pointer modification. Modifications of local pointers in the registers or stack are not monitored. Going through the pseudo-code, we see that each object’s $LogPointer$ is optimistically probed.
Procedure Initiate-Collection-Cycle

begin
1. for each thread $T_i$ do
2. $Snoopy_i := \text{true}$
3. for each thread $T_i$ do  // FIRST HANDSHAKE
4. suspend thread $T_i$
5. $Updates := Updates \cup Updates_i$  // COPY (WITHOUT DUPLICATES).
6. $Updates_i := \emptyset$  // CLEAR BUFFER.
7. $YoungObjects := YoungObjects \cup YoungObjects_i$
8. $YoungObjects_i := \emptyset$  // CLEAR BUFFER.
9. resume thread $T_i$
end

Figure 4.7: Age-oriented collector code- Initiate-Collection-Cycle

twice (lines 1 and 6) so that if the object is dirty (which is often the case), the write barrier is extremely fast. If the object was not logged (i.e., the LogPointer of an object is NULL) then after the first probe, the objects’ values are recorded into the local $Updates_i$ (lines 3-5). The second probe at line 6 ensures that the object has not yet been logged (by another thread). If LogPointer is still NULL (in the second probe), then the recorded values are committed as the buffer pointer is modified (line 9). In order to be able to distinguish later between objects and logged values, in line 8 we actually log the object’s address with the least significant bit set on (while values are logged with least significant bit turned off). Then, the object’s LogPointer field is set to point to these values (line 10). After logging has occurred, the actual pointer modification happens. Finally, from the time a collection begins until marking the roots of the mutators, the snoop flag is on. At that time, the new target of the pointer assignment is recorded in the local $Snooped_i$ buffer (lines 12-13). The variables $Updates_i$, $CurrPosU_i$, $Snoop_i$ and $Snooped_i$ are local to the thread.

The Update protocol described above may cause a noticeable pause when applied to objects containing a large number of pointers. To bound the length of such pauses, a large object could be divided into fixed-size cards, so that each card would posses its own LogPointer. Upon write-barrier activation over such a large object, only the pointers related to the relevant card should be copied into the relevant $Updates_i$ buffer. That way the write-barrier length could be controlled. However, we have not implemented such solution.
We do not further elaborate on the properties of the write barrier, on why it works in a multithreaded environment, etc. We focus on the modifications required to obtain an age-oriented collector. A thorough discussion of the write barrier appears in [63].

Procedure New (Figure 4.5) is used when allocating an object. After Thread $T_i$ creates an object, the object’s address is logged into $YoungObjects_i$, a (mutator) local buffer. This buffer contains the addresses of the objects which would be considered as young objects in the next collection cycle. This logging will tell us which objects are young. For the reference counting this means that reference counts of descendants of these objects (if they survive the next collection) must be updated. There is no need to record their children slot values as they are all null at creation time. The LogPointer of a newly allocated object is modified to record its log address (so that future assignments to this object won’t activate the write barrier and log it again in the updates buffer).

Our handshake mechanism is the same as the one employed by the Doligez-Leroy-Gonthier collector [34, 33]. The mutator threads are never stopped simultaneously for cooperating with the collector. Instead, threads are suspended one at a time for the handshake. The stopping of the thread is not allowed while it is executing the write barrier or while it is creating a new object. While a thread is suspended, the collector executes the relevant actions for the handshake and then the thread is resumed. The collector repeats this process until all threads have cooperated. At that time, the handshake is completed.
4.4.4 Phases of the collection

The collector algorithm runs in phases as follows.

- **Start snooping:** raising the $Snoop_i$ local flag of each mutator, which activates the snooping mechanism.

- **First handshake:** during this handshake each mutator is stopped and its log buffers ($YoungObjects_i$ and $Updates_i$), are accumulated by the collector.

- **Clear dirty marks:** The collector clears the dirty marks of all objects previously recorded in the buffers.

- **Second handshake:** during this handshake each mutator is stopped in order to reinforce logs (to its current $Updates_i$ buffers) which were cleared during the clear dirty marks phase.

- **Third handshake:** no operation (empty) handshake to make sure that the proper dirty marks are visible by all mutators.
Procedure Mark-Roots

begin
1. for each thread $T_i$ do  // FOURTH HANDSHAKE
2. suspend thread $T_i$
3. $Snoop_i := \text{false}$
4. $Roots := Roots \cup State_i$  // COPY THREAD LOCAL STATE.
5. resume thread $T_i$
6. for each thread $T_i$ do
7.  // COPY AND CLEAR SNOOPED OBJECTS SET
8.  $Roots := Roots \cup Snooped_i$
9.  $Snooped_i := \emptyset$
\*10. for each object $obj \in Roots$ do
\*11. if $obj$.live = false then
\*12. $obj$.live := true
\*13. push $obj$ onto $markStack$
end

Figure 4.10: Age-oriented collector code- Mark-Roots

- **Fourth handshake:** during this handshake each mutator is stopped and the objects reachable from the local roots of each mutator are marked. Also, the $Snoop_i$ flag is cleared.

- **Update reference counts of old objects:** the collector adjusts the $rc$ fields of old objects’ descendants.

- **Trace young objects:** the collector traces the live young objects (while incrementing their $rc$).

- **Reclaim young garbage:** the collector reclaims dead young objects. Reclamation in this phase is more efficient than a reference-counting reclamation, as no recursive deletion is required.

- **Reclaim old garbage:** the collector reclaims old objects (and their descendants using recursive deletion) which have a zero $rc$ and which are not referenced by the system roots.
Figure 4.11: Age-oriented collector code- Update-Old-Reference-Counters

• Prepare next collection: prepares the buffers for the next collection.

4.4.5 Collector code

Collector’s code for cycle $k$ is presented in Procedure Collection-Cycle (Figure 4.6). Let us briefly describe each of the collector’s procedures.

Procedure Initiate-Collection-Cycle (Figure 4.7) raises first the (local to mutator) Snoop flag, signaling the mutators that they should start snooping all stores into heap slots. Then the first handshake is carried out to gather the local buffers of the threads.

Procedure Clear-Dirty-Marks (Figure 4.8) clears all dirty marks set by mutators prior to responding to the first handshake. This stage takes place while the mutators are running. When handling the YoungObjects buffer, each object with a non-zero $rc$ is also pushed onto markStack. Objects pushed onto markStack would be traced later. A young object can have a non-zero $rc$ due to a race condition (as explained in 4.3.2). Other young objects (which have a zero $rc$) are optimistically considered dead (and thus are not marked). Lines 5-7 (marked with asterisk) are relevant only to the age-oriented collector, as the original algorithm treats young objects similarly to old objects.

Procedure Reinforce-Clearing-Conflict-Set (Figure 4.9) implements the reinforcement
Procedure Increment-Descendants-RC(obj: Object)

begin
1. if obj.LogPointer = NULL then // IF OBJECT HAS BEEN MODIFIED
2. // No - read its descendants from heap.
3. replica := copy(obj)
4. // Check again if copied replica is valid.
5. if obj.LogPointer != NULL then
6. // OBJECT HAS BEEN MODIFIED WHILE BEING READ.
7. // Get replica from buffers.
8. replica := getOldObject(obj.LogPointer)
9. else // OBJECT WAS MODIFIED. USE BUFFERS TO OBTAIN REPLICA.
10. replica := getOldObject(obj.LogPointer)
11. for each slot s in replica of obj do // INCREMENT DESCENDANTS’ RC
12. curr := read(s)
13. curr.rc++
*14. // IF DESCENDANT IS YOUNG, IT SHOULD BE TRACED.
*15. if curr.live = false then
*16. curr.live := true
*17. push curr onto markStack
end

Figure 4.12: Age-oriented collector code- Increment sliding-view values

step and assures that it is visible to all mutators. A second handshake takes place, during which thread buffers are read into ClearConflictSet. Then, LogPointers of objects logged into ClearConflictSet are reinforced to point to their current position in Updates. Finally, the third handshake of the cycle takes place with no action in it. The reason for that handshake is that a thread can fall behind another thread by at most one handshake\(^3\). Thus, threads that have responded to the fourth handshake will not be interfered by operation carried out by threads during the clearing or reinforcement stages.

Procedure Mark-Roots (Figure 4.10) carries out the fourth and last handshake during

\(^3\)In real implementation on Jikes this scenario cannot happen as explained in [5], and thus, we do not have this empty handshake in our Jikes implementation.
Procedure Trace-Young
begin
*1.  while markStack is not empty
*2.  obj := pop(markStack)
*3.  Increment-Descendants-RC(obj)
end

Figure 4.13: Age-oriented collector code- Trace-Young

Procedure Reclaim-Young-Garbage
begin
*1.  for each object obj ∈ YoungObjects do
*2.  if obj.live = false then
*3.  return obj to the general purpose allocator.
end

Figure 4.14: Age-oriented collector code- Reclaim-Young-Garbage

which the local Snoop_i flag is turned off and the objects referenced by thread local roots
are accumulated into the Roots (global) buffer (the set of objects directly reachable from
thread T_i is denoted State_i). Next, the Snooped_i buffer of each thread (containing snooped
objects), is accumulated into Roots, and then cleared (for the next collection). Thus, during
this procedure, the true root set of this collection cycle is being marked.

Lines 10-13 present a code for marking roots of the young generation. It is relevant only
to the age-oriented collector: each young object belonging to Roots, which was considered
until now as dead (i.e., has a zero rc, and thus was not marked live in procedure Clear-Dirty-
Marks), is marked live (as it belongs to the roots set and thus should be treated as live) and
is pushed onto the markStack (so it would be traced later). The live mark also indicates
that the object has been promoted into the old generation.

Procedure Update-Old-Reference-Counters and procedure Increment-Descendants-
RC (Figures 4.11-4.12) adjust reference counts corresponding to the modified objects. It
examines the Updates buffer’s objects which are all objects modified since the previous collec-
tion cycle. The rc of their children slot values in the previous sliding view are decremented,
whereas the rc of their current children slot values are incremented. During rc adjustments,
every object’s whose rc is decremented to 0, is inserted into the ZCT (zero-count table).
Procedure Reclaim-Old-Garbage

begin
1. for each object $obj \in ZCT$ do
2. if $obj.rc > 0 \lor obj \in Roots$ then
3. $ZCT := ZCT - \{obj\}$
4. for each object $obj \in ZCT$ do
5. $obj.live := false$
6. Collect($obj$)
7. $ZCT := \emptyset$
end

Figure 4.15: Age-oriented collector code - Reclaim-Old-Garbage

The procedure Increment-Descendants-RC (Figure 4.12) performs $rc$ increments of current sliding-view children slot values of a given object. An object may be modified by mutators while the replica is taken. In such case, its children slots at the current sliding view can be found by looking at the current collection cycle log entry which is pointed by the dirty flag (the LogPointer points to the logging location of this object). In lines 14-17 (related only to the age-oriented algorithm), each object (whose $rc$ was just incremented) which is not marked live, is marked live and pushed onto markStack. These are young object for which we have found evidence of being live only now.

Procedure Trace-Young (Figure 4.13) traces the live young objects. The roots of this tracing are the young objects, located in markStack, for which we have found evidence of being live. These objects are traced, while we also increment the $rc$ of their current sliding-view slots values (using the procedure Increment-Descendants-RC presented in Figure 4.12). No decrement is needed as these objects were created since the last collection.

This procedure is related only to the age-oriented algorithm, as the original algorithm processes the increments related to all the young objects.

Procedure Reclaim-Young-Garbage (Figure 4.14) releases the young objects not marked live. Note that releasing these objects is more efficient than a reference-counting reclamation, since there is no need to decrement the $rc$ of theirs descendant as done in traditional reference-counting systems (and thus no recursive deletion is needed).

Procedure Reclaim-Old-Garbage (Figure 4.15) releases unreachable old objects (and
Procedure Collect(obj : Object)

begin
1. if obj.LogPointer != NULL then
2.   // obj WAS MODIFIED WHILE THE SLIDING-VIEW WAS TAKEN
3.   replica := obj.LogPointer
4.   Recursive-Deletion(replica)
5.   Invalidate-Log-Entry(obj.LogPointer)
6.   // SO IT WILL BE IGNORED IN THE NEXT COLLECTION
7. else
8.   Recursive-Deletion(obj)
9. return obj to the general purpose allocator.
end

Figure 4.16: Age-oriented collector code- Collect

their descendants if needed). At first, each ZCT object which has a positive rc field or is marked as Roots is deleted from the ZCT. Otherwise, its live flag is turned-off and it is collected by the Collect procedure and the Recursive-Deletion procedure (Figures 4.16-4.17), which decrement the rc of an object’s sliding-view values before releasing it (and performs recursive releases if necessary). After reclaiming the garbage, the ZCT is cleared.

Both line 3 in Figure 4.14 and line 9 in Figure 4.16 return an object to the general purpose

Procedure Recursive-Deletion(obj : Object)

begin
1. for each slot s of obj do
2.   curr := read(s)
3.   curr.rc--
4. if curr.rc = 0 \&\& curr \notin Roots then
5.   Collect(curr)
end

Figure 4.17: Age-oriented collector code- Recursive deletion
Procedure Prepare-Next-Collection

begin
1. for each object \textit{obj} in \textit{Roots}
2. if \textit{obj}.rc = 0 then
3. add \textit{obj} to \textit{ZCT}
4. // CLEAR BUFFERS FOR NEXT COLLECTION
5. \textit{Roots} := ⊘
6. \textit{Updates} := ⊘
7. \textit{YoungObjects} := ⊘
end

Figure 4.18: Age-oriented collector code- Prepare-Next-Collection

allocator (upon an object’s reclamation). The meaning of this action is implementation
dependant. In particular, it may include the zeroing of the space returned (as requested for
Java) and/or zeroing a certain bitmap bit signifying to the allocator that the relevant chunk
is now available for allocation.

Procedure Prepare-Next-Collection (Figure 4.18) inserts objects referenced solely by
\textit{Roots} (and thus having a zero \textit{rc}), into the \textit{ZCT}. In the next collection, these objects would
be examined while iterating through the \textit{ZCT}. Next, the procedure cleans the global \textit{Roots},
\textit{YoungObjects} and \textit{Updates} buffers.

4.5 Implementation for Java

The age-oriented collector was implemented in Jikes RVM (research virtual machine) [1],
a research Java virtual machine. The entire system, including the collector itself is writ-
ten in Java (extended with unsafe primitives available only to the Java Virtual Machine
implementation to access raw memory). In this section, we would like to point out some
implementation choices that we made.
4.5.1 Memory Allocator

Our implementation employs the non-copying non-coalescing allocator of Jikes, which is based on the allocator of Boehm, Demers, and Shenker [17]. This allocator is well suited for collectors that do not move objects. Small objects are allocated from per-processor segregated free-lists built from 16KB pages divided into fixed-size blocks. Large objects are allocated out of 4KB blocks with first-fit strategy. This allocator keeps the fragmentation low and allows efficient reclamation of objects.

4.5.2 Object-Headers

The object layout of our memory manager, within the Jikes RVM version we’ve used, is displayed in Figure 4.19. Jikes’ basic object header contains two words\(^4\). One word of the header is a status word supporting memory management, synchronization, and hashing. The second word of the header holds a reference to the Type Information Block (TIB) for the object’s class (which serves as Jikes’ virtual method table).

In order to support reference-counting collection, our implementation employs an additional word in an object’s header, which holds the LogPointer of an object (detailed in Section 4.4.1). In addition, we employ an additional bitmap table holding the objects’ reference counts. This bitmap uses two bits to hold the reference count of an object. In case of overflow, i.e., when the reference count of an object reaches three, the reference count gets stuck so it would not be incremented or decremented until the next mark-and-sweep collection. A mark-and-sweep collection resets this bitmap, and while tracing the objects’ graph it increments the reference counts of all objects encountered during the graph traversal.

\(^4\)An array object’s header includes an additional length field.
4.5.3 Triggering

In a stop-the-world garbage collector setting, mutators halt during a garbage collection. However, with concurrent collectors, mutators run during a collection and hence also consume memory. Therefore, when triggering a concurrent collection, our goal is on one hand to trigger a collection as late as possible so that we get as few collections as possible (to avoid garbage collection overheads). On the other hand, we would like to trigger early to ensure that the collections will complete their work before the mutators consume all available memory (otherwise, the mutators would halt waiting for the collector thread to free memory). Our triggering mechanism keeps an estimation of the work the next collection would have to deal with and an estimation of the amount of free memory available. This work estimation is based on the number of objects created since the last collection and the number of (old) objects modified since the last collection. Whenever the ratio between the amount of work and the estimated available memory goes below a certain threshold, a collection is triggered.

4.5.4 Root set

The root set of our collector includes the object referenced from global variables, the object referenced from static variables, the object referenced from each thread’s run-time stack and the snooped objects. The pseudo-code presented in Section 4.4 refers explicitly only to the object referenced from the threads stack and to the snooped objects. In practice, we give a special treatment to global roots (the global variables and the static variables) by using a designated write barrier with them. The write barrier presented in Figure 4.4 is not invoked upon global roots modification because they are scanned on each cycle regardless of whether they have been modified or not. Therefore the designated write barrier does not mark slots dirty when they change. However, it does invoke the snooping mechanism. Thus, each new reference, written into to a global root while the snoop flag is set, makes the referent snooped. Such an object cannot be collected during the current cycle. Finally, when local states are checked during the fourth handshake, objects reachable from global roots are also marked as Roots.

Note that in practice our implementation does not mark the roots explicitly. Instead, in a beginning of a collection, when determining the root set (and adding the addresses of objects referenced by the roots into the Roots buffer), the collector incremented the reference-count field of each root object, so that it would not be reclaimed in the current collection. At the end of a collection, the collector re-traversed the root set (i.e., objects referenced by the Roots buffer) decrementing the reference-count field of each root object.
4.6 Measurements

Platform and benchmarks. We have taken measurements on a 4-way IBM Netfinity 8500R multiprocessor with a 550MHz Intel Pentium III Xeon processors and 2GB of physical memory. The benchmarks used were the SPECjvm98 benchmark suite and the SPECjbb2000 benchmark (described in [90]). The multithreaded SPECjbb2000 benchmark is more important, as SPECjvm98 benchmarks are mostly single-threaded and our algorithm, being on-the-fly, is targeted at multithreaded programs running on multiprocessors\(^5\). In this work, as well as in other recent work (see for example [6, 35]) SPECjbb2000 is the only representative of large multithreaded applications.

Testing procedure. We used the benchmark suite using the test harness, performing standard automated runs of all the benchmarks in the suite. Our standard automated run runs each benchmark five times for each of the JVM’s involved (each implementing a different collector). Finally, to understand better the behavior of our collector under tight and relaxed conditions, we tested it on varying heap sizes. For the SPECjvm98 suite, we started with a 24MB heap size and extended the sizes by 8MB increments until a final large size of 96MB. For SPECjbb2000 we used larger heaps, starting from 256MB heap size and extending by 64MB increments until a final large size of 704MB.

The compared collectors. The age-oriented collector was tested against 3 collectors. First, against the original reference-counting collector [62, 63], denoted the original collector. Second, against the generational collector of [5], denoted the generational collector. And finally, against the Jikes parallel stop-the-world mark-and-sweep collector. Recall that the second (generational) collector of [5] is a collector that builds on exactly the same two collectors of [62, 63, 4], but it combines them in the standard generational manner: it performs minor concurrent collections frequently while major concurrent collections are run infrequently (whereas the age-oriented collector always collects the entire heap at each collection). Note that we have included the original collector in our measurements, to demonstrate that the age-oriented outperforms the generational collector, which is already a substantial improvement over the original collector.

4.6.1 Comparison with Related On-the-Fly Collectors

We start with the SPECjbb2000 benchmark, which requires multi-phased run with increasing number of warehouses (threads). We report two throughput ratios improvements: the first

\(^5\)We also feel that there is a dire need in academic research for more multithreaded benchmarks.
Figure 4.20: SPECjbb2000 on a multiprocessor: throughput ratio of the generational and the age-oriented collector for 1-8 warehouses (compared to the original reference-counting collector)
is the ratio of the age-oriented collector and the original Levanoni-Petrank collector, while
the second is the ratio between the generational collector and the original collector. The
measurements are reported for a varying number of warehouses and varying heap sizes in
Figure 4.20. In each figure, we report the measurement for a specific number of warehouses,
where $jbb^i$ stands for running with $i$ terminals, i.e., $i$ program threads. In each figure,
the higher the ratio, the better the measured collector performs compared to the original
reference-counting collector. The behavior of the collectors should be separated into two
cases.

The first case is with 1-3 warehouses. In this case, since our machine has four processors,
any of the three on-the-fly collectors runs on a spare processor. In this setting, the collectors
do not differ much. If the collectors could handle all their work while mutators are running
(except for handshakes), all 3 collectors would have achieved the same throughput (as they
share similar allocator and write barrier). This is indeed what we get with 1-2 warehouses.
A throughput improvement (of usually 5%) begins only with 3 warehouses and especially
on tight heaps, where both the generational and the age-oriented collectors outperform the
original collector. The age-oriented does a little better. The reason for this improvement is
that the original collector must deal now with work supplied by 3 mutators (i.e., more work
for the collector), and thus mutators sometimes halt waiting for the collector to terminate
its work.

The second case refers to 4-8 warehouses, where collectors do not run on a spare processor
but rather share a processor with the program threads. Note nevertheless, that we gave the
collector (in this case) the highest priority, so that when a collection is triggered the collector
would always get a dedicated processor. Thus, when the number of warehouses is four and
up, the efficiency of the collector becomes more important: a collector should not only be
able to handle all its work while mutators are running, but also as the collector becomes
more efficient, a collection would consume less time, thus letting mutators use a larger
fraction of the fourth processor (and therefore increasing the throughput). The results show
that the age-oriented collector substantially outperforms the generational collector, which
already performs better than the original collector. It can be seen that the age-oriented
collector usually obtains a performance improvement of 25%-40% over the original collector.
As with 3 warehouses, the superiority of the age-oriented collector is usually higher with
(relatively) small heaps where the collector efficiency is more significant, as more garbage
collections are required. The generational collector is noticeably less efficient on tight heap,
since full collections cannot be postponed much. The improvements of the age-oriented are
less visible with larger heaps simply because there are fewer collections, and less time spent
SPECjvm98 measurements. Figure 4.21 presents comparison of the age-oriented collector with the original collector and with the generational collector over the suite’s benchmarks\(^6\). Here again, the higher the ratio, the better the measured collector performs compared to the original reference-counting collector. When running SPECjvm98 benchmarks on a multiprocessor, we allow a designated processor to run the collector thread. Here again the collector runs concurrently with the program thread and good concurrency is the main factor in the comparison. Results show that age-oriented collector performs slightly better (usually wins by few percentages) than both the original collector and the generational collector. However, we would like to stress that such measurements are in favor of the original collector, since it does not show that our collector consumes much less resources of the spare processor than the original collector. As the age-oriented collector is much more efficient the original collector, it collects the garbage much faster, and hence employs the dedicated processor less than the original collector. Similar measurements on a uniprocessor look much different (as will be discussed below).

Table 4.1 addresses this exact issue. We have measured for both original and age-oriented collectors the time each one actually works, i.e., the amount of time in which the spare processor is in use. Our results demonstrate that the original collector works 2.41-18.67 times more than the age-oriented collector. Since SPECjvm98 runs use a designated processor, these numbers influence the throughput mainly if the original collector could not perform all its work concurrently with the mutators (causing the mutators to stop while waiting for memory space). That is why when running SPECjbb2000 with 4 warehouses or more, our graphs show a much substantial throughput superiority: in these cases more CPU time for collector means less CPU time for mutators (on the CPU in which the collector is ran). Results of SPECjvm98, where the collector does not have a dedicated processor, are provided in subsection 4.6.5, where SPECjvm98 benchmarks are run on a uniprocessor. These results support our claim, as it shows that our collector performs much better than the original.
Figure 4.21: SPECjvm98 on a multiprocessor: run-time ratio of the age-oriented collector compared to the original collector (left) and compared to the generational collector (right).

<table>
<thead>
<tr>
<th>Maximum pause time (ms)</th>
<th>jess</th>
<th>db</th>
<th>javac</th>
<th>mtrt</th>
<th>jack</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age-oriented</td>
<td>18.67</td>
<td>5.47</td>
<td>2.41</td>
<td>8.26</td>
<td>13.84</td>
</tr>
</tbody>
</table>

Table 4.1: Collector work ratio: work time ratio between the age-oriented collector and the original collector.

### 4.6.2 Comparison to a Stop-the-World Collector

Using an on-the-fly collector leads to extremely short pause times, but has a throughput cost. To measure this cost, we have compared the performance of the age-oriented collector against the Jikes parallel stop-the-world mark-and-sweep collector. In this comparison, the multithreaded SPECjbb2000 was run on a 4-way platform, and SPECjvm98 benchmarks were run on a uniprocessor. The results, appearing in Figure 4.22, show that unless the heap is tight (and then the mutators exhaust the heap before the concurrent collector is done) the overhead incurred by running the collector concurrently is up to 10%. Obtaining short pauses normally require a pay in the throughput. A 10% throughput reduction is considered a small cost for a two orders of magnitude reduction in the pause times (see pause time measurements in Section 4.6.3 below). The tight conditions highlight the advantage of parallel collectors in this setting. Parallel collectors always exploit all CPUs, while our on-the-fly collector uses only one processor while all program threads wait for free space to allocate. An exception is seen with the `javac` benchmark. This benchmark creates cycles that are promoted to

---

Note: Measurements of `mpegaudio` and `compress` are not presented. `mpegaudio` does not perform meaningful allocation activity, while `compress` heavily depends on a tracing collector as it creates substantial garbage cycles, so its measurements are not relevant for a comparison to a reference-counting collector.

---
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Figure 4.22: SPECjbb2000 on a multiprocessor (left) and SPECjvm98 on a uniprocessor (right): age-oriented comparison against Jikes parallel mark-and-sweep collector

<table>
<thead>
<tr>
<th>Maximum pause time</th>
<th>compress</th>
<th>jess</th>
<th>db</th>
<th>javac</th>
<th>mtrt</th>
<th>jack</th>
<th>jbb-1</th>
<th>jbb-2</th>
<th>jbb-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age-oriented</td>
<td>1.0</td>
<td>1.7</td>
<td>1.1</td>
<td>2.1</td>
<td>1.4</td>
<td>1.2</td>
<td>1.1</td>
<td>1.4</td>
<td>1.9</td>
</tr>
<tr>
<td>Jikes Parallel</td>
<td>195</td>
<td>261</td>
<td>188</td>
<td>643</td>
<td>225</td>
<td>376</td>
<td>322</td>
<td>417</td>
<td>511</td>
</tr>
</tbody>
</table>

Table 4.2: Age-oriented maximum pause time in milliseconds

the old generation and die there. Since the age-oriented collector employs reference counting with the old generation, it does not collect these garbage cycles (until the backup tracing collector is used), causing frequent garbage collection invocations.

4.6.3 Pause times

Table 4.2 presents the maximum pause times of the age-oriented collector and Jikes parallel collector. Pauses were measured with a 64MB heap for SPECjvm98 benchmarks, and a 256MB heap for SPECjbb2000 with 1, 2, and 3 warehouses. For this number of threads, no thread gets swapped out, and so pauses are due to the garbage collection only. If we run more program threads, large pause times (whose lengths depend on the operating system scheduler) appear because threads lose the CPU to other threads.

The maximum pause time of 2.1ms, measured for the age-oriented collector, is two orders of magnitude shorter than that of Jikes parallel collector. The length of the age-oriented pause time is dominated by the time it takes to scan the roots of a single thread (occurring in one of the handshakes). This operation also dominates the pause time of the previous on-the-fly collectors [62, 5], and thus their pause times are similar. Hence, the age-oriented
<table>
<thead>
<tr>
<th>Collector phases-</th>
<th>jess</th>
<th>db</th>
<th>javac</th>
<th>mtrt</th>
<th>jack</th>
<th>jbb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levanoni-Petrank</td>
<td>Clear-Dirty-Marks and Reinforce-Clearing-Conflict-Set</td>
<td>3.1%</td>
<td>4.2%</td>
<td>5.1%</td>
<td>6.5%</td>
<td>4.1%</td>
</tr>
<tr>
<td>Mark-Roots</td>
<td>0.9%</td>
<td>0.9%</td>
<td>2.9%</td>
<td>1.6%</td>
<td>3.8%</td>
<td>1.2%</td>
</tr>
<tr>
<td>Update-Reference-Counters-Young</td>
<td>42.3%</td>
<td>46.0%</td>
<td>40.2%</td>
<td>41.6%</td>
<td>37.4%</td>
<td>40.5%</td>
</tr>
<tr>
<td>Update-Reference-Counters-Old</td>
<td>0.4%</td>
<td>0.9%</td>
<td>8.2%</td>
<td>0.7%</td>
<td>0.4%</td>
<td>1.5%</td>
</tr>
<tr>
<td>Reclaim-Garbage-Young</td>
<td>51.9%</td>
<td>47.1%</td>
<td>38.4%</td>
<td>48.0%</td>
<td>48.7%</td>
<td>49.6%</td>
</tr>
<tr>
<td>Reclaim-Garbage-Old</td>
<td>0.9%</td>
<td>0.4%</td>
<td>3.5%</td>
<td>0.9%</td>
<td>3.4%</td>
<td>2.2%</td>
</tr>
<tr>
<td>Prepare-Next-Collection</td>
<td>0.5%</td>
<td>0.5%</td>
<td>1.7%</td>
<td>0.7%</td>
<td>2.2%</td>
<td>0.7%</td>
</tr>
</tbody>
</table>

Table 4.3: Profiling of the Levanoni-Petrank collector.

collector achieves a significant throughput improvement over the original reference-counting collector and over the generational collectors, while retaining the short pause times.

It is important to note that the pauses induced by the collector do not happen frequently. If pauses of 2ms occurred once every 3ms, then pause times would lose their meaning and we should look at mutator’s minimum utilization (MMU). However, in our case, the pauses form a negligible part of the collection cycle, and are split far apart from each other.

### 4.6.4 Profiling measurements

We have profiled the different phases of both the original Levanoni-Petrank algorithm and the age-oriented algorithm. The measurements were taken while the SPECjvm98 benchmarks were run with a 64MB heap size and the SPECjbb2000 benchmark (with 1,2,3 warehouses) was run with a 256MB heap size. Table 4.3 presents the profiling measurements of the original Levanoni-Petrank algorithm. These measurements indicate that:

- a very large portion of the collector work (usually around 90%) is dedicated to the handling of the YoungObjects buffer, which includes incrementing the rc of the sliding-view values of this buffer’s objects and the release of the objects included in this buffer which turned out to be garbage (i.e., had a zero rc) after all reference-counting adjustments were made.
Table 4.4: Profiling of the age-oriented collector.

<table>
<thead>
<tr>
<th>Collector phases- Age-Oriented</th>
<th>jess</th>
<th>db</th>
<th>javac</th>
<th>mtrt</th>
<th>jack</th>
<th>jbb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clear-Dirty-Marks and Reinforce-Clearing-Conflict-Set</td>
<td>53.0%</td>
<td>27.7%</td>
<td>11.5%</td>
<td>37.9%</td>
<td>57.6%</td>
<td>41.3%</td>
</tr>
<tr>
<td>Mark-Roots</td>
<td>15.1%</td>
<td>7.0%</td>
<td>7.1%</td>
<td>5.7%</td>
<td>9.8%</td>
<td>11.4%</td>
</tr>
<tr>
<td>Trace-Young</td>
<td>13.8%</td>
<td>51.3%</td>
<td>42.9%</td>
<td>47.8%</td>
<td>17.6%</td>
<td>22.0%</td>
</tr>
<tr>
<td>Update-Reference-Counters-Old</td>
<td>6.6%</td>
<td>4.3%</td>
<td>19.1%</td>
<td>4.2%</td>
<td>5.2%</td>
<td>7.5%</td>
</tr>
<tr>
<td>Reclaim-Garbage-Young</td>
<td>1.3%</td>
<td>5.9%</td>
<td>1.3%</td>
<td>0.5%</td>
<td>1.4%</td>
<td>0.5%</td>
</tr>
<tr>
<td>Reclaim-Garbage-Old</td>
<td>2.3%</td>
<td>0.4%</td>
<td>13.7%</td>
<td>0.6%</td>
<td>1.5%</td>
<td>10.3%</td>
</tr>
<tr>
<td>Prepare-Next-Collection</td>
<td>7.9%</td>
<td>3.4%</td>
<td>4.4%</td>
<td>3.3%</td>
<td>6.9%</td>
<td>7.0%</td>
</tr>
</tbody>
</table>

- the Updates buffer handling (rc adjustments of objects logged in the Updates buffer, and the release of such objects) usually consumes negligible resources.

The clear throughput superiority of the age-oriented collector is better understood after seeing these profiling measurements: our age-oriented collector has focused on reducing the overhead of the 2 major collector phases (adjusting rc of young objects’ sliding-view slots and releasing young objects). Table 4.4 summarizes the profiling measurements of the age-oriented algorithm. Since the two major phases (which comprise 78%-95% of the original collector work) were dramatically improved, the other phases, which comprise 5%-22% of the original collector work, now comprise of 42%-85% of the original collector work. That actually shows how well the age-oriented collector does.

Note also that applying the reference-counts updates of the old generation in each collection of the age-oriented collector usually consumes a small percentage of the entire collection (less than 8% in 5 of out the 6 benchmarks).

### 4.6.5 Client performance

Although the age-oriented collector is targeted at multiprocessors running on SMP platforms, we also measured its performance against the original algorithm on a uniprocessor. These measurements were also run on the Netfinity multiprocessor, as with Jikes one can control the
number of CPUs the benchmark may use (including the collector thread). The behavior of the collector on a uniprocessor may demonstrate its efficiency. We measured the age-oriented collector on a uniprocessor with the SPECjvm98 benchmark suite and the results appear in Figure 4.23. Our measurements show that the age-oriented algorithm is substantially better than the original one in all tests as throughput ratios are shows improvement of 10% to 50%. Note that on uniprocessor, the age-oriented collector achieves a better throughput ratio than on multiprocessor (Figure 4.21), because runs on uniprocessor measure also the collections time, where the age-oriented collector is substantially more efficient than the original one.

4.7 Conclusions

We have proposed a framework of garbage collectors called age-oriented collectors, which we advocate as a state-of-the-art method of using reference counting. These collectors exploit the generational hypothesis in a different manner than standard generational collectors. Instead of running frequent young generation collections, the entire heap is collected infrequently, but young objects are treated differently from old objects. An age-oriented collector allows using the largest possible young generation, and thus obtains high efficiency. The most fitting use of age-oriented collectors is with concurrent collectors where pauses do not matter and particularly when the old generation is collected via reference counting, and thus deferring its collection is not beneficial.

We have designed and implemented an instantiation of an age-oriented collector, based on the reference-counting collector of [62, 63] for the old generation, and the tracing collector of [4] for the young objects. This age-oriented collector was implemented on the Jikes
RVM. Our measurements show that this collector maintains the short pauses of the original collectors and significantly outperforms both the original reference-counting collector as well as the generational variant. We conclude by advocating the use of an age-oriented collector for best exploiting the advantages of reference counting today.
Chapter 5

An Efficient On-the-Fly Cycle Collection

5.1 Introduction

Reference counting is a classical garbage collection algorithm. Systems using reference counting were implemented starting from the 1960s [26]. However, reference-counting garbage collectors cannot reclaim cyclic structures of objects. Thus, reference-counting collectors must be accompanied either by a backup mark-and-sweep collector (run infrequently to collect unreachable cyclic structures) or by a cycle collector.

Attempts to avoid developing and maintaining an additional mark-and-sweep collector on the reference-counting collected system led to design of a cycle collector [15, 25, 68]. This effort culminated in the state-of-the-art on-the-fly cycle collector of Bacon and Rajan [7].

5.1.1 The challenge

Bacon and Rajan [7] propose two cycle collectors. The simpler synchronous collector is the most efficient cycle collector known today. It runs in a stop-the-world context. Their more involved asynchronous collector is the only on-the-fly cycle collector known today. However, the asynchronous collector requires a lot of overhead in order to make the collection safe in the presence of concurrent program threads.

To understand why this happens, one should note that a typical cycle collector traces cycle
candidates repeatedly to discover which cycles are unreachable. (Typically, each candidate structure is traced two or three times.) A crucial problem with repeated scanning arises when concurrent program threads modify the objects graph during the scan. This means that the collector cannot trust a scan to repeat the very same structure that a previous scan has traversed. Furthermore, as modifications occur concurrently with the scan, each specific one scan cannot be guaranteed to view a consistent snapshot of the objects graph at any specific point in time. Such problems are the source of the two drawbacks of Bacon and Rajan’s on-the-fly cycle collector: a practical drawback and a theoretical one.

The practical problem is that in order to achieve safety, the algorithm in [7] makes many repeated scans over the candidates. This reduces the overall efficiency of the reference-counting collector. The theoretical drawback is that completeness cannot be guaranteed\(^1\). A rare race condition may prevent an unreachable cyclic structure from ever being reclaimed.

5.1.2 The solution

In this work, we propose an algorithm for on-the-fly cycle collection that solves these drawbacks\(^2\). We do this by employing the sliding-views techniques recently developed for concurrent garbage collection in [62, 63, 4] and using them with the cycle collector of [7]. The main idea is to virtually fix the graph processed by the cycle collector. Suppose first that we stopped the threads and took a replica of the heap snapshot. Running the synchronous (more efficient) algorithm of [7] on this snapshot efficiently detects any cyclic structure. Of course, taking a replica of the heap is not realistic. However, a virtual snapshot of the heap may be taken using the ideas in [63]. Furthermore, if we use a sliding view instead of a snapshot (as in [63]) and make the appropriate adjustment to use a sliding view to scan the objects graph (as described in Chapter 3), then we obtain an on-the-fly cycle collector with the same short pauses of recent on-the-fly collectors ([6, 62, 63, 4]).

The theoretical liveness problem is immediately solved. If an unreachable cyclic structure is generated by the program before the snapshot, or before the start of the interval in which the sliding view is read, then the garbage cycle may be easily identified in this view. When a cycle collection is executed on top of this sliding view, this cycle is guaranteed to be reclaimed.

Unfortunately, the solution described above does not work. Oddly, the problem stems

\(^{1}\text{Completeness of a concurrent garbage collector is equivalent to the standard liveness property in distributed computing. A collector is complete if all unreachable objects are eventually reclaimed.}\)

\(^{2}\text{This work was presented in [80].}\)
from the celebrated efficiency of the sliding-views reference-counting collector. All previous cycle collectors required as input a list of all decrements of reference counts in order to work correctly. Missing decrements may lead to missed garbage cycles that will never be reclaimed. However, the sliding-views reference-counting collector does not keep track of all decrements. A large fraction of all reference-count updates are ignored by the sliding-views reference-counting collector and it is shown in [63] that objects may be correctly reclaimed even when only a small fraction of the reference-count updates are recorded and executed.

To solve this mismatch, we extend the analysis of the sliding-views collector to show that the cycle collector may base its candidates on the decrements that are being recorded plus a special treatment of newly created objects. This is an interesting new property of the sliding-views collector, which is magically applicable to cycle collection.

From the practical point of view, the use of the simpler synchronous algorithm implies more efficient execution. Furthermore, making only a small fraction of the decrements (because of using the sliding-views reference-counting collector) implies recording fewer candidates for cyclic structures, which, in turn, means less work on traversing these candidates. This yields a substantial reduction in the cycle collector work. In addition, we suggest further improvements to the synchronous algorithm in [7], making it run even faster. This is done via a better scheduling strategy and new filtering techniques that further reduce the number of traced objects.

The behavior of the cycle collector was measured on two different configurations. The first configuration was the standard reference counting setting, which uses reference counting and cycle collection on the entire heap. As observed in previous work [5, 14, 81], reference counting is not effective on new objects (that tend to die fast). Previous work recommends using generations and employing reference counting to collect the old generation only. One such effective collector is the age-oriented collector presented in Chapter 4. So, if reference counting should be used on the old generation only, an interesting question that arises is how effective the cycle collector is when used on the old generation only. We resolve this quandary by also incorporating the new cycle collector into the age-oriented collector and examining its effectiveness when run on the old generation only.

Cycle collectors spend a large fraction of their time working on cycle candidates among newly allocated objects. By concentrating on the old objects, the age-oriented collector eliminates a large part of the cycles as well as a large fraction of the cycle collector’s work, while tracing the young objects.
5.1.3 Implementation, measurements, discussion

We implemented the new cycle collector with the Levanoni-Petrank reference-counting collector [63] and with the (more efficient) age-oriented collector (presented in Chapter 4). The implementation was done on the Jikes research virtual machine [1] and compared against the original cycle collector of Bacon and Rajan [7]. We measured various features of these collectors showing that the amount of work decreased significantly with the new cycle collector. We also got good results on the entire program run, but felt that comparing the throughput is irrelevant in this case, since the two cycle collectors are built on two different reference-counting collectors (see [6, 63]).

We used the SPECjbb2000 benchmark and the SPECjvm98 benchmark suites. These benchmarks are described in detail in SPEC’s website [90].

One of the more interesting measurements we provide is the first comparison of cycle collection to backup tracing collection. This comparison is important since these are the two main options provided to an implementer of a reference-counting algorithm. Unfortunately, there is no prior report comparing these two alternatives. We measure the throughput of a JVM that uses the cycle collector with a JVM that uses a backup tracing collector to collect unreachable cyclic structures.

It turns out that backup tracing is more effective than the proposed cycle collector when reference counting is used to collect the entire heap. However, in the more relevant approach, when reference counting is used on the old generation only (which is the reference counting use that we advocate), the new cycle collector is more effective as its performance equals to the backup tracing solution and even outperforms it on tight heaps. Note that in both cases we compared apples to apples: the same scenario was run once with a backup tracing collector and once with a cycle collector. Detailed measurements are provided in Section 5.6. We conclude with an even stronger recommendation to use reference counting with cycle collection on the old generation only.

Discussion. The best way to use reference counting today is to run it on the old generation only, as discussed in [5, 14, 81]. In such a case, running cycle collection with reference counting is the right choice. Tracing collectors need to trace the live objects in the heap and their complexity relates to the size of this set. Reference counting needs only to account for reference-count updates and reclaiming dead objects. In a sense, tracing collectors pay a type of property tax whereas reference-counting collectors pay an income tax. Future applications may employ larger heaps in which they will maintain large areas of long-lived seldom-modified objects residing in an old generation. If this happens, reference
Counting may become the best collector for the old generation. In fact, the work of [14] has already demonstrated the superiority of an appropriate generational reference-counting collector over tracing collectors. If generational reference counting becomes the collector of choice, than a companion cycle collector will be required. In this case, the cycle collector proposed here is an efficient companion and we expect it to outperform a backup tracing collector.

Chapter organization. We start by providing an overview of the existing collectors in Section 5.2. A synopsis of the new cycle collector, stressing the main new ideas, is provided in Section 5.3. The details of the cycle collector including pseudo-code are given in Section 5.4. Implementation and results are given in Sections 5.5 and 5.6. We conclude in Section 5.7.

5.2 Review of previous cycle collectors

In this section, we review previous cycle collectors. We use the term cycle or cyclic structure when referring to a strongly connected component in the objects graph. A strongly connected component is a maximal subgraph of a directed graph such that for every pair of vertices u, v in the subgraph, there exists a directed path from u to v and a directed path from v to u.

5.2.1 Collecting cycles on a uniprocessor

We start with the synchronous cycle collector of [7] (building on [68, 65]) that runs in a stop-the-world manner on a uniprocessor. Garbage cycles can only be created when a reference count is decremented to a non-zero value ([68, 65]). The reference-counting collector records all objects whose reference count is decremented to a non-zero value ([68, 65]). The reference-counting collector records all objects whose reference count is decremented to a non-zero value. The cycle collector uses this list as a set of candidates that may belong to a garbage cycle. Three colors are used to mark the state of objects. The initial color of all objects is black. A possible member of a garbage cycle is marked gray. White signifies an object that is identified as part of an unreachable cycle. The cycle collector runs up to three traversals on all objects reachable from the candidate set as follows.

- **The mark stage:** traces the graph of objects reachable from the candidates, subtracting counts due to internal references and marking traversed nodes gray. At the end of this traversal, all nodes of each unreachable cyclic structure have zero reference counts, whereas each reachable cyclic structure has at least one node with a positive reference count.
• The **scan stage**: scans the subgraph of (gray) objects reachable from the candidates. All objects reachable from external pointers (those with positive reference counts) and all their descendants are marked black. Also, reference counts are restored to reflect all outgoing pointers from black objects. All other nodes in the subgraph are colored white (these objects are identified as forming a garbage cycle).

• The **collect stage**: scans the subgraph again and reclaims all white objects.

### 5.2.2 Collecting cycles on-the-fly

The first concurrent cycle collection algorithm was proposed in [7]. Their algorithm consists of two phases, each running several scans on the sub-graph reachable from the candidates. In the first phase, a variant of the above synchronous algorithm is used, but instead of reclaiming the white nodes these nodes are recorded as potential unreachable cyclic structures. However, due to concurrent mutator activity, some of the white objects may have been incorrectly identified and may actually be reachable. The second phase is executed in the next (reference-counting) collection and it then re-examines the potential cycles, identifying which are indeed unreachable and reclaiming their objects.

**Restoring the reference counts.** In a concurrent setting the subgraph of the candidate objects cannot be re-traversed, because pointers may have been modified since a previous traversal. Thus, temporarily modifying reference counts and then restoring them correctly becomes impossible. Therefore, the algorithm uses an additional reference-counting field denoted $CRC$ (cyclic reference count). Temporary calculations are executed in this additional field and the main reference-count field is used only by the reference-counting collector. We will also use the $CRC$ additional count in our algorithm.

**Two disadvantages.** The above concurrent garbage collector has a theoretical drawback and a practical drawback. A garbage collector is called *complete* if it eventually collects all unreachable objects. The first problem of this cycle collector is that it is not complete. Rare race conditions may prevent it from collecting garbage cycles. An example appears in [7]. The second problem is practical. The algorithm traces the candidate cycles a couple of times in the second phase to ensure that no false garbage cycle is reclaimed. These extra scannings reduce efficiency, especially for (typical) benchmarks that contain many garbage cycles or many false cycle candidates. Moreover, the concurrent cycle collection algorithm enforces additional overhead on the execution of the reference-counting algorithm as it must fix sub-graphs that were left gray or white due to improper re-traversals.
5.3 Cycle collector overview

In this section we provide an overview of the new collector, emphasizing its main ideas. A full description including the pseudo-code is provided in Section 5.4.

Both drawbacks of the asynchronous collector in [7] stem from the fact that the concurrent cycle collector cannot rely on being able to re-trace the same graph. In this work, we propose a new concurrent cycle collector that eliminates the disadvantages of the previous cycle collector yielding a non-intrusive, efficient cycle collector that guarantees completeness. The idea is to use a snapshot of the heap or a sliding view of the heap ([63]). Given a fixed view of the heap (as reflected by a snapshot or the sliding-view mechanism), it is possible to eliminate much of the redundant tracing and to guarantee completeness. Hence, we employ the reference-counting system of [63] (an overview appears in Chapter 2.6) to reclaim the acyclic garbage; and in order to trace the sub-graph reachable from the candidates, we use the sliding-views tracing mechanism proposed in Chapter 3.

We start by describing the new cycle collection algorithm assuming two inputs: a snapshot of the heap, and a list of all objects whose reference count has been decremented to a positive value since the last cycle collection. A first observation is that given these two inputs, we may apply the synchronous algorithm of [7] on the given snapshot and correctly identify the garbage cycles in the heap as viewed in the snapshot. Now, combining the fact that the synchronous algorithm is efficient and the fact that being a garbage cycle is a stable property, i.e., program activity cannot make an unreachable object reachable, we get an efficient identification of garbage cycles. After explaining how to use a snapshot (which achieves a concurrent collector), we will move to using a sliding view. A sliding view is a bit harder to use, but provides an on-the-fly collector.

Next, we need to specify how to obtain the inputs efficiently. We first concentrate on the first input: the snapshot. The second input cannot be obtained efficiently, but we will find ways to use a restricted version of it.

5.3.1 Obtaining a snapshot (or a sliding view)

The cycle collector uses the snapshot by repeatedly traversing several subgraphs of the snapshot heap. To obtain a snapshot that can be traversed, we may use the sliding-view mark-and-sweep mechanism described in Chapter 3 above. We also employ the write barrier of [63]. Then, to traverse an object according to its pointer values as existed at snapshot time, we scan each object in the following manner. First, the dirty bit of the object is examined.
If the object is not dirty (no pointer in the object has been modified since the snapshot was taken), then its current state in the heap is equal to its state during the snapshot and the collector may trace it by reading its pointers from the heap. Otherwise, the object has been modified since the snapshot time and it is marked dirty. In this case, the collector traces its snapshot values as recorded in the threads’ local buffers. This way, objects are traced according to their state at the snapshot time, and as a consequence, repeated traces are bound to trace the same graph each time.

In terms of completeness, this means that once a garbage cycle is created, it must exist in the next snapshot, and thus is bound to be collected by the next execution of the synchronous cycle collection. In terms of efficiency, this means that we may use the efficient synchronous algorithm and get rid of inefficiencies originating from the need to insure correctness in spite of program-collector races. For example, the entire second phase of the asynchronous algorithm of [7] is redundant: there is no need to store identified garbage cycles and validate them during the next garbage collection.

We now proceed to explain how sliding views are used instead of snapshots. The goal is to eliminate the need for a simultaneous halt of all program threads and to obtain extremely short pauses. A sliding view is a distorted snapshot. It may yield a fuzzy picture of the heap, but it is still one that may be obtained without stopping all mutators simultaneously. The cycle collector remains the same, except that it uses a sliding view of the graph rather than a snapshot. As in the previous sliding-views collectors, a sliding view may find an object unreachable because the view does not represent the heap at a consistent point in time. However, the snooping mechanism (see Section 2.6) makes sure that these objects are not reclaimed, guaranteeing the safeness of the procedure. For the cycle collector, this means that a set of objects may be incorrectly identified as being an unreachable cyclic structure. How can this happen? Inaccuracies of reference counts due to the sliding view are discussed in [61, 63]. Intuitively, if no pointer is written to the heap at the beginning of the collection (when all mutators are halted one by one), then the sliding view represents a snapshot of the heap taken at the time the first mutator is stopped; denote this time by $t_1$. However, as pointers are being written in the heap, this snapshot gets distorted. In particular, the view may contain values of pointers that were updated after $t_1$. If such a modified pointer creates a false unreachable garbage cycle in the view, then a pointer must have been added to this cycle during the interval in which the sliding view is taken. In this case, it is guaranteed that the object that falsely seems unreachable in the sliding view will be snooped and therefore, we will not reclaim the cyclic structure that contains it. Thus, the safety of the cycle collector may be reduced to the safety of the sliding-view mark-and-sweep collector.
With respect to completeness, it holds that any unreachable cyclic structure that is formed before the collection begins, must be collected. The reason is that these objects are not modified during the time the sliding view is taken, and in particular, no new pointers are being written to objects in this cycle. Thus, none of the objects in the cyclic structure is snooped and the view of all pointers into and in between these objects appears in the sliding view exactly as it would have appeared had we taken a real snapshot at time $t_1$. Thus, such an unreachable cyclic structure will be reclaimed.

### 5.3.2 Obtaining the list of candidates

It remains to obtain the second input to the synchronized cycle collector of [7]. This collector described above and all previous collectors used a candidate set consisting of all newly created objects plus all objects whose reference count is reduced to a positive value by any pointer modification since the previous cycle collection. However, the sliding-views reference-counting collector of [63] does not maintain such a list. In fact, it is oblivious to most of the pointer updates and this is what guarantees its efficiency. A naive solution is to add the recording of such a list to the reference-counting collector of [63]. This is not acceptable as it would undermine the efficiency of the reference counting. Instead, we analyze what is really required to collect cycles and find out that the reduced set of candidates suffices. This preserves the efficiency of the reference-counting collector and also significantly improves the efficiency of the cycle collector as fewer candidates need to be recorded and less work is required to traverse their descendants.

**Newly created objects.** Let us review one technicality that also exists in prior literature. The assertion that it is enough to consider only reference-count decrements as candidates is accurate but not applicable to modern collectors. The reason is that reference counts are not updated for root pointer modifications (as suggested by [31]). Thus, all known cycle collectors use, as candidates, more than the set of objects whose reference count was decremented to a positive value. The set of candidates also includes all objects created since the last collection and all objects referenced directly from the roots during the previous collection.

Consider, for example, two new objects that point to one another (forming a cycle) and a root pointer that points to one of them. If the root pointer is modified, then a cycle of garbage is formed, but it is not noted by reference-count decrements. The extended candidate set as above is enough to detect any such garbage cycle. We do not elaborate on this, as this solution is used by all previous collectors.
Obtaining the candidates. The sliding-views collector can yield almost for free a list of newly created objects and a list of objects that were referenced by the roots during the previous collection. We now concentrate on the more problematic set of objects whose reference count was decremented.

The Levanoni-Petrank reference-counting collector [63] uses a shortcut to reduce a large fraction of the reference-count updates. The idea is that when a pointer \( p \) takes the values \( o_0, o_1, o_2, \ldots, o_n \) between two sliding views, the only required reference-count updates are a decrement to \( rc(o_0) \) and an increment to \( rc(o_n) \). However, the fact that not all increments and decrements of the objects \( o_1, o_2, \ldots, o_{n-1} \) are executed might prevent noting that one of the decrements creates a new unreachable cycle.

We now claim that we are able to collect all garbage cycles, even though we record and consider many fewer objects as candidates, i.e., those supplied by the Levanoni-Petrank reference-counting collector. To be more precise, when a pointer \( p \) takes the values \( o_0, o_1, o_2, \ldots, o_n \) between two collections, only \( o_0 \) is considered as a candidate (if its reference count is decremented to a non-zero value) by the new cycle collector. The objects \( o_1, o_2, \ldots, o_{n-1} \) that may have been considered by previous collectors as candidates are ignored. Additional relevant decrements are decrements that are executed by the reference-counting collector itself. When an object is reclaimed, the collector decrements the reference counts of all its descendants. These decrements may also produce candidates (if the descendant’s reference count is not decremented to zero).

To show that the collector does not miss a garbage cycle, we divide the argument into two cases: garbage cycles composed solely of old objects and garbage cycles containing at least one young object, where a young object is an object that has been created after the previous sliding view (or snapshot) has been taken. We show that each of these two cases are properly handled.

The easy case is when a garbage cycle includes a young object. As mentioned earlier in this section, all young objects (surviving the reference-counting collection) are considered candidates. Thus, this cycle will not be missed.

The more interesting part is to note that garbage cycles containing only old objects (these created before the previous sliding view) are not missed. If this cycle was reachable during the previous sliding view and is unreachable in the current sliding view, then there exists a pointer to one of the cycle’s objects in the previous sliding view, but this pointer does not exist in the current sliding view. If this was a root pointer, then the cycle is considered by the fact that all root pointers from previous collection are candidates. Otherwise, this is a heap pointer that has been modified during the time interval between the two sliding views.
Figure 5.1: An example: The creation of a garbage cycle composed solely of old objects

This scenario is depicted in Figure 5.1 (and is explained below). The pointer modification results either from the application modification of the pointer (as in Figure 5.1), or because the object containing this pointer was reclaimed and then the memory manager deleted the pointer. In the first case, the change of this pointer is logged in a local buffer, causing a decrement to the reference count of the object previously referenced. In the latter case, the delete operation of the collector implies a similar reference-count decrement. In each of these cases, this object becomes a candidate for cycle collection. Hence, cycles containing only old objects are accounted for properly.

Figure 5.1 introduces an example of a garbage cycle composed solely of old objects is created between the $K$th and the $K+1$st sliding views. In this example, the cycle was reachable from old0 and it became unreachable because old0 was modified. Since old0 is modified between the sliding views, old0 (and in particular, the pointer to old1 in it) must be logged to a local buffer that is later used by the reference-counting collector. Therefore, the reference count of old1 gets decremented in the $K+1$st collection, and it is then considered as a candidate.

As explained above, when a pointer $p$ takes the values $o_0$, $o_1$, $o_2$, ..., $o_n$ between two collections, only $o_0$ is considered as a candidate (if its reference count is decremented to a non-zero value) by the new cycle collector. Note, however, that the reference deletion from objects $o_1$, $o_2$, ..., $o_n - 1$ could create a garbage cycle. Figure 5.2 shows an example that demonstrates how we are able to collect all garbage cycles even though we record considerably fewer candidates. The example is divided into six steps (numbered 1 through 6). At Step 1 of Figure 5.2, the sliding-view picture of the last collection is shown. At Step 2, object $P$ is modified to reference object $O2$. Since $P$ is modified for the first time since the previous sliding view, it is set as dirty and logged to the $Updates$ buffer together with its previous value $O1$. Next, in Step 3 object $O2$ is set to reference object $B$. At Step 4, object $B$ is set
to reference object $O2$. At Step 5, object $A$ is modified to stop referencing object $B$. As $A$ is modified for the first time since the previous sliding view, it is set as dirty and logged to the $Updates$ buffer together with its previous values $B$. At Step 6, object $P$ is modified to reference object $O3$. Since $P$ is already dirty, $P$ will not be logged again to the $Updates$ buffer. Note that the deletion of the reference from $P$ to $O2$ creates a garbage cycle composed of objects $B$ and $O2$. However, $o2$ did not become a candidate in this stage, as the write barrier did not log it in the $Updates$ buffer and hence the collector would not decrement its reference-count value$^3$. The garbage cycle would be collected since object $B$ was logged as the previous value of $A$ in Step 5. Hence the collector would decrement its reference count later, and since the reference count of $B$ would not reach 0 (as it is referenced by $O2$), it would considered as a candidate. Hence the above garbage cycle is bound to be collected.

To summarize, we may employ the efficient write barrier of Levanoni-Petrank and collect cycles correctly using as candidates all objects whose reference count is decremented to a non-zero value, as well as all young objects and all objects that were referenced by the roots during the previous collection.

$^3$As described earlier in this section, if $O2$ is a newly created object, it would be considered as a candidate. Here, we assume that $O2$ is not a newly created object.
5.3.3 Making a stop-the-world collector on-the-fly

We now explain in brief how we made it possible to run the stop-the-world collector of [7] on-the-fly. The main purpose of stopping the threads is to make the object graph fixed for the collector. This fixing lets the collector examine the reachability graph without experiencing pointer modifications during the examination. A standard way to let the collector examine a fixed graph while the mutators go on modifying it is to let the collector work on a snapshot of the heap. Creating a real snapshot is too costly, but snapshots can be implicitly created using specialized write barriers. Letting a stop-the-world collector work on a snapshot (with the necessary modifications required to let the collector work on the created snapshot view) only achieves a concurrent collector. Namely, the obtained collector must stop all mutators simultaneously for a single point in time that will create the snapshot time.

In order to make the collector on-the-fly, sliding views must be used. To create sliding views, the mutators are not required to stop simultaneously. It is enough that each cooperate with the collector at will. Sliding views do not provide a real snapshot, but a distorted approximation of it. However, a properly adjusted stop-the-world collector may use a sliding view in a similar way to a snapshot in order to reclaim the unreachable objects appearing in the sliding view. The correctness is based on a snooping mechanism. The snooping mechanism makes sure that we do not reclaim objects to which a new pointer is installed while the mutators are cooperating with the collector. Given this mechanism, the stop-the-world collector may work on the sliding view to reclaim all unreachable objects. Note that the obtained collector is on-the-fly. The mutators only cooperate non-simultaneously with the collector to create the sliding view. The collector then goes on running concurrently with program run, while using the obtained sliding view. Since the sliding view is a static picture of the heap, the stop-the-world collector may work on it according to its original algorithm.

5.3.4 Behavior with the age-oriented collector

The cycle collector was incorporated into the full heap reference-counting collector of [63]. However, previous work shows that reference counting is most effective when used with the old generation only [5, 14, 81]. It is, therefore, crucial to examine the behavior of the cycle collector in such a setting, when reference counting is employed on old objects only. Furthermore, from the description above, it seems that newly created objects add a substantial burden on the cycle collector. Our measurements show that this is indeed correct. Hence, we also applied the proposed cycle collector with a collector that runs concurrent reference counting and cycle collection on the old generation only. We chose the
age-oriented collector (described in Chapter 4), which is an altered generational collection that is specially targeted at reference counting for the old generation.

It is important to note that the age-oriented collector is an efficient collector. In particular, it is more efficient than the reference-counting algorithm as a stand-alone. Therefore, it is more relevant to check its performance with a cycle collector. Using the age-oriented collector it was possible to eliminate a large fraction of the cycles as well as a large fraction of the cycle collector’s work since it does not need to consider the young objects as candidates. Indeed, cycle collection was more effective in this setting.

5.3.5 Reducing the number of traced objects

Next, several methods are proposed to further reduce both the number of candidates and the number of objects traced during a candidate traversal. First, we make use of the strategy of Bacon and Rajan [7] to reduce tracing. They proposed to ignore acyclic objects (objects that cannot be a part of a cycle, e.g., an array of scalars). Such objects are statically determined and are never considered as candidates. Any acyclic object reached during the algorithm traversals is ignored. We adopt the schema of Bacon and Rajan, which considers as acyclic each object whose class contains only scalars, references to classes that are both acyclic and final, and arrays of the previous classes. Additional elimination strategies are proposed next.

Examining only mature candidates. The new collector runs cycle collection with each garbage collection. However, it lets the candidates “mature” before actually testing them for membership in an unreachable cyclic structure. While candidates “wait” to be examined, many of them are removed from the candidate list (as explained below). The collector examines only the candidates that were accumulated \( k \) collections ago and not filtered out of the list. Technically, instead of having one large candidate buffer, we employ \( k + 1 \) smaller candidate buffers, each containing candidates accumulated in different collections. In the current cycle collection we use the oldest buffer. One reason for removal from the candidate list is that objects are simply reclaimed by the reference-counting collector before reaching the oldest buffer. A second filtering technique employed is to remove any object that is added to the most recent candidate buffer, from any older buffer in which it appears. This means that an object appears only in one buffer and that if its reference count is decremented several times, it will be examined only once (if not reclaimed earlier). (The removal from older lists is executed in a short processing of the buffers at the end of each collection.)

The \( k + 1 \) buffers method allows structured control over candidates maturity and allows tracing only candidates that have not been filtered out (and have not died) throughout
the last $k$ collections. Previous collectors run the cycle collector each $k$ collections on all candidates. Thus, they handle candidates that were recently discovered and have not yet matured.

**Ignoring identified live objects.** Next, we try to reduce the number of candidates and also the amount of executed tracing. Several objects are known to be alive at the beginning of a collection. These include objects that were directly reachable from the roots, objects that were snooped and objects that were marked dirty because they were modified after the sliding view was taken. Many such objects are traced by previous cycle collectors. The proposed collector treats these objects differently. First, if the cycle collector reaches one of these objects during the first (mark) stage, it ignores it. It does not decrement its reference count, nor does it trace its subgraph. By avoiding the explorations of these objects, we do not lose any garbage cycles, since if an object is known (or assumed) to be alive, so are all the objects reachable from it.

To see that this modification does not foil correctness, we first note that avoiding the trace of such objects affects only their descendants, which are alive and should not be reclaimed during the current collection. Thus, we do not mind not handling these objects during the cycle collection. If they remain black, they will not be reclaimed. The only remaining concern is that this modification will prevent identifying live descendant objects within some candidate cyclic structure. However, this cannot happen, since such descendants have an outer reference (their ancestor) and so their CRC cannot decrease to zero and they cannot be reclaimed.

**Saving the double scan stage.** To save more scanning time, we add an additional stage, the *mark live black* stage, between the mark stage and the scan stage. In this stage we preprocess the list of objects that are known to be alive and trace them to mark their subgraph black. If we do not do this, the scan stage may sometimes color an object white together with its subgraph, only to find out later that this object was referenced from another (gray) externally referenced object. In this situation, the object (and subgraph) would be retraversed and colored black during a second traversal of the same subgraph. Such repeated traversals are eliminated by the new stage.

Not all objects that are known to be alive can be identified when collection commences. In particular, an object may be modified (and thus become dirty) by a mutator after being traced during the mark stage of the cycle collector. The subgraph of such an object may be traced and colored gray (during the mark stage) and only later will it become evident that the tracing was redundant. Thus, we also add a simple check to the second (scan) stage. When reaching a gray object in the scan stage, we check whether it is dirty. If it is, its
subgraph is colored black immediately in order to save further scans. This modification is safe since this object was alive when the sliding view was taken.

One disadvantage of using dirty objects for the above filtering methods is that we must use the additional \( CRC \) (cyclic reference-count) field, as in the asynchronous cycle collector of Bacon and Rajan, in order to correctly restore the ”real” reference counts. The reason that the \( CRC \) field is needed is that the set of identified live objects (actually, only the subset of dirty objects) is not fixed during the collection. Recall that we do not scan dirty objects, implying that we also do not decrement their descendants’ reference counts for internal references. However, since objects become dirty concurrently, we may decrement their reference counts several times before noting that they are alive. It is not possible later to tell how many times decrements were applied on dirty objects (before they became dirty) and thus it is not possible to restore the original reference counts. This necessitates the use of the \( CRC \) field. The choice is whether to use the dirty bit to identify reachable objects or to avoid using the \( CRC \) field. We chose to consider dirty objects and use the \( CRC \) field.

5.4 The Garbage Collector Details

In this section, pseudo-code and details of the new cycle collection algorithm are provided.

5.4.1 The LogPointer

The original reference-counting algorithm requires maintaining a dirty bit signifying whether an object has been modified since the most recent collection started\(^4\). During the first modification of an object in a cycle, its pointers are recorded in the \textit{Updates} buffer and its dirty bit is set. We follow [62, 63, 4] by choosing to dedicate a full word to keep the dirty bit. Indeed, this consumes space, but it allows keeping information about the dirty object. In particular, this word is used to keep a pointer into the thread’s local buffer where this object’s pointers have been logged. A zero value (a null pointer) signifies that the object is not dirty (and not logged). We call this word the \textit{LogPointer}.

Tracing of a sliding view exploits the \textit{LogPointer} field extensively. When an object is scanned, the \textit{LogPointer} is checked. If it is null, then the current state of the object may be

\(^4\)To simplify the presentation, the original collector in [62] is described as using a dirty bit per slot. However, as discussed in the full paper [61, 63] and as implemented in subsequent work [4, 5, 81], a bit per object was already used.
used. Otherwise, it provides a pointer to the log entry where the state of the object in the sliding view is recorded.

**Procedure Update** (Figure 5.3) describes the write barrier that is activated at pointer assignment. Its main task is to record the object whose pointer is modified (i.e., log objects’ values at the sliding views). We stress that the write barrier (the Update protocol) is only used with heap pointer modification. Modifications of local pointers in the registers or stack are not monitored. Going through the pseudo-code, we see that each object’s LogPointer is optimistically probed twice (lines 1 and 5) so that if the object is dirty (which is often the case), then the write barrier is extremely fast. If the object was not logged (i.e., the LogPointer of an object is NULL), then after the first probe, the object’s values are recorded into the local Updatesᵢ (lines 2-4). The second probe at line 5 ensures that the object has not yet been logged (by another thread). If LogPointer is still NULL (in the second probe), then the recorded values are committed as the buffer pointer is modified (line 7). In order to be able to distinguish later between objects and logged values, in line 6 we actually log the object’s address with the least significant bit set “on” (while values are logged with the least significant bit turned off). Then, the object’s LogPointer field is set to point to these values (line 8). After logging has occurred, the actual pointer modification happens. Finally, from the time a collection begins until marking the roots of the mutators, the snoop flag is on. At that time, the new target of the pointer assignment is recorded in the local Snoopedᵢ buffer. This happens in lines 10-11. The variables Updatesᵢ, CurrPosᵢ, Snoopᵢ and Snoopedᵢ are local to the thread.

The write barrier works safely with a multithreaded application without requiring explicit synchronization, as thoroughly discussed in [63].

### 5.4.2 General issues

**Candidate objects status.** In order to process the candidate buffers, we keep a state with each object. An object is allocated in a non-buffered state. When it is first buffered, it is marked newly-buffered. During each collection, all buffers are processed. Each newly-buffered object is removed from all older buffers. An object that is a member of the oldest buffer (the buffer that is currently being checked for cycles) is marked old-buffered. All other buffered objects (in buffers that are not the youngest or oldest buffers) are marked mid-buffered. The candidate buffers are denoted, in a corresponding manner, newCandidatesBuffer, mid-CandidatesBuffer and oldCandidatesBuffer. Note that there may be several buffers of type midCandidatesBuffer.
Procedure Update\(\text{obj: Object, offset: int, new: Object}\)

\begin{verbatim}
begin
1. if \text{obj.LogPointer} = \text{NULL} then  // OBJECT NOT DIRTY
2. \text{TmpPos} := \text{CurrPos}_i
3. foreach field \text{ptr} of \text{obj} which is not NULL
4. \text{Updates}_i[\text{TmpPos}++] := \text{ptr}
5. if \text{obj.LogPointer} = \text{NULL} then  // IS IT STILL NOT DIRTY?
6. \text{Updates}_i[\text{TmpPos}++] := \text{tag(address of } o)  // ADD A TAGGED POINTER TO OBJECT
7. \text{CurrPos}_i := \text{TmpPos}  // COMMITTING THE REPLICA
8. \text{obj.LogPointer} := \text{address of } \text{Updates}_i[\text{CurrPos}_i]  // SET DIRTY
9. write( \text{obj, offset, new})
10. if \text{Snoop}_i and \text{new} != \text{NULL} then
11. \text{Snooped}_i := \text{Snooped}_i \cup \{ \text{new}\}
end
\end{verbatim}

Figure 5.3: SVRC mutator code: Update Operation

\textbf{Assumed procedures.} In the pseudo code we assume the existence of some simple methods. These include:

- \textbf{is-Acyclic}: checks whether an object is inherently acyclic. This check is executed according to the rules set in Section 5.3.5.
- \textbf{is-Buffered-Not-Old}: checks whether an object is buffered but not in the oldest buffer.
- \textbf{is-Released}: checks whether an object has been reclaimed in the current collection (by either the reference-counting collector or the cycle collector)\(^5\). As this procedure is called by the collector, the \textit{current collection} is well defined\(^6\).

\(^5\)Our original reference-counting collector implementation employs Jikes segregated-free-list allocator [102]. This allocator divides the heap into blocks, where each block is partitioned into equal-sized slots. In addition, a “used” bit is associated with each such slot. This bit indicates whether the corresponding slot is in use (i.e., contains an object) or not. Whenever a slot is allocated its bit is marked as taken, and whenever an object is freed its bit is marked as free. The \textbf{is-Released} method returns the opposite of this bit.

\(^6\)In our implementation we did not allocate a released object’s memory until after the cycle collector is...
1. $\text{Roots} := \text{programRoots} \cup \text{SnoopedObjects}$

2. increment the $rc$ of all $\text{Roots}$ // SO IT WON’T BE COLLECTED THIS COLLECTION

3. for each object logged in $\text{Updates}$ do

4.   - decrement $rc$ of its previous sliding-view descendants

5.   - increment $rc$ of its current sliding-view descendants

6. for each object logged in $\text{YoungObjects}$ do

7.   increment $rc$ of its current sliding-view descendants

8. reclaim objects with zero $rc$ recursively

9. $\text{Process-Cycles}$ // COLLECT GARBAGE CYCLES

10. decrement the $rc$ of all $\text{Roots}$ // AS IT WAS INCREMENTED IN LINE 2

Figure 5.4: SVRC: Sliding views reference counting with cycle collection

5.4.3 Cooperation with the reference-counting collector

Next we elaborate on the cooperation between the reference counting collector and the cycle collector. Full pseudo-code of the sliding-view reference-counting collector and the age-oriented collector are in [79].

The cycle collection algorithm is activated on each collection cycle after the reference-counting collector has finished collecting the acyclic garbage. The entire collection including cycle collection is described in Figure 5.4.

During the reference-counting collector run, it detects the objects that become candidates. These candidates are accumulated into the newest candidate buffer. The candidates are accumulated in the following collector stages:

- During the traversal of the $\text{Roots}$ buffer, each object is accumulated to the newest candidate buffer (it is not considered as a candidate in this cycle collection as it is obviously not garbage).

- During the traversal of the $\text{Updates}$ buffer, each object whose reference count is decremented but does not reach zero is added to the candidate buffer.

entirely done. We could have instead used a bitmap for marking the released objects (which the $\text{is-Released}$ method could probe), so that a released object could be immediately allocated. Such a bitmap should be cleared at the end of each collection.
Procedure Add-Candidate(cand: object)
begin
1. if cand.status != newly-buffered ∧ !is-Acyclic(cand) then
2.   cand.status := newly-buffered
3.   push cand into newCandidatesBuffer
end

Figure 5.5: Cycle collector: Add-Candidate Procedure

- The YoungObjects buffer keeps a list of all young objects for use by the reference-counting collector. After the reference-counting collector reclaims all dead objects, a special traversal of this buffer puts all live objects (with non-zero reference count) into the candidate buffer.

These three kinds of candidates are accumulated into the (same) candidate buffer. The accumulation of candidates is done by Procedure Add-Candidate (Figure 5.5). This procedure is called by the reference-counting collector in order to insert an object into the newCandidatesBuffer. If this object is not already buffered in the newCandidatesBuffer, and it is not acyclic, it is buffered into the newCandidatesBuffer after its state is modified into newly-buffered. Note that by modifying the object’s status to newly-buffered, this procedure actually invalidates the object appearance in an older candidate buffer if it existed (as explained in Section 5.3.5).

An interface in the opposite direction is the one allowing the cycle collector to call Procedure RC-Free, which performs the recursive deletion of an object. RC-Free is invoked by Procedure Reclaim of the cycle collector, described in Figure 5.15.

Objects’ colors. Note that before invoking Procedure Process-Cycles (line 9 of Figure 5.4), all objects are black. The cycle collector relies on this property. This property is achieved by the following:

- Objects are allocated black.

- The cycle collector is the only one to color objects in gray or white. In addition, the cycle collector maintains the property that all objects surviving the previous cycle collections are black by the end of a cycle collection.

The LogPointer. Independently of the cycle collection, the reference counting must clear all dirty bits (i.e., nullifies the LogPointers) at the beginning of a collection cycle.
Actually, this task is non-trivial for the on-the-fly collectors (see [63]). The cycle collector relies on this property, and considers each non-dirty object as an object that was modified after the current collection has began. This is used to trace objects as in the trace of the sliding-view mark-and-sweep collector.

5.4.4 Cycle algorithm code

The cycle algorithm’s code for cycle $k$ is presented in Procedure Process-Cycles (Figure 5.6). This procedure is applied in every cycle collection after the reference-counting collector is done collecting the non-cyclic garbage. It consists of the following stages:

- **Mark-Candidates stage**: traces the graph of relevant candidates, subtracting counts (of the $CRC$ field) due to internal references and marking nodes as potentially reclaimable (by coloring them gray).

- **Mark-Live-Black stage**: colors black the objects that the Mark-Candidates stage has identified as alive. Its purpose is to save redundant traversals as described in Section 5.3.5.

- **Scan-Candidates stage**: scans the subgraph of relevant candidates, and re-colors black objects that are reachable from external pointers. All other nodes in the subgraph are colored white.

- **Collect-White stage**: scans the (white) subgraphs again and reclaims all garbage (white) objects.
Procedure Mark-Candidates

begin
1. for each cand in oldCandidatesBuffer do
2. if is-Released(cand) ∨ cand.status = newly-buffered then
3. remove cand from oldCandidatesBuffer
4. else if cand.color = black then // NOT PREVIOUSLY TRAVERSED
5. Mark(cand, true)
6. else // GRAY OBJECTS, I.E., PREVIOUSLY TRAVERSED
7. cand.status := non-buffered
8. remove cand from oldCandidatesBuffer
end

Figure 5.7: Cycle collector: Mark-Candidates Procedure

- **Process-Buffers stage**: iterates over the new and middle buffers, while filtering non-relevant candidates. In addition, it performs a cyclic swapping of buffer roles.

Procedure Mark-Candidates and Procedure Mark (Figures 5.7-5.8) perform the mark stage. This stage is performed on the oldCandidatesBuffer’s objects that have survived all filters of the previous collections. Procedure Mark-Candidates first filters more candidates: those that were released during this collection and those that were re-added to the candidate buffer in this collection (and thus are newly-buffered). Note that it also pops out of the buffer (and clears buffer statuses of) gray objects: those objects are reachable from other candidates that have already been traced during this stage, and thus they could only belong to a garbage cycle rooted from an already traced candidate. Procedure Mark is applied to all the other candidates.

Procedure Mark performs a depth-first traversal over the candidates’ sliding-view subgraphs. An object reached for the first time is colored gray, its CRC is initialized and if it is not identified as alive (was not modified, is not local and is not buffered in a younger candidate buffer), its sliding-view descendants (which are not acyclic) are traced using the Read-Sliding-View procedure. A parameter to the function is a flag signifying whether the current object is scanned due to a reference found in the heap (and therefore, an inner reference is found and the CRC should be decremented) or it is scanned because it is a

---

7 The deletion of the last pointer to a shared cell will recycle it immediately, regardless of whether there is a reference to it in a candidate buffer.
Procedure **Mark** (*obj*: object, *isTopLevel*: Boolean)

begin
1. if *obj*.color != gray then  // FIRST TIME REACHED IN THIS MARK STAGE
2.   *obj*.color := gray
3.   *obj*.CRC := RC
4. if !*isTopLevel* then  // REACHED AS A DESCENDANT
5.   *obj*.CRC := RC
6. if *obj*.LogPointer != NULL \lor *obj* \in Roots  // CHECK WHETHER OBJECT WAS WITNESSED LIVING
   \lor is-Buffered-Not-Old(*obj*) then
7.   push *obj* into LiveStack  // IT WAS IDENTIFIED ALIVE
8. else
9.  *replica* := Read-Sliding-View(*obj*)
10. for each *o* in *replica* do
11.   if !is-Acyclic(*o*) then
12.     Mark(*o*,false)
13.   else  // PREVIOUSLY MARKED
14.     *obj*.CRC := RC
15. end

Figure 5.8: Cycle collector: Mark Procedure

candidate in the buffer (and therefore, its CRC value should not be decremented). If the object has been reached before, its CRC is not initialized (as it was initialized before), but is decremented. Objects that are alive are pushed onto the LiveStack, and their descendants are later colored black (these objects are not traced at this stage).

**Procedure Read-Sliding-View** (Figure 5.9) serves for getting the sliding-view values of a given object. If the object has not been modified since the sliding view was taken, its current values are also its sliding-view values. Otherwise, its pointer slots at the recent sliding view can be found by looking at the log entry that is pointed at by the LogPointer\(^8\). Note that an object may be modified by mutators while the replica is taken (lines 3-5).

\(^8\)Procedure **getOldObject** actually returns only the non-null pointers saved by Procedure **Update**. This information suffices for tracing an object correctly.

111
Procedure Read-Sliding-View(\texttt{obj: object})
\begin{enumerate}
\item if \texttt{obj.LogPointer = NULL} then \texttt{// CHECK IF OBJECT HAS BEEN MODIFIED}
\item \texttt{replica := copy(obj)} \texttt{// READ ITS DESCENDANTS FROM HEAP}
\item if \texttt{obj.LogPointer != NULL} then \texttt{// CHECK AGAIN IF COPIED REPLICA IS VALID}
\item \texttt{// OBJECT HAS BEEN MODIFIED WHILE BEING READ.}
\item \texttt{replica := getOldObject(obj.LogPointer)} \texttt{// GET REPLICA FROM BUFFERS}
\item else \texttt{// OBJECT HAS BEEN MODIFIED; USE BUFFERS TO OBTAIN REPLICA}
\item \texttt{replica := getOldObject(obj.LogPointer)}
\item return \texttt{replica}
\end{enumerate}

Figure 5.9: Cycle collector: Read-Sliding-View Procedure

Procedure Mark-Live-Black
\begin{enumerate}
\item while \texttt{LiveStack} is not empty
\item \texttt{obj := pop(LiveStack)}
\item \texttt{Mark-Black(obj)}
\end{enumerate}

Figure 5.10: Cycle collector: Mark-Live-Black Procedure

Procedure Mark-Live-Black (Figure 5.10) colors black the non-black objects in \texttt{LiveStack} and their non-black sliding-view descendants. The objects in \texttt{LiveStack} were all pushed during the mark stage.

Procedure Mark-Black (Figure 5.11) is the actual procedure that colors the sliding-view subgraph of an object as black.

Procedure Scan-Candidates and Procedure Scan (Figures 5.12-5.13) perform the scan stage. Each gray candidate in the \texttt{oldCandidatesBuffer} with a non-zero \texttt{CRC} is considered live (and so are all its sliding-view descendants), and thus the object and its descendants are colored black. Else, it is colored white, and Procedure Scan is invoked on its children. Note that although we use Procedure Mark-Live-Black as the second stage of the algorithm, still an object may be colored white and then re-colored black.
Procedure `Mark-Black(obj: object)`

begin
1. if `obj.color` != black then
2. `obj.color` = black
3. `replica` := `Read-Sliding-View(obj)`
4. for each `o` in `replica` do
5. `Mark-Black(o)`
end

Figure 5.11: Cycle collector: Mark-Black Procedure

Procedure `Scan-Candidates`

begin
1. for each `cand` in `oldCandidatesBuffer` do
2. `Scan(cand)`
end

Figure 5.12: Cycle collector: Scan-Candidates Procedure

Procedure `Collect-White` and Procedure `Reclaim` (Figures 5.14-5.15) perform the collect stage. Each white candidate is a root of a garbage cycle, and thus these cycles’ objects (this candidate and all white objects reachable from it) are colored black and reclaimed. Since we are dealing with a garbage cycle whose objects are reclaimed one by one, one object may still reference another object in the cycle that was just released. Thus, when iterating over the object’s descendants, one should check if the descendant is already released (line 4 in Procedure `Reclaim`). For a similar reason, we also mark any cycle object as released (line 1 in Procedure `Reclaim`), before iterating over its descendant and actually freeing it.

While reclaiming a garbage cycle, the reference counts of objects referenced by this cycle are decremented. At first, it seems that the reference count of such an object could not reach zero since if it does, then its CRC should have reached zero (during the cycle collection), and it would have been colored white (and reclaimed as part of the cycle). However, there are objects that our algorithm does not trace, such as inherently acyclic objects and objects buffered in newer candidate buffers. Such objects could be solely referenced by garbage cycles, and thus when releasing a garbage cycle, their reference count reaches zero. Hence, such objects are released using the reference-counting recursive deletion (line 11 in Procedure...
Procedure $\text{Scan (obj: object)}$

begin
1. if $\text{obj.color} = \text{gray}$ then
2. if $\text{obj.CRC} = 0$ then
   // CURRENTLY NO EVIDENCE OF $\text{obj}$ BEING EXTERNALLY REACHABLE
3. $\text{obj.color} := \text{white}$
4. $\text{replica} := \text{Read-Sliding-View(}\text{obj})$
5. for each $\text{o in replica}$ do
6. $\text{Scan(o)}$
7. else
8. $\text{Mark-Black(}\text{obj})$  // MARK ITS RELEVANT SUBGRAPH AS ALIVE
end

Figure 5.13: Cycle collector: Scan Procedure

$\text{Reclaim}$\textsuperscript{9}. Such recursive deletions can end-up reclaiming black candidate buffered in the $\text{oldCandidatesBuffer}$ (which motivates line 3 in Procedure $\text{Collect-White}$).

Procedure $\text{Process-Buffers}$ (Figure 5.16) prepares the next invocation of the cycle collection algorithm by filtering non-relevant candidates and preparing the buffers for the next collection. It first iterates over all the middle buffers, while rejecting candidates which have either died during current collection or were newly buffered during it. In addition, since the oldest buffer of this buffer set would be the oldest buffer in the next collection, the status of its candidates is modified (from $\text{mid-buffered}$ to $\text{old-buffered}$). Next, it traverses the new buffer, while rejecting candidates that have died in the last (current) collection and changing the status of the remaining candidates to $\text{mid-buffered}$ (as $\text{newCandidatesBuffer}$ would be considered as a middle buffer in the next collection). Finally, it performs a cyclic swapping between the buffers’ roles.

\textsuperscript{9}Note that the recursive deletion, i.e., Procedure $\text{RC-Free}$, modifies the released object status to $\text{non-buffered}$.
Procedure Collect-White

begin
1. for each cand in oldCandidatesBuffer do
2. remove cand from oldCandidatesBuffer
3. if !is-Released(cand) then
   // IF NOT RELEASED DURING PREVIOUS CYCLES RELEASES
4.   cand.status := non-buffered
5.   if cand.color = white then     // GARBAGE CYCLE ROOT
6.      Reclaim(cand)
end

Figure 5.14: Cycle collector: Collect-White Procedure

5.5 An Implementation for Java

We implemented the proposed collector on the Jikes RVM (research virtual machine) [1]. The entire system, including the collector itself is written in Java (extended with unsafe primitives available only to the Java Virtual Machine implementation in order to access raw memory). In this section, we would like to point out some of our implementation choices.

5.5.1 Memory Allocator

Our implementation employs the non-copying non-coalescing allocator of Jikes, which is based on the allocator of Boehm, Demers, and Shenker [17]. This allocator is well suited for collectors that do not move objects. Small objects are allocated from per-processor segregated free-lists built from 16KB pages divided into fixed-size blocks. Large objects are allocated out of 4KB blocks with a first-fit strategy. This allocator keeps the fragmentation low and allows efficient reclamation of objects.

5.5.2 Object Headers

The object layout of our memory manager within the Jikes RVM version that we used is displayed in Figure 5.17. Jikes’ basic object header contains two words\(^\text{10}\). One word of

\(^\text{10}\) An array object’s header includes an additional length field.
the header is a status word supporting memory management, synchronization, and hashing. The second word of the header holds a reference to the Type Information Block (TIB) for the object’s class (which serves as Jikes’ virtual method table).

In order to support reference counting and cycle collection, our implementation employs an additional two words in an object’s header. The first word is used to hold the LogPointer of an object (detailed in Section 5.4.1). Similarly to the mechanism of Bacon et al. [6], the second word holds the reference counts, the color, and the buffer status. As we use three colors, two bits are necessary for color representation. Two bits are also needed to represent the four buffered states (discussed in Section 5.4). The rest is devoted to representing the RC and CRC. Each count includes an overflow bit. When the overflow bit is set, the excess count is stored in a hash table. In practice, this hash table never contains more than a few entries.
Procedure Process-Buffers

begin
1. // FILTER CANDIDATES AND CHANGE STATUSES
2. for each buff which is midCandidatesBuffer do
3.     for each cand in buff do
4.         if is-Released(cand) ∨ cand.status = newly-buffered then
5.             remove cand from buff
6.         else if buff is the oldest midCandidatesBuffer buffer then
7.             cand.status := old-buffered
8.     for each cand in newCandidatesBuffer do
9.         if is-Released(cand) then
10.            remove cand from newCandidatesBuffer
11.         else
12.            cand.status := mid-buffered
13. // SWAP-BUFFERS-ROLES
14.     tempBuffer := oldCandidatesBuffer
15.     oldCandidatesBuffer := oldest midCandidatesBuffer buffer
16.     make newCandidatesBuffer a midCandidatesBuffer
17.     newCandidatesBuffer := tempBuffer
end

Figure 5.16: Cycle collector: Process-Buffers Procedure

5.5.3 Triggering

In a stop-the-world garbage collector setting, mutators halt during a garbage collection. However, with concurrent collectors, mutators run during a collection and hence also consume memory. Therefore, when triggering a concurrent collection, our goal is, on one hand, to trigger a collection as late as possible so that we get as few collections as possible (to avoid garbage collection overheads). On the other hand, we would like to trigger collections early to ensure that they will complete their work before the mutators consume all available memory (otherwise, the mutators would have to halt, waiting for the collector thread to free memory). Our triggering mechanism keeps an estimation of the work the next collection will have to deal with and an estimation of the amount of free memory available. This work estimation
is based on the number of objects created since the last collection and the number of (old) objects modified since the last collection. Whenever the ratio between the amount of work and the estimated available memory goes below a certain threshold, a collection is triggered.

The triggering of a reference-counting collection is similar when comparing the backup mark-and-sweep algorithm and the cycle collection algorithm. The backup mark-and-sweep collection is triggered instead of a reference-counting collection every fixed number of reference-counting collections whereas the cycle collector is run with each collection. The two alternatives differ in their floating garbage creation. The backup mark-and-sweep collector collects a garbage cycle in the first mark and sweep run after its formation. Hence, the average time required to collect a garbage cycle depends on (and is bounded by) the frequency of the mark-and-sweep activation. On the other hand, the cycle collection algorithm collects a garbage cycle when the corresponding candidate is processed. Since the cycle collector examines only the candidates that were accumulated \( k \) collections ago, a garbage cycle is collected \( k \) reference-counting collections after it was formed. Consequently, with both the cycle collector and the backup tracing collector, one can bound the number of reference-counting collections required for a garbage cycle’s reclamation. The difference between the pace of collecting garbage cycles does not make a noticeable difference in the floating garbage accumulation for most benchmarks, because the fraction of garbage cycles is usually negligible; see Table 5.2 in Section 5.6.3.

### 5.5.4 Buffer implementation

The reference-counting collector and its cycle collection extension use several kinds of buffers, such as the *Roots* buffer, the *Updates* buffer, the *YoungObjects* buffer, the candidate buffers, and the *LiveStack* buffer. Although these buffers represent different kinds of information, all of them contain addresses of objects (and in case of the *Updates* buffer, also tagged addresses), and thus they all have the same basic buffer implementation. As common for garbage collectors implemented in Jikes, the memory of these buffers is set aside permanently.
These buffers are implemented by fixed-sized blocks in memory that contain addresses. We maintain a pool of such blocks that could be used for each one of the above buffers. If a block becomes full, another block is taken from the pool (in case the pool becomes empty, another block is allocated), and the newly taken block is connected to the previously used block (and vice versa). Whenever a block is no longer in use, it is returned to the block pool.

The Roots buffer, the Updates buffer and the YoungObjects buffer were all employed originally by the reference-counting sliding-view collector. The candidate buffers and the LiveStack buffer are buffers added in order to support cycle collection. The LiveStack buffer is maintained only during the cycle collection algorithm, but the candidate buffers are kept throughout the program. Each collection acquires a new candidate buffer at the beginning of the reference-counting collection, and releases the oldest candidate buffer at the end of the cycle collector collection.

5.5.5 Root set

The root set of the sliding-views reference-counting collector includes its global variables, its static variables, the contents of each thread’s run-time stack and the snooped objects. The original implementation of the sliding-view reference-counting collector did not mark the roots explicitly. Instead, in the beginning of a collection, when determining the root set (and adding the addresses of objects referenced by the roots into the Roots buffer), the collector incremented the reference-count field of each root object, so that it would not be reclaimed in the current collection. At the end of a collection, the collector re-traversed the root set (i.e., objects referenced by the Roots buffer) decrementing the reference-count field of each root object.

During Procedure Mark (introduced in Figure 5.8), the cycle collection algorithm needs to know whether a traversed object belongs to the root set, in order to perform two of the optimizations described in Section 5.3.5 for the root set. To do this efficiently we mark all root objects (at the beginning of the collection) as root objects using a designated bitmap. Hence, checking whether an object belongs to the root set, involves only the relevant bit probation. When implementing these optimizations, one has to take this extra space overhead into account.

Note that the objects belonging to the root set, which have a zero reference count, are checked in the next collection to see whether they have become garbage. The objects belonging to this set, which have a non-zero reference count and are not referenced by the system roots in the next collection, are pushed into the candidate buffer of the next collection:
the number of pointers to these objects have been decreased between the two collections.

5.5.6 Candidate buffers

The candidate buffers are implemented using our standard buffer implementation described in Section 5.5.4. Inserting a candidate into this buffer (as described in Figure 5.5) requires only putting its address in the buffer, and modifying its status bit. Removing an object from the candidate buffers is done at various occasions by several procedures as presented in Figures 5.7, 5.14 and 5.16. Note that all of these instances occur while traversing a candidate buffer. Consequently, removing a candidate from the buffer never involves a sequential search for this candidate. While removing candidates we usually pack the valid entries in the buffer at the head of the buffer, thus, reducing overall buffer usage.

5.6 Measurements

Platform and benchmarks. We ran our measurements on a 4-way IBM Netfinity 8500R server with 550MHz Intel Pentium III Xeon processors and 2GB of physical memory. We used the SPECjvm98 benchmark suite and the SPECjbb2000 benchmark (both described in SPEC’s web site [90]). We feel that the multithreaded SPECjbb2000 benchmark is more interesting, as the SPECjvm98 benchmarks are mostly single-threaded.

Testing procedure. We used the benchmark suite using the test harness, performing standard automated runs of all the benchmarks in the suite. Our standard automated run runs each benchmark five times for each of the JVM involved (each implementing a different collector). Finally, to understand the behavior of our collector better under tight (in Jikes) and relaxed conditions, we tested it on varying heap sizes. For the SPECjvm98 suite, we started with a 32MB heap size and extended it by 8MB increments until reaching a final large size of 96MB. For SPECjbb2000 we used larger heaps, starting from a 256MB heap size and extending it by 64MB increments until reaching a final large size of 704MB.

The compared collectors. We incorporated the cycle collection algorithm into two collectors: the Levanoni-Petrank reference-counting collector, and the more efficient age-oriented collector. Both collectors are also implemented in Jikes and are accompanied by a backup mark-and-sweep collector that is run infrequently to collect garbage cycles. For performance measurements, we ran both collectors accompanied by our cycle collection algorithm against both collectors when using the backup mark-and-sweep algorithm. In addition, we com-
pared characteristics of our cycle collection algorithm (with both collectors), against the characteristics of the previous on-the-fly cycle collector of Bacon and Rajan [6].

5.6.1 Performance

Our main benchmark is SPECjbb2000. SPECjbb2000 requires a multi-phased run with an increasing number of warehouses. The benchmark provides a measure of the throughput and we report the throughput ratio improvement when applied with the proposed cycle collection algorithm (compared to the same collector with a backup mark-and-sweep algorithm). Thus, the higher the ratio, the better our algorithm behaves, and in particular, any ratio larger than 1 implies that the cycle collector outperforms the tracing auxiliary collector.

The SPECjbb2000 benchmark reports the throughput achieved, and hence Figure 5.18 depicts the throughput ratio between using the cycle collector and a backup tracing collector when both are used with the Levanoni-Petrank collector on a varying number of warehouses and heap sizes. Note that with 1-3 warehouses the collector has a spare processor to run on, since the platform has four processors. In this case, throughput differences occur only when the collector is not efficient enough to free enough space for program threads on-going allocations. This is more noticeable with tight heaps. With 4-8 warehouses, the collector does not have a spare processor and its use of CPU directly affects the throughput. The tracing backup collector outperforms the cycle collector usually by 5%-10%.

The same measurements were run when the cycle collector and the backup tracing collector were used with the age-oriented collector; see Figure 5.19. Here, only old objects are collected with reference counting, and thus the cycle collector runs only on old candidates. In this case, there is not much difference between the two options for collecting cycles, except for tight heaps. Here cycle collection is preferable on backup tracing (as an add-on to reference counting) when the heap is tight.

When running the SPECjvm98 benchmarks on a multiprocessor, the collector runs concurrently with the program thread(s) on a spare processor. Figure 5.20 depicts the results both with the Levanoni-Petrank reference-counting collector as well as with the age-oriented collector\textsuperscript{11}. The results do not point to a clear winner. Each application behaves somewhat differently and most of the differences are below 5%. The only clear noticeable difference is

\textsuperscript{11}The SPECjvm98 benchmarks provide a measure of the elapsed running time. Here, the smaller the better. Thus, when reporting SPECjvm98 results we report the running time ratios. For clarity of presentation, we report the inverse ratio, so that higher ratios still show better performance of the cycle collector algorithm.
Figure 5.18: SPECjbb2000 on a multiprocessor: Cycle collection throughput ratio for the Levanoni-Petrank collector

Figure 5.19: SPECjbb2000 on a multiprocessor: Cycle collection throughput ratio for the age-oriented collector

Figure 5.20: SPECjvm98 on a multiprocessor: Run-time ratio with cycle collection
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with the _227_mtrt benchmark. The reason for this difference is that, for this benchmark, there exists an initial phase in which many objects are created and kept alive till the end of the run. These newly created objects induce a large amount of work on the cycle collector. During the (single) long collection, the mutators halt waiting for free space. The performance difference is noticeable only with the reference-counting collector, and not with the age-oriented collector. There, the cycle collector is not run on this pack of live young objects.

### 5.6.2 Pause times

We measured the maximum pause times of the Levanoni-Petrank reference-counting collector accompanied by our cycle collection algorithm. The maximum pause times for the runs of the SPECjvm98 benchmarks and the SPECjbb2000 benchmark are reported in Table 5.1. The SPECjvm98 benchmarks were run with a 64MB-sized heap and the SPECjbb2000 (with 1,2,3 warehouses) were run with a 256MB-sized heap size. In these measurements, the number of program threads is smaller than the number of CPU. Note that if the number of threads exceeds the number of processors, then large pause times appear because threads lose the CPU to other mutators or the collector. The length of such pauses depends on the operating system scheduler and is not relevant to the garbage or cycle collector. Hence we report only settings in which the collector runs on a separate spare processor.

The maximum pause time measured for all benchmarks was 1.7 ms. The maximum pause time of the Levanoni-Petrank reference-counting collector does not depend on whether it is accompanied by a tracing backup or by a cycle collector. The operation that determines the length of the pause time is the scanning of the roots of a single thread, which occurs in one of the handshakes.

### 5.6.3 Collector characteristics

**Amount of cyclic garbage.** Table 5.2 provides, for each benchmark, the number of garbage cycle objects reclaimed, the space they consume and the (space) fraction they consume
Figure 5.21: Cycle collection: Reduction in the tracing work and in the number of candidates compared to the collector of Bacon and Rajan.

Figure 5.22: Cycle collection: Reduction in the tracing work and in the number of candidates when the age-oriented collector is used compared to the reference-counting collector.

Figure 5.23: Cycle collection candidate filtering: Percentage of candidates filtered out.
Table 5.2: Cyclic garbage collected for each benchmark by our cycle collector, when incorporated with the reference counting and the age-oriented collectors

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>RC</th>
<th>AO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cyclic objects reclaimed</td>
<td>cyclic bytes reclaimed (in MB)</td>
</tr>
<tr>
<td>compress</td>
<td>108</td>
<td>84.08 MB</td>
</tr>
<tr>
<td>jess</td>
<td>24</td>
<td>0.15 MB</td>
</tr>
<tr>
<td>db</td>
<td>16</td>
<td>0.09 MB</td>
</tr>
<tr>
<td>javac</td>
<td>1 M</td>
<td>67.64 MB</td>
</tr>
<tr>
<td>mtrt</td>
<td>66052</td>
<td>5.78 MB</td>
</tr>
<tr>
<td>jack</td>
<td>8976</td>
<td>1.72 MB</td>
</tr>
<tr>
<td>jbb</td>
<td>146</td>
<td>0.88 MB</td>
</tr>
</tbody>
</table>

Table 5.3: Candidate buffers maximal size (in KB) with the reference-counting sliding-view collector (employing the cycle collector)

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>compress</th>
<th>jess</th>
<th>db</th>
<th>javac</th>
<th>mtrt</th>
<th>jack</th>
<th>jbb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Candidate buffers maximal size</td>
<td>45.3</td>
<td>70.3</td>
<td>260.2</td>
<td>1136.7</td>
<td>250.6</td>
<td>46.1</td>
<td>9549</td>
</tr>
</tbody>
</table>

The only benchmarks that produce a substantial amount of space in garbage cycles are `javac` and `compress`. In `compress`, there are some dozens of garbage cycles composed of huge objects, and it, therefore, requires only a small amount of tracing. The `javac` benchmark on the other part, contains thousands of garbage cycles, thus requiring a large amount of work of the cycle collector.

**Candidate buffers space overhead.** Table 5.3 provides, for each benchmark, the maximal space consumed by the candidate buffers while the benchmark was run with the reference-counting sliding-view collector. We measured the space consumed by the candidate buffer in each collection, and we report the maximal space recorded. These measurements were taken while SPECjvm98 benchmarks were run with a 64MB-sized heap and
SPECjbb2000 was run with a 256MB-sized heap.

**Amount of tracing.** To check that the proposed collector indeed traces much fewer objects than previous collectors, we compared it to the previous cycle collector of Bacon and Rajan [7]. To make the comparison fair, the new collector was measured only with the reference-counting collector. We did not compare the cycle collector of Bacon and Rajan incorporated into the age-oriented collector, as the original implementation of Bacon and Rajan does not include an age-oriented version. We report the ratios of the candidates examined and the ratio of objects traced when compared to those of [7]. To be extremely conservative we did not include the objects scanned during the additional verification phase of the algorithm in [7]. Thus, the actual advantage of the new collector is even higher than reported. The reason that we did not count the additional phase is that, in this additional phase, some of the objects were not actually traced. For these objects the actual operation only included work on their colors.

In the graphs presented in Figure 5.21, the lower the ratio, the better the behavior of the new algorithm, and any ratio smaller than 1 implies that it traced fewer candidates and objects. The collector characteristics were measured with two and three candidate buffers. In the first case, the implication is that candidates gathered until the current collection will be considered only at the next collection, i.e., there is a delay of one collection before handling the collected candidates. In the latter case, there is a delay of two collections. We thus denote these two cases delay1 and delay2.

Both configurations traced fewer candidates compared to the previous cycle collector (of [7]) over all benchmarks. Also, when checking how many objects were traced, the new cycle collector traced substantially fewer objects except for one case: the 227.mtrt benchmark.

Comparing a delay of one collection (two buffers) and delay of two collections (three buffers), we see that the algorithm traces less with three buffers. This means that by delaying the handling of a candidate, its traversal may sometimes be spared. However, when measuring the benchmarks’ throughput in these two cases, there was mostly no clear throughput superiority. This is due to the fact that the handling of candidate buffers (filtering candidates each collection) also consumes time. Hence, one should tune the number of candidate buffers used to its collector and its collection triggering policy. For our collectors, using two candidate buffers was usually enough, but for collectors that run frequent collections, we believe that using more buffers would improve efficiency.

In Figure 5.22, we report the additional saving when the cycle collector is used with the age-oriented collector (on the old generation only). The same cycle collector is used.
As can be seen, the further reduction in tracing is substantial for most benchmarks. This demonstrates the effectiveness of the age-oriented approach when cycle collection is used.

**Candidates filtering.** We measured the effect of each candidate filtering strategy we added, by measuring the fraction of candidates filtered out of all candidates identified. In Figure 5.23, the fraction of candidates that were filtered out is presented for delays of one and two cycles with the base reference-counting collector (of [63]). The blue portion represents the objects that were re-buffered during the delay (and were thus filtered out). The turquoise portion represents the objects that were reclaimed during the delay (and were thus filtered out). For each benchmark, the left bar represents a delay of one collection cycle, while the right bar represents a delay of two collection cycles. We distinguish between filtering by reclamation and filtering by re-buffering. The latter means that the object will be re-considered after $k$ cycles. We stress that these filtering techniques are executed on the candidates that have survived the filtering of acyclic objects used by Bacon and Rajan (in [7]), which is reported to be highly effective to start with. The fraction we present is the *additional* benefit obtained by the new filtering methods.

The new filtering techniques usually filter between 40%-80% of the surviving candidates. The only benchmark for which these techniques are not effective is the _227_mtrt_ benchmark, where only 7.26% of the candidates were eliminated. This may explain why _227_mtrt_ is the only benchmark for which the number of candidates traced is similar to that of [7]. It can be seen in Figure 5.23 that candidates are effectively eliminated by both methods. Finally, the first cycle delay is far more effective in delaying the check than the second cycle. Nevertheless, for some benchmarks (such as _213_javac_ and the SPECjbb2000 benchmarks) the filtering benefit obtained at the second cycle delay is non-negligible.

### 5.6.4 Wasted work

The cycle collector traces candidates. Some of the tracing ends up reclaiming cyclic structures, but others identify reachable structures. The latter may be thought as a “waste” of the collector’s work. We measured the overall number objects that the cycle collector traced and the number of objects that were traced but not reclaimed. The fraction of wasted work is reported in Table 5.4.

In order to appreciate the amount of redundant work executed, one must also check the overall amount of tracing the collector has executed. For example, _201_compress, 202_jess_ and _209_db_ required above 90% percent of wasted work, but the cycle collector traced (sometimes substantially) fewer than 50,000 objects in each of these benchmarks. In fact, the
Table 5.4: Number of traced objects (by cycle collection), and the percent of futile tracing

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Levanoni-Petrak</th>
<th>Age-Oriented</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>wasted work percent</td>
<td>number of traced objects</td>
</tr>
<tr>
<td>compress</td>
<td>91.2%</td>
<td>3674</td>
</tr>
<tr>
<td>jess</td>
<td>99.8%</td>
<td>46830</td>
</tr>
<tr>
<td>db</td>
<td>99.9%</td>
<td>38548</td>
</tr>
<tr>
<td>javac</td>
<td>43.9%</td>
<td>5347924</td>
</tr>
<tr>
<td>mtrt</td>
<td>82.4%</td>
<td>1127601</td>
</tr>
<tr>
<td>jack</td>
<td>26.3%</td>
<td>36554</td>
</tr>
<tr>
<td>jbb</td>
<td>100%</td>
<td>11917616</td>
</tr>
</tbody>
</table>

The amount of tracing is substantial only for the `213_javac`, the `227_mtrt` and the SPECjbb2000 benchmarks, out of which only `213_javac` indeed contains many cycles. SPECjbb2000 is a long running program, requiring many garbage collections, which is the reason for the large amount of object tracing (although it hardly contains any cycles). Reasons for extra object tracings in `227_mtrt` were discussed above.

## 5.7 Conclusions

We presented a new non-intrusive, complete, and efficient cycle collector adequate for use with a reference-counting garbage collector. The new cycle collector runs concurrently with the program threads, achieving negligibly short pauses of less than 2ms. It uses the sliding-views reference-counting collector of Levanoni and Petrank [62, 63] together with the synchronous cycle collector of Bacon and Rajan [7]. These algorithms do not naturally fit together since the original cycle collector requires a list of all reference-count decrements, whereas the original reference-counting collector is oblivious to most of these decrements. However, we provide a finer analysis of cycle collection, showing that the information gathered by the reference-counting collector is enough to guarantee reclamation of all unreachable cycles.

Building on the sliding-views mechanism yields a drastic improvement in efficiency. Much
of the work required to ensure concurrent correctness may be eliminated. We also add filtering techniques to further optimize the collector’s performance. An additional theoretical contribution is the completeness of the collector. The resulting cycle collector is guaranteed to reclaim all garbage cycles, whereas the only available previously known concurrent collector [7] had a (rare) sequence of events that prevented it from collecting an unreachable cyclic structure forever.

We implemented the proposed cycle collector and provide the first direct comparison of running reference counting with a cycle collector against running reference counting with a backup tracing collector. Our results show that when reference counting is used to collect the entire heap, the backup tracing collector outperforms the cycle collector. However, when using the recommended setting in which reference counting is used for old objects and tracing is used for young objects, the cycle collector performed equally to the backup tracing collector, and even better on tight heaps.
Chapter 6

Improving the Memory Behavior of a Reference-Counting Garbage Collector via Prefetching

6.1 Introduction

The performance gap between memory latency and processors’ speed is increasing, causing memory accesses to become a performance bottleneck. Cache hierarchies are used to reduce this gap, by keeping the currently used data close to the processor. Although the cache memory is faster to access than main memory, caches are of limited size and usually cannot hold the application’s entire working set. This may cause a significant number of cache misses, yielding a considerable memory stall time (waiting for the data to be fetched onto the cache). Moreover, cache misses are expected to become even more significant in the future.

Data prefetching is a technique for reducing or hiding the memory stalls caused by cache misses. Using prefetching, data could be brought onto the cache in advance, thus hiding the latency of loads that miss the cache, and improving the overall program execution time (as prefetch is a non-blocking memory operation). On the negative side, prefetching suffers from several disadvantages such as an increase in memory traffic, cache pollution, and increase in the number of executed instructions. In addition, to achieve performance improvement, prefetch scheduling should be done with care. Data prefetched too early may be evicted...
from the cache before used, while a late prefetch will not mask the system latency.

Compiler-inserted data prefetching have been proposed for predictable access patterns such as accesses to arrays, linked list and other pointer applications (e.g., [18, 67, 99]). Boehm [16] noticed that memory stalls, caused due to cache misses, consume a large fraction of a mark-sweep garbage collection running time, causing the collector to spend considerable time waiting for memory. In particular, tracing collectors traverse the application’s live objects, where each live object is likely to be read exactly once, in a random order, during each garbage collection. As a considerable fraction of the heap is accessed during the collection, and since the heap is appreciably larger than the cache, most accesses yield a cache miss. However, since the addresses of the next objects to be traversed can usually be determined in advance, prefetch can be used to prevent these cache misses.

Previous work [16, 18, 22, 98] showed that prefetching is able to reduce the cost of a tracing garbage collection by improving memory performance. In this work we show that, similarly to a tracing collector, the data accessed by a reference-counting collector [26] can be anticipated. Thus, prefetching can be used to reduce the cache misses’ overhead incurred by a reference-counting collector and improve the collector efficiency.

The representative reference-counting collector studied in this work employs the coalescing write-barrier introduced by [62, 63]. The coalescing write-barrier strategy eliminates a large fraction of the reference-count updates and drastically improves over the overall efficiency of the traditional reference-counting collector. This write barrier records the first pointer update of each object after a garbage collection cycle. A dirty flag indicates if an object has already been modified. If not, then before executing the pointer modification, all pointers in the object (i.e., all its current descendants) are written to a buffer. During the next collection, the reference counts of all these descendants are decremented and the reference counts of all new descendants of the object are incremented. Note that the count updates are not executed in the write barrier, but in the next collection.

We consider three main parts of the memory manager:

1. The reference-count increments stage,
2. the reference-count decrements and object deletion stage, and
3. the objects’ allocation stage.

In accordance with these stages, we have identified five major opportunities where data accesses can be predicted in advance, and prefetch instructions may be inserted to improve
performance. These opportunities are spread across the three different reference-counting stages. We study each of these opportunities and measure the improved performance for each of the stages independently, and the overall garbage collection performance improvement as well.

**Implementation and measurements.** We have implemented the proposed prefetching insertions with a slightly modified version of the reference-counting collector supplied with the Jikes RVM [1]. We used the SPECjbb2000 benchmark, the SPECjvm98 benchmarks suite (both described in SPEC’s web site [90]) and the DaCapo benchmarks suite [27]. Measurements were carried out on a dual Intel’s Xeon 1.8GHz processors workstation. As reported in Section 6.5 below, it turns out that unlike tracing collectors, for which each live object is accessed a single time during the mark phase, most objects are accessed multiple times by the reference-counting collector. Moreover, repetitive accesses tend to be close in time. This reduces the potential benefits obtainable by prefetching. Nevertheless, our proposed prefetch insertions were able to reduce garbage collection overhead by as much as 14.9%, ultimately enabling an overall application speedup of 4.6%. On average, a 8.7% reduction in memory management overheads and a 2.2% overall application speedup were measured across all benchmarks.

**Chapter organization.** We start with reviewing the reference-counting collector in Section 6.2. The prefetch insertion opportunities of the reference-counting collector are presented in Section 6.3. Implementation and results are reported in Sections 6.4 and 6.5. Related work is discussed in Section 6.6 and we conclude in Section 6.7.

### 6.2 The reference-counting collector

In this work, we propose inserting prefetch instructions into a reference-counting collector in order to improve its efficiency. Section 6.3 describes the prefetch insertion opportunities. We start with a review of the reference-counting collector and a pseudo code that will be used to explain the possible insertions.

The basic idea underlying any reference-counting collector is to keep a reference count field for each object telling how many references exist to the object. Using the naive approach, whenever a pointer is updated the system invokes a write barrier that updates the reference counts. In particular, if the pointer is modified from pointing to $O_1$ into pointing to $O_2$, then the write barrier decrements the count of $O_1$ and increments the count of $O_2$. When the counter of an object is decremented to zero, it is reclaimed. The reference counts of all
its children are then decremented as well possibly causing more reclaims recursively.

Deutsch and Bobrow [31] eliminated most of the computational overhead required to adjust reference counters in their method of deferred reference counting. According to the method, local references are not counted; thus the need to track fetches, local pointer duplication and cancellation are deemed unnecessary. Only stores into the heap need be tracked. However, the immediacy of reference counting is lost to a certain extent, since garbage may be reclaimed only after the mutator state is scanned and accounted for.

Even with deferred reference counting, traditional use of reference counts requires frequent count updates. Whenever a heap reference is destroyed or overwritten, the reference count of the object it references is decremented, and whenever one is created or copied, the reference count of the object it references is incremented. The Levanoni-Petrank coalescing write barrier (presented in [63]) eliminates the vast majority of the reference-count updates by recording information on modified objects and using it to update the reference counts during garbage collection time. Consider a pointer slot that, between two garbage collections is assigned the values $o_0, o_1, o_2, \ldots, o_n$. Reference-counting collectors execute $2^n$ reference-count updates for these assignments: $RC(o_0)\!-\!-\!, \; RC(o_1)\!+\!+\!, \; RC(o_2)\!-\!-\!, \; RC(o_2)\!+\!+\!, \; \ldots\!, \; RC(o_n)\!+\!+\!$. However, it is observed that only two are required: $RC(o_0)\!-\!-\!$ and $RC(o_n)\!+\!+\!$.

In order to be able to use this observation, the coalescing write barrier was proposed. Each object is associated with a dirty flag which is cleared during the collection. Then, during program run, whenever a pointer is modified, the dirty bit of the object holding this reference is probed. If the object is dirty (i.e., has been modified since the last collection), then the pointer assignment may proceed with no further action. Otherwise, the pointer slots of the object are copied to a thread-local buffer before the assignment is executed. That way, the “$o_0$” value of a modified slot (the value of the slot in the previous collection) is exactly the value recorded by the write barrier when the slot is modified. The “$o_n$” value of a modified slot is the value of the slot in the current garbage collection time. For a detailed description and motivation see [63]

To simplify this work and the interpretation of the results, we haven’t used the full power of the collector described in [63]. In particular, the collector we have used works in a stop-the-world manner. An involved mechanism is developed in the original paper [63] to support collector concurrency and application parallelism.
Procedure Update(o: object, offset: int, new: object)
begin
1. if not o.dirty then  // OBJECT NOT DIRTY
2. add o to ModBuffer
3. o.dirty := true  // SET DIRTY
4. foreach field ptr of o which is not NULL
5. add ptr to DecBuffer
6. write(o, offset, new)
end

Figure 6.1: Reference counting: Update Operation

6.2.1 Pseudo code

Next, we present a general pseudo code of a reference-counting collector which employs the coalescing write barrier. In the below pseudo code we assume the existence of two buffers:

- **ModBuffer**: contains the addresses of the objects which were created or modified since the previous collection.

- **DecBuffer**: contains the addresses of the objects which were referenced in the previous collection by objects in the ModBuffer, i.e., referenced by objects that were modified since the previous collection.

**Mutator cooperation**

The mutators need to execute garbage-collection related code on two occasions: when updating an object and when allocating a new object. This is accomplished by the **Update** (Figure 6.1) Procedure and the **New** (Figure 6.2) Procedure, respectively.

**Procedure Update** (Figure 6.1) describes the write barrier which is activated at each (heap’s) pointer assignment (ignoring synchronization details). During the first modification of an object after a collection, the write barrier records the modified object in **ModBuffer** and it sets its dirty bit. Next, the modified object’s pointers are recorded in the **DecBuffer**. After the logging has occurred, the actual pointer modification happens.

**Procedure New** (Figure 6.2) is used when allocating an object. Upon the creation of an object, its address is logged onto **ModBuffer**, and the **dirty** bit of the new object is set. There is no need to record its children slot values as they are all null at creation time.
Procedure New(size: Integer, obj: Object)
begin
1. Obtain an object obj of size size from the allocator.
2. insert the address of obj into ModBuffer
3. obj.dirty := true
4. return obj
end

Figure 6.2: Reference counting: Allocation Operation

Procedure Collection-Cycle
begin
1. accumulate all object directly reference by the program roots onto Roots
2. Process-ModBuffer
4. Prepare-Next-Collection
end

Figure 6.3: Reference counting: Collection Cycle

Phases of the collection

The collector’s algorithm runs in phases as follows.

- **Mark roots**: the objects directly reachable from the program roots are marked.

- **Process ModBuffer**: The collector increments the reference count of the current descendants of objects logged in ModBuffer, while clearing the dirty marks of these objects.

- **Reclaim garbage**: the collector decrements the reference counts of the objects logged in DecBuffer while reclaiming objects (and their descendants using recursive deletion) which have a zero reference count and which are not referenced by the system roots.

- **Prepare next collection**: un-marks the objects referenced from the program roots and prepares the buffers for the next collection.

Collector code
Procedure Process-ModBuffer
begin
1. for each object \textit{obj} whose address is in \textit{ModBuffer} do
2. \textit{obj}.dirty := false
3. // INCREMENT CURRENT REFERENT OF THE OBJECT \textit{obj}
4. for each pointer \textit{ptr} of \textit{obj} do
5. increment \textit{rc} of object referenced by \textit{ptr}
end

Figure 6.4: Reference counting- Process-ModBuffer

Procedure Process-DecBuffer-and-Release
begin
1. for each object \textit{obj} whose address is in \textit{DecBuffer} do
2. \textit{obj}.rc$\leftarrow\leftarrow$
3. if \textit{obj}.rc = 0 $\land$ \textit{obj} $\notin$ \textit{Roots} then
4. for each pointer \textit{ptr} of \textit{obj} do
5. push \textit{ptr} onto \textit{DecBuffer}
6. return \textit{obj} to the general purpose allocator.
end

Figure 6.5: Reference counting- Process-DecBuffer-and-Release

The reference-counting collector’s code for collection cycle \textit{k} is presented in Procedure Collection-Cycle (Figure 6.3). The collector’s procedures follow.

Procedure Process-ModBuffer (Figure 6.4) handles the objects logged in \textit{ModBuffer}. These are all the objects that were modified or created since the previous collection cycle. This procedure first clears the dirty bit of an object logged in \textit{ModBuffer}, and then increments the reference count of the objects it references.

Procedure Process-DecBuffer (Figure 6.5) decrements the reference counts of objects logged in \textit{DecBuffer}, and performs the recursive deletion if necessary.

Procedure Prepare-Next-Collection (Figure 6.6) cleans the \textit{Roots}, \textit{ModBuffer} and \textit{DecBuffer} buffers.
6.2.2 Allocation using segregated free lists

A garbage collector is accompanied by a memory allocator that serves the application’s allocations requests and the collector’s reclaimations requests. The collector’s job is to find unreachable objects and tell the allocator that these objects may be reclaimed and subsequently reallocated. A standard allocator that is used with our reference-counting collector (and other non-moving collectors) is the segregated free lists allocator. A couple of prefetch insertion opportunities that we propose relate to this allocator. We review this allocator below.

Conceptually, a segregated free lists allocator [102] employs multiple linked lists of available memory. Each free list holds chunks of a particular size. Upon an allocation request, a chunk is taken from the free list of the appropriate size. When a chunk of memory is freed, it is returned to the appropriate free list according to its size.

The implementation we use (the one delivered with Jikes RVM) uses a block-oriented segregated free lists [17] that works as follows. The heap is divided into blocks, and each block only holds objects of a single size. Thus, a block with an associated size is partitioned to chunks of that size. The free list of any given size consists of a chain of blocks. Each block has an associated bit-per-chunk mark array (bitmap), which records the occupancy status of each chunk. When a chunk is allocated the relevant bit is marked. The bit is un-marked when the object held in this chuck is reclaimed.

To avoid an excessive number of lists, the allocator does not maintain a separate free list for each possible object’s size. An allocation request of a certain size is rounded up, so that the chuck returned is the first available chunk of the free list of the closest larger or equal size. If the relevant free list is empty, a block is taken from the blocks pool, the block is divided to the appropriate size, and the first chunk of this block is returned.

When an object is reclaimed, the bit corresponding to the corresponding chunk is un-
marked. An empty block (whose all chunks are free) may be returned to the blocks pool, and used later with a different size. In order to return empty blocks to the blocks pool, at the end of a collection cycle the blocks’ bitmaps are scanned.

### 6.3 Prefetching for Reference Counting

We now proceed to describing the prefetch opportunities existing for a reference-counting collector (accompanied by a segregated free lists allocator), and the prefetch insertions that we have applied. Recall that the work of the reference-counting based memory manager is divided into three stages.

1. The reference-count increments stage (done during the Process-ModBuffer Procedure presented in Figure 6.4).

2. The reference-count deletions stage (done during the Process-DecBuffer-and-Release Procedure presented in Figure 6.5).

3. The objects’ allocation stage.

We propose five prefetch opportunities for the three stages.

#### 6.3.1 Process-ModBuffer stage

Consider the pseudo code of the Process-ModBuffer Procedure presented in Figure 6.4. In this procedure, the collector clears the dirty marks of the objects logged in ModBuffer, while incrementing the reference count of their descendants. For this phase we propose two prefetch opportunities. The modified Process-ModBuffer Procedure, including the prefetch instructions, is presented in Figure 6.7. An explanation follows.

The first prefetch opportunity appears during the traversal of ModBuffer. The scan of each object referenced by ModBuffer imposes a potential cache miss. Since ModBuffer is traversed sequentially, this cache miss can be anticipated and avoided. A prefetching of the object that should be scanned in the next iteration is inserted just before scanning the current object. One can imagine prefetching further ahead and one can easily modify the presented mechanism to achieve that, but we have obtained the most significant improvements by prefetching a single address ahead. This follows a standard prefetch strategy used in loops handling predictable array referencing patterns (e.g., [99]). The general strategy is
Procedure Process-ModBuffer

begin
1. prefetch the first object whose address is in ModBuffer
2. previous := dummyObject
3. for each object obj whose address is in ModBuffer do
4. prefetch the next object whose address is in ModBuffer
5. obj.dirty := false
6. // INCREMENT CURRENT REFERENT OF THE OBJECT obj
7. for each pointer ptr of obj do
8. prefetch the rc field of the object referenced by ptr
9. increment rc of object referenced by previous
10. previous := ptr
11. increment rc of object referenced by previous
end

Figure 6.7: Reference counting- Process-ModBuffer with prefetch

to place fetch instructions inside the loop body so that data for the future loop iteration(s) is prefetched during the current iteration. Lines 1 and 4 in Figure 6.7 execute the proposed prefetch. We will later refer to this strategy as the ModBuffer-traversal strategy.

The second prefetch opportunity exploited during this stage appears during the reference-count increments. Each such increment incurs a cache miss if corresponding reference-count field is not present in the cache. To handle this potential cache miss, we slightly delay the increment of an object’s reference count. When an increment to a count is required, the count of the object is prefetched. In the implementation we use, the reference count of each object is located in the object header; however, the same technique applies also when the count is stored in an auxiliary table. The location of the count is stored in a temporary variable named previous. Next, the procedure handles the next object before returning to the (hopefully cached) count and incrementing it. To avoid a special treatment to the first iteration and the implied ‘if’ statement, we use a dummy object whose reference count is incremented when the first count is prefetched. This delaying strategy is presented in lines 2 and 8-11 of Figure 6.7. We will later refer to this strategy as the delay-increment strategy.
Procedure Process-DecBuffer-and-Release

\begin{verbatim}
begin
1.   prefetch the \textit{rc} field of the first object whose address is in \textit{DecBuffer}
2.   for each object \textit{obj} whose address is in \textit{DecBuffer} do
3.     prefetch the \textit{rc} field of the next object whose address is in \textit{DecBuffer}
4.     \textit{obj}.\textit{rc}--
5.     if \textit{obj}.\textit{rc} = 0 \land \textit{obj} \notin \textit{Roots} then
6.       prefetch the word containing the mark-bit relevant to \textit{obj}
7.       for each pointer \textit{ptr} of \textit{obj} do
8.         push \textit{ptr} onto \textit{DecBuffer}
9.       return \textit{obj} to the general purpose allocator.
10.  //UNMARK THE MARK-BIT RELEVANT TO \textit{obj}
end
\end{verbatim}

Figure 6.8: Reference counting- Process-DecBuffer-and-Release with prefetch

### 6.3.2 Process-DecBuffer-and-Release stage

Figure 6.5 describes the Process-DecBuffer-and-Release Procedure, in which the collector decrements the reference counts of the objects logged in \textit{DecBuffer}, and recursively reclaims the dead objects. This phase also includes two prefetch opportunities. The modified Process-DecBuffer-and-Release Procedure, which includes these prefetch modifications, is presented in Figure 6.8. A description follows.

Similarly to the Process-ModBuffer stage, the first prefetch opportunity for the Process-DecBuffer-and-Release stage occurs with the traversal of \textit{DecBuffer}. The reference-count decrement of an object referenced by \textit{DecBuffer} can lead to a cache miss if the reference-count field is not present in the cache. We exploit the loop prefetch strategy described in the previous stage and prefetch the reference count field of the next object in the buffer before handling the current one. Lines 1 and 3 of Figure 6.8 present this prefetch strategy. We will later refer to this strategy as the \textit{DecBuffer-traversal} strategy.

The second prefetch opportunity of this stage occurs during the reclamation of an object. Once an unreachable object is discovered (line 3 of Figure 6.5), the object is first scanned and all its descendants are recorded in the \textit{DecBuffer}; only then the object is reclaimed. As described in Section 6.2.2, the reclamation of an object sums up to un-marking the mark-bit
corresponding to this object. As the word containing this mark-bit may not be present in cache, we get another potential cache miss. This potential miss is handled by prefetching the relevant mark-bit word as soon as we realize that the object should be reclaimed. Namely, the prefetch is performed right after line 3 of Figure 6.5. This way, the miss penalty for unsetting the relevant bit later is reduced or even eliminated. Line 6 in Figure 6.8 present this prefetch modification. We will later refer to this strategy as the object-release strategy.

### 6.3.3 Build-Block-Free-List stage

The fifth prefetch opportunity occurs with the segregated free lists allocator. Each free list employs a cursor pointing to the next available chunk for allocation in the corresponding size. After allocating using the chunk referenced by the cursor, the cursor is advanced to the next available chunk. To save scanning the bitmap during each allocation, a linked list of free chunks is created for each block after each collection. In fact, this list is created lazily. When a block is exhausted and a new block is selected, all its free chunks are linked for future allocations. The pseudo-code of the Procedure `Build-Block-Free-List` which builds the
Procedure Build-Block-Free-List

begin
1. markWordAddress := address of the first word in the block’s bitmap
2. markWordEnd := address of the last word in the block’s bitmap
3. previousFree := cursor address
4. while markWordAddress ≤ markWordEnd
5.   markWord := word referenced by markWordAddress
6.   markWordAddress += size of word
7.   prefetch markWordAddress
8.   foreach bit in markWord
9.     if bit is not set then
10.    objectRef := address of chunk relevant to bit
11.    write objectRef into previousFree
12.    previousFree := objectRef
13.    write null into previousFree
end

Figure 6.10: Reference counting- Build-Block-Free-List with prefetch

described free list for a given block is presented in Figure 6.9.

Interestingly, it turned out that it is useful to prefetch the next mark-bit word while processing the current one. Initially, we expected the hardware to do this prefetching automatically, since the address space of the block’s bitmap is traversed sequentially; but our experiments reveal that this is not the case. Maybe the reason is that the bitmap traversal is interrupted by writing data into the free chunks (line 9 of Figure 6.9). To sum up, the Build-Block-Free-List Procedure was modified to exploit this loop prefetching strategy as presented in lines 6-7 of Figure 6.10.

6.4 An Implementation for Java

We have implemented the proposed collector in the Jikes RVM (research virtual machine) [1]. The entire system, including the collector itself is written in Java (extended with unsafe primitives available only to the Java Virtual Machine implementation to access raw memory).
6.4.1 Object layout

The object layout of our memory manager within the Jikes RVM version we used is displayed in Figure 6.11. Jikes RVM’s basic object model uses a two word header. One word holds a TIB Type Information Block pointer for the object’s class (which serves as Jikes’ virtual method table). The other word (“status word”) contains a thin lock, and a few unallocated bits that can be used for other purposes. An array object’s header includes an additional length field. In order to support reference-counting collection, Jikes employs an additional third word in the object’s header to keep the reference count of an object (and other related reference-counting information). Note that for both arrays and scalar objects all elements of the header are available at the same offset from the reference to the object/array.

6.4.2 Object prefetching

As presented in section 6.3, an object is prefetched either in order to manipulate its reference-count field or in order to scan it (i.e., determine its descendants). According to the object layout presented in Figure 6.11, when prefetching the reference count of an object we prefetch 16 bytes a head of the object reference, and when prefetching the object’s fields we prefetch 12 bytes a head of the object reference (as the scan should look at the object’s TIB).

Note that when prefetching an object for scanning purposes, we have only prefetched one word of the object (the one starting from the TIB). A large object (or a large references array) may obviously contain many reference slots which are not included in this word, and should arrive to the cache during the object scan. Moreover, the reference slots may not even be presented in the beginning of the object (as the first fields of the object may include non-reference fields). However, probing each object’s TIB reference, in order to check which exact object’s parts should be prefetched, is costly: it involves more overhead and it could only be done after the object header is available in the cache. In addition, if references are present in adjacent object’s words (such as in a large references array), hardware prefetch is
the best prefetching solution anyway. Due to these reasons and since most objects are small, we assume that most of the references are contained in the objects’ beginning, and hence we chose only prefetching the object’s first word. An alternative approach, to prefetch the first two words before scan, was less successful.

6.5 Measurements

Platform and benchmarks. We have run our measurements on a dual Intel’s Xeon 1.8GHz processors workstation. This processors have a 16KB sized L1 cache and a 512KB sized L2 cache. We have used the SPECjvm98 benchmark suite, the SPECjbb2000 benchmark\(^1\) (both described in SPEC’s web site [90]), and the DaCapo benchmarks [27].

The collector. We have inserted the prefetch instructions suggested in Section 6.3 into the reference-counting collector of Jikes [1]. Next, we have compared the original reference-counting collector of Jikes, against the collector modified to include these prefetch instructions. The reference-counting collector is accompanied by a dedicated cycle collection algorithm. Since we are interested solely in the effects of prefetch over the reference-counting collector, and since the cycle collection algorithm has a characteristic behavior that resembles tracing collectors, we have disabled this cycle collection algorithm. For most applications this means a negligible increase in the heap size. We stress that both collectors (i.e., the one that employs prefetching and the one that doesn’t) run without cycle collection.

Testing procedure. We have performed standard automated runs of the detailed benchmarks. Our standard automated runs run each benchmark ten times for both the original reference-counting collector and the modified reference-counting collector. We report the average of these runs. To guaranty a fair comparison of the garbage collection characteristics, we included only runs in which each benchmark performs the same amount of garbage collections on both collectors.

6.5.1 Prefetch improvements

Table 6.1 presents the improvements achieved by using prefetching. A negative percentage represents a performance improvement, while a positive percentage represents a deteriora-

\(^1\)We have slightly modified SPECjbb2000, to run a fixed number of transactions instead of running during a fixed time period.
Table 6.1: Reduction in reference-counting overheads obtained by prefetching

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>overhead reduction</th>
<th>overall benchmark improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Process ModBuffer</td>
<td>Process DecBuffer and Release</td>
</tr>
<tr>
<td>jess</td>
<td>-0.1%</td>
<td>-0.9%</td>
</tr>
<tr>
<td>db</td>
<td>-11.2%</td>
<td>-6.7%</td>
</tr>
<tr>
<td>javac</td>
<td>-12.2%</td>
<td>-8.4%</td>
</tr>
<tr>
<td>mtrt</td>
<td>-12.3%</td>
<td>-3.3%</td>
</tr>
<tr>
<td>jack</td>
<td>-16.3%</td>
<td>-5.9%</td>
</tr>
<tr>
<td>jbb</td>
<td>-8.3%</td>
<td>-6.5%</td>
</tr>
<tr>
<td>fop</td>
<td>-12.5%</td>
<td>-8.1%</td>
</tr>
<tr>
<td>antlr</td>
<td>-16.1%</td>
<td>-8.4%</td>
</tr>
<tr>
<td>pmd</td>
<td>-8.7%</td>
<td>-8.4%</td>
</tr>
<tr>
<td>ps</td>
<td>3.0%</td>
<td>-3.7%</td>
</tr>
<tr>
<td>hsqldb</td>
<td>-18.8%</td>
<td>-11.0%</td>
</tr>
<tr>
<td>jython</td>
<td>-9.4%</td>
<td>-0.5%</td>
</tr>
<tr>
<td>xalan</td>
<td>2.4%</td>
<td>-1.2%</td>
</tr>
<tr>
<td><strong>average</strong></td>
<td><strong>-9.3%</strong></td>
<td><strong>-5.6%</strong></td>
</tr>
</tbody>
</table>

tion in performance. Columns 2-4 present the improvements achieved for each one of the reference-counting collector stages implemented by the Process-ModBuffer Procedure (presented in Figure 6.4), by the Process-DecBuffer-and-Release Procedure (presented in Figure 6.5), and by the Build-Block-Free-List Procedure (presented in Figure 6.9). These presented improvements are calculated relatively to the corresponding reference-count stages. Hence, for example, a -10.0% appearing on the second column indicates a 10.0% performance improvement of the Process-ModBuffer stage. The fifth column presents the overall reference-counting’s performance improvement achieved. The sixth column introduces the overall throughput improvement achieved for the benchmark (i.e., reduction in the overall benchmark runtime). As this improvement depends on the garbage collection fraction out of the entire benchmark, we have also included this fraction in parenthesis. Note that this fraction contains, in addition to the collection overhead, also allocation overhead introduced by the Build-Block-Free-List Procedure.
<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>Process ModBuffer fraction</th>
<th>Process DecBuffer and Release fraction</th>
<th>Sweep Blocks fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>jess</td>
<td>36.6%</td>
<td>51.5%</td>
<td>11.0%</td>
</tr>
<tr>
<td>db</td>
<td>39.2%</td>
<td>50.5%</td>
<td>8.9%</td>
</tr>
<tr>
<td>javac</td>
<td>31.6%</td>
<td>38.6%</td>
<td>28.4%</td>
</tr>
<tr>
<td>mtrt</td>
<td>26.8%</td>
<td>46.4%</td>
<td>25.2%</td>
</tr>
<tr>
<td>jack</td>
<td>31.3%</td>
<td>54.5%</td>
<td>11.6%</td>
</tr>
<tr>
<td>jbb</td>
<td>24.9%</td>
<td>34.0%</td>
<td>40.1%</td>
</tr>
<tr>
<td>fop</td>
<td>38.7%</td>
<td>39.5%</td>
<td>20.8%</td>
</tr>
<tr>
<td>antlr</td>
<td>30.6%</td>
<td>42.4%</td>
<td>25.6%</td>
</tr>
<tr>
<td>pmd</td>
<td>30.8%</td>
<td>43.8%</td>
<td>25.3%</td>
</tr>
<tr>
<td>ps</td>
<td>38.2%</td>
<td>52.5%</td>
<td>7.3%</td>
</tr>
<tr>
<td>hsqldb</td>
<td>30.1%</td>
<td>41.0%</td>
<td>26.9%</td>
</tr>
<tr>
<td>jython</td>
<td>32.4%</td>
<td>50.8%</td>
<td>15.7%</td>
</tr>
<tr>
<td>xalan</td>
<td>43.6%</td>
<td>51.8%</td>
<td>4.4%</td>
</tr>
</tbody>
</table>

Table 6.2: Reference-counting profiling

Normally, Jikes runs the Build-Block-Free-List Procedure lazily when a new block is selected for allocations. Therefore, while the Process-DecBuffer-and-Release and the Process-DecBuffer-and-Release Procedures are activated once per a garbage collection cycle, the Build-Block-Free-List Procedure is activated numerous times during the benchmark run (i.e., between the collections). In order to accurately measure the time overhead of this procedure, we have slightly modified Jikes reference-counting collector to activate the Build-Block-Free-List Procedure continuously (non-lazily), for all non-empty blocks, once at the end of each collection.

To make the picture complete, Table 6.2 presents the distribution of the reference-counting collector overhead within the three different stages. These three stages together impose almost a 100% of the reference-counting collector overhead (as stages such as scanning threads’ stack are not included). The presented distribution combined with the prefetch improvement achieved in each stage (appearing in columns 2-4 in Table 6.1), creates the overall garbage collection improvement introduced in column five of Table 6.1.
One can see that the employed prefetch strategies reduce the overall overhead of reference-counting for all benchmarks. This is emphasized by the last line of Table 6.1, which presents the average improvement of each column. For most benchmarks, prefetching is able to reduce the overhead imposed by each one of the three stages. Note, however, that the improvements are not steady among the different benchmarks and among the different stages. We study this issue in Section 6.5.2 below.

### 6.5.2 Reference-counting objects’ access behavior

In this section we study the memory access patterns of a reference-counting collector in order to understand the potential of prefetch instruction insertions. Recall that tracing collectors traverse the application’s live objects in an arbitrary order (depending on the objects graph). If a mark table is used by a tracing collector, each live object is likely to be read exactly once during a collection, since if it was already traversed, its corresponding mark bit in the mark table would indicate that it should not be traversed again.

To analyze the way reference counting accesses objects, we ran the following measurement. We consider each object scan and each reference-count update as a single memory access\(^2\), as each such operation may cause a cache miss. We started by recording the address of each such access into gc-log files, one log file per collection. Next, each gc-log file was analyzed in the following manner. For a given window size \(w\), we have checked for each access, if the same address was accessed during the last \(w\) (distinct) accesses\(^3\). For each benchmark, we outputted the fraction of hits, in which an access has repeated itself within the window size, as a function of the window size.

The results appear in Table 6.3. We ran the above measurements with five window sizes: 100, 1000, 10000, 100000, and 1000000. The different window sizes demonstrate access behavior for various cache sizes. The smaller windows are more representative of L1 cache-miss behavior, whereas the larger window sizes represent behavior with L2 cache sizes. In addition, we have also separated the measurements into the Process-ModBuffer phase and the Process-DecBuffer-and-Release phase to see if the patterns are different for the various stages. These measurements appear in Tables 6.4 and 6.5.

The measurement should be read as follows. If a 40% percentage appears under the 100 column of the slot referring to a certain benchmark, it means that 40% of the accesses

---

\(^2\)In this approximate measure, we count an object’s scan as a single access, although it may be involve multiple accesses, e.g., because an object may be large and may contain several slots.

\(^3\)We always consider a first access of an object in a collection as a miss.
Table 6.3: Percentage of repeated object accesses (hit ratios) for the entire collection

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>window size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td>jess</td>
<td>58.2%</td>
</tr>
<tr>
<td>db</td>
<td>15.1%</td>
</tr>
<tr>
<td>javac</td>
<td>31.3%</td>
</tr>
<tr>
<td>mtrt</td>
<td>13.6%</td>
</tr>
<tr>
<td>jack</td>
<td>25.9%</td>
</tr>
<tr>
<td>jbb</td>
<td>23.5%</td>
</tr>
<tr>
<td>fop</td>
<td>28.5%</td>
</tr>
<tr>
<td>antlr</td>
<td>23.2%</td>
</tr>
<tr>
<td>pmd</td>
<td>28.9%</td>
</tr>
<tr>
<td>ps</td>
<td>78.2%</td>
</tr>
<tr>
<td>hsqldb</td>
<td>26.0%</td>
</tr>
<tr>
<td>jython</td>
<td>54.5%</td>
</tr>
<tr>
<td>xalan</td>
<td>0.4%</td>
</tr>
<tr>
<td>average</td>
<td>31.3%</td>
</tr>
</tbody>
</table>

were to memory locations that have been previously accessed during the last 100 accessed (distinct) addresses. A higher percentage is highly correlated to low cache-miss ratio and to a reduced potential for effective prefetching.

It turns out that unlike tracing collectors, the repeated access with reference counting is quite high and the repeated accesses have temporal proximity. Hence, many memory accesses hit the L1 cache, making the prefetch a burden, or hit the L2 cache, making the prefetch less effective. Another interesting property is that the probability of a hit is (sometimes much) higher during the Process-ModBuffer stage than during the Process-DecBuffer-and-Release stage. To better understand this phenomenon, we have also measured for each of these stages the fraction of hits, in which an access has repeated itself within an infinite window size (i.e., the fraction of accesses which deal with an object which was already accessed in this stage). This measurement, introduced in the seventh column of Tables 6.4 and 6.5, exhibits two reasons for the hit ratio difference of the two stages.
<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>window size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td>jess</td>
<td>62.4%</td>
</tr>
<tr>
<td>db</td>
<td>17.7%</td>
</tr>
<tr>
<td>javac</td>
<td>42.6%</td>
</tr>
<tr>
<td>mtrt</td>
<td>19.5%</td>
</tr>
<tr>
<td>jack</td>
<td>37.2%</td>
</tr>
<tr>
<td>jbb</td>
<td>33.6%</td>
</tr>
<tr>
<td>fop</td>
<td>38.5%</td>
</tr>
<tr>
<td>antlr</td>
<td>36.0%</td>
</tr>
<tr>
<td>pmd</td>
<td>42.7%</td>
</tr>
<tr>
<td>ps</td>
<td>82.1%</td>
</tr>
<tr>
<td>hsqldb</td>
<td>41.5%</td>
</tr>
<tr>
<td>jython</td>
<td>55.5%</td>
</tr>
<tr>
<td>xalan</td>
<td>0.7%</td>
</tr>
<tr>
<td>average</td>
<td><strong>39.3%</strong></td>
</tr>
</tbody>
</table>

Table 6.4: Percentage of repeated object accesses (hit ratios) for the Procedure Process-ModBuffer

First, the infinity hit ratio of both stages demonstrates that there is an inherent better hit ratio for the **Process-ModBuffer** stage. This means that the per-object number of accesses during the **Process-ModBuffer** stage is higher than the per-object number of accesses during the **Process-DecBuffer-and-Release** stage. The reason is that during the **Process-DecBuffer-and-Release** stage, an object is accessed only when its reference count is decremented. We do not count the possible following object’s scan (if it should be reclaimed) as an access, as this access is tied to its previous access. However, during the **Process-ModBuffer** stage an object is considered accessed when it is scanned (if it was logged in the ModBuffer) and when its reference-count field is incremented. Thus, consider for example a newly created object which is referenced by a single object. This object would be accessed twice during the **Process-ModBuffer** stage: when it is reached during the ModBuffer traversal and when its reference count is incremented. However, if its reference count is later decremented during the **Process-DecBuffer-and-Release** stage, it would
<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>window size</th>
<th>100</th>
<th>1000</th>
<th>10000</th>
<th>100000</th>
<th>1000000</th>
<th>∞</th>
</tr>
</thead>
<tbody>
<tr>
<td>jess</td>
<td></td>
<td>53.8%</td>
<td>58.9%</td>
<td>60.3%</td>
<td>61.2%</td>
<td>66.6%</td>
<td>67.8%</td>
</tr>
<tr>
<td>db</td>
<td></td>
<td>12.4%</td>
<td>13.0%</td>
<td>13.9%</td>
<td>66.1%</td>
<td>67.5%</td>
<td>67.5%</td>
</tr>
<tr>
<td>javac</td>
<td></td>
<td>17.2%</td>
<td>21.9%</td>
<td>24.1%</td>
<td>26.4%</td>
<td>40.4%</td>
<td>50.2%</td>
</tr>
<tr>
<td>mtrt</td>
<td></td>
<td>7.0%</td>
<td>8.2%</td>
<td>9.6%</td>
<td>10.5%</td>
<td>15.0%</td>
<td>19.0%</td>
</tr>
<tr>
<td>jack</td>
<td></td>
<td>13.9%</td>
<td>15.1%</td>
<td>16.1%</td>
<td>17.7%</td>
<td>29.1%</td>
<td>39.0%</td>
</tr>
<tr>
<td>jbb</td>
<td></td>
<td>12.5%</td>
<td>18.0%</td>
<td>20.1%</td>
<td>24.3%</td>
<td>36.6%</td>
<td>51.8%</td>
</tr>
<tr>
<td>fop</td>
<td></td>
<td>15.4%</td>
<td>18.0%</td>
<td>18.8%</td>
<td>20.4%</td>
<td>29.0%</td>
<td>38.6%</td>
</tr>
<tr>
<td>antlr</td>
<td></td>
<td>7.6%</td>
<td>9.7%</td>
<td>10.5%</td>
<td>11.3%</td>
<td>20.2%</td>
<td>32.0%</td>
</tr>
<tr>
<td>pmd</td>
<td></td>
<td>12.7%</td>
<td>14.6%</td>
<td>16.6%</td>
<td>20.1%</td>
<td>34.2%</td>
<td>51.1%</td>
</tr>
<tr>
<td>ps</td>
<td></td>
<td>74.2%</td>
<td>75.2%</td>
<td>75.3%</td>
<td>75.9%</td>
<td>83.7%</td>
<td>84.0%</td>
</tr>
<tr>
<td>hsqldb</td>
<td></td>
<td>7.5%</td>
<td>8.7%</td>
<td>10.1%</td>
<td>12.6%</td>
<td>25.9%</td>
<td>37.7%</td>
</tr>
<tr>
<td>jython</td>
<td></td>
<td>53.4%</td>
<td>54.0%</td>
<td>54.3%</td>
<td>54.7%</td>
<td>55.7%</td>
<td>58.8%</td>
</tr>
<tr>
<td>xalan</td>
<td></td>
<td>0.2%</td>
<td>0.3%</td>
<td>2.6%</td>
<td>98.8%</td>
<td>99.1%</td>
<td>99.1%</td>
</tr>
<tr>
<td>average</td>
<td></td>
<td><strong>22.1%</strong></td>
<td><strong>24.3%</strong></td>
<td><strong>25.6%</strong></td>
<td><strong>38.5%</strong></td>
<td><strong>46.4%</strong></td>
<td><strong>53.4%</strong></td>
</tr>
</tbody>
</table>

Table 6.5: Percentage of repeated object accesses (hit ratios) for the Procedure Process-DecBuffer-and-Release

only be accessed once.

The second reason for the higher hit ratio for the Process-ModBuffer stage is highlighted by the difference between the 1000000 column and the infinity column of Tables 6.4 and 6.5. It could be seen that for the Process-ModBuffer stage there is hardly any difference between these two columns, while there is some gap (for some of the benchmarks) for the Process-DecBuffer-and-Release stage. The reason is that adjacent objects logged in the ModBuffer were, very probably, created or modified also adjacently in time, sometimes by the same method. Thus, such objects tend to reference similar objects or even each other. For example, newly created objects are often being referenced by other objects, immediately after being created. Hence, the newly created object’s log would be adjacent to the log of the object which was modified to reference it (and hence was also logged). Therefore, program dictates high locality, which is seen during the Process-ModBuffer stage which orderly
process the ModBuffer. An interesting future work could examine several alternatives of processing the DecBuffer during the Process-DecBuffer-and-Release stage, to see which one yields the best locality.

6.5.3 Prefetch strategy profiling

Table 6.1 introduced in Section 6.5.1 presents the prefetch improvements achieved for the different reference-counting stages. However, two different prefetch strategies were implemented in both the Process-ModBuffer stage and the Process-DecBuffer-and-Release stage. Tables 6.6-6.7 break the overall improvement into the shares of each particular strategy.

Table 6.6 relates to the Process-ModBuffer stage, displaying the effect of the ModBuffer-traversal strategy and the effect delay-increment strategy presented in Section 6.3.1. As can be seen, the ModBuffer-traversal strategy is the major cause for the prefetch improvement of the Process-ModBuffer stage.

To understand why, we have further analyzed the objects’ access behavior of the Process-ModBuffer stage. This stage includes two access types:

• The scan of objects logged in the ModBuffer. These objects were either created or modified since the last garbage collection. These objects are prefetched by the ModBuffer-traversal strategy.

• The reference-count increment of objects referenced by the above objects. These objects are prefetched by the delay-increment strategy.

Table 6.8 presents the fraction of accessed objects of each type. As can be seen, if there is any advantage to one of these stages, it is to the one using the delay-increment strategy, failing to explain why it is less beneficial. However, we have also compared the repeated access patterns for various sized windows as above. These results are presented in Tables 6.9 and 6.10. It can be clearly seen that the percentage of hits for the traversal of the ModBuffer was substantially lower. This is what makes it more susceptible to prefetch insertion improvements.

The pattern of accesses to objects whose reference-count is incremented shows that most of the increments are done after the object was lately accessed (and hence are probably available either in the L1 cache or in the L2 cache). On the other hand, most of the objects logged in ModBuffer are objects created since the last collection (i.e., not old objects which were logged because they were modified since the last collection). According to Table 6.9,
<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>ModBuffer traversal share</th>
<th>delay increment share</th>
<th>Process ModBuffer improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>jess</td>
<td>-5.5%</td>
<td>5.3%</td>
<td>-0.1%</td>
</tr>
<tr>
<td>db</td>
<td>-7.4%</td>
<td>-3.8%</td>
<td>-11.2%</td>
</tr>
<tr>
<td>javac</td>
<td>-9.2%</td>
<td>-3.0%</td>
<td>-12.2%</td>
</tr>
<tr>
<td>mtrt</td>
<td>-9.5%</td>
<td>-2.9%</td>
<td>-12.3%</td>
</tr>
<tr>
<td>jack</td>
<td>-13.8%</td>
<td>-2.5%</td>
<td>-16.3%</td>
</tr>
<tr>
<td>jbb</td>
<td>-7.9%</td>
<td>-0.3%</td>
<td>-8.2%</td>
</tr>
<tr>
<td>fop</td>
<td>-10.7%</td>
<td>-1.8%</td>
<td>-12.5%</td>
</tr>
<tr>
<td>antlr</td>
<td>-13.2%</td>
<td>-2.8%</td>
<td>-16.1%</td>
</tr>
<tr>
<td>pmd</td>
<td>-6.6%</td>
<td>-2.1%</td>
<td>-8.7%</td>
</tr>
<tr>
<td>ps</td>
<td>-4.0%</td>
<td>7.1%</td>
<td>3.0%</td>
</tr>
<tr>
<td>hsqldb</td>
<td>-12.5%</td>
<td>-6.3%</td>
<td>-18.8%</td>
</tr>
<tr>
<td>jython</td>
<td>-10.8%</td>
<td>1.4%</td>
<td>-9.4%</td>
</tr>
<tr>
<td>xalan</td>
<td>0.2%</td>
<td>2.1%</td>
<td>2.4%</td>
</tr>
<tr>
<td><strong>average</strong></td>
<td><strong>-8.5%</strong></td>
<td><strong>-0.7%</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.6: A break of the prefetching improvement due to the two strategies involved in the Process-ModBuffer stage

many of these newly created objects are encountered for the first time during the collection when they are encountered during the traversal of the ModBuffer. Therefore, the ModBuffer-traversal strategy has more potential of hiding (or reducing) cache miss’ stalls, which explains the different contribution of each of the two strategies.

Another possible reason for the delay-increment strategy being less beneficial is that it does not only add the prefetch instruction overhead. It also stores the object whose reference-count should be incremented into a temporary variable for each reference-count increment (line 10 of Figure 6.7), thus increasing the register pressure, causing an additional overhead.

Table 6.7 relates to the Process-DecBuffer-and-Release stage, displaying the effect of the DecBuffer-traversal strategy and the effect of the object-release strategy (presented in Section 6.3.2). Here, the strategy responsible for most of the benefit is the DecBuffer-
Table 6.7: A break of the prefetching improvement due to the two strategies involved in the Process-DecBuffer-and-Release stage

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>DecBuffer traversal share</th>
<th>object release share</th>
<th>Process DecBuffer and Release improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>jess</td>
<td>-0.9%</td>
<td>-0.1%</td>
<td>-0.9%</td>
</tr>
<tr>
<td>db</td>
<td>-6.4%</td>
<td>-0.2%</td>
<td>-6.7%</td>
</tr>
<tr>
<td>javac</td>
<td>-6.8%</td>
<td>-1.6%</td>
<td>-8.4%</td>
</tr>
<tr>
<td>mtrt</td>
<td>-2.0%</td>
<td>-1.4%</td>
<td>-3.3%</td>
</tr>
<tr>
<td>jack</td>
<td>-4.3%</td>
<td>-1.7%</td>
<td>-5.9%</td>
</tr>
<tr>
<td>jbb</td>
<td>-5.6%</td>
<td>-0.9%</td>
<td>-6.5%</td>
</tr>
<tr>
<td>fop</td>
<td>-6.7%</td>
<td>-1.3%</td>
<td>-8.1%</td>
</tr>
<tr>
<td>antlr</td>
<td>-6.9%</td>
<td>-1.4%</td>
<td>-8.4%</td>
</tr>
<tr>
<td>pmd</td>
<td>-6.6%</td>
<td>-1.8%</td>
<td>-8.4%</td>
</tr>
<tr>
<td>ps</td>
<td>-3.4%</td>
<td>-0.1%</td>
<td>-3.7%</td>
</tr>
<tr>
<td>hsqldb</td>
<td>-10.0%</td>
<td>-1.0%</td>
<td>-11.0%</td>
</tr>
<tr>
<td>jython</td>
<td>-0.1%</td>
<td>-0.4%</td>
<td>-0.5%</td>
</tr>
<tr>
<td>xalan</td>
<td>-0.8%</td>
<td>-0.4%</td>
<td>-1.2%</td>
</tr>
<tr>
<td><strong>average</strong></td>
<td><strong>-4.7%</strong></td>
<td><strong>-0.9%</strong></td>
<td></td>
</tr>
</tbody>
</table>

traversal strategy. We have not further analyzed the objects’ access behavior of the Process-DecBuffer-and-Release stage, since as opposed to the Process-ModBuffer stage, it does not access two types of objects (it accesses objects and bitmap’s words).

6.5.4 Hardware counters measurements

To understand better the effect of the inserted prefetch instructions, we have measured several relevant hardware counters using PAPI (the Performance API [77]). These counters were measured during the garbage collection work of both versions of the reference-counting collector: with and without prefetching. Table 6.11 presents the difference of these counters between the versions for the entire garbage collection work. Columns 2-4 present the differ-
Table 6.8: Profile of the objects accessed during the Process-ModBuffer stage

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>scanned object</th>
<th>rc-update object</th>
</tr>
</thead>
<tbody>
<tr>
<td>jess</td>
<td>25.7%</td>
<td>74.3%</td>
</tr>
<tr>
<td>db</td>
<td>28.4%</td>
<td>71.6%</td>
</tr>
<tr>
<td>javac</td>
<td>39.8%</td>
<td>60.2%</td>
</tr>
<tr>
<td>mtrt</td>
<td>71.8%</td>
<td>28.2%</td>
</tr>
<tr>
<td>jack</td>
<td>57.1%</td>
<td>42.9%</td>
</tr>
<tr>
<td>jbb</td>
<td>43.1%</td>
<td>58.9%</td>
</tr>
<tr>
<td>fop</td>
<td>48.1%</td>
<td>51.9%</td>
</tr>
<tr>
<td>antlr</td>
<td>55.8%</td>
<td>44.2%</td>
</tr>
<tr>
<td>pmd</td>
<td>41.0%</td>
<td>59.0%</td>
</tr>
<tr>
<td>ps</td>
<td>15.6%</td>
<td>84.4%</td>
</tr>
<tr>
<td>hsqldb</td>
<td>51.6%</td>
<td>48.4%</td>
</tr>
<tr>
<td>jython</td>
<td>41.5%</td>
<td>58.5%</td>
</tr>
<tr>
<td>xalan</td>
<td>0.8%</td>
<td>99.8%</td>
</tr>
<tr>
<td><strong>average</strong></td>
<td><strong>40.0%</strong></td>
<td><strong>60.0%</strong></td>
</tr>
</tbody>
</table>

It can be seen that the number of L2 cache misses does not vary much, although it does decrease on average. However, there is usually a noticeable decrease in the number of TLB misses and in the number of cycle stalls. Our belief is that the prefetch was issued a bit too late to completely eliminate the L2 cache miss. But since the data has started moving towards the cache, we see a decrease of the stalls and the TLB misses. The option of running the prefetch instructions earlier has a cost in temporary variables and was not beneficial in practice.
Table 6.9: Already accessed objects’ percentages for the modified objects logged in ModBuffer

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>window size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td>jess</td>
<td>2.3%</td>
</tr>
<tr>
<td>db</td>
<td>2.9%</td>
</tr>
<tr>
<td>javac</td>
<td>24.3%</td>
</tr>
<tr>
<td>mtrt</td>
<td>3.9%</td>
</tr>
<tr>
<td>jack</td>
<td>10.7%</td>
</tr>
<tr>
<td>jbb</td>
<td>22.7%</td>
</tr>
<tr>
<td>fop</td>
<td>23.3%</td>
</tr>
<tr>
<td>antlr</td>
<td>14.4%</td>
</tr>
<tr>
<td>pmd</td>
<td>19.0%</td>
</tr>
<tr>
<td>ps</td>
<td>5.4%</td>
</tr>
<tr>
<td>hsqldb</td>
<td>25.8%</td>
</tr>
<tr>
<td>jython</td>
<td>3.1%</td>
</tr>
<tr>
<td>xalan</td>
<td>28.0%</td>
</tr>
<tr>
<td>average</td>
<td>14.3%</td>
</tr>
</tbody>
</table>

6.6 Related work

VanderWiel and Lilja [99] provide a detailed survey examining diverse prefetching strategies, such as hardware prefetching, array prefetching and other software prefetching.

Similarly to our approach, several previous studies proposed adding, by hand, prefetch instructions to specific locations in garbage collectors algorithm. However, they all studied tracing collectors. Boehm [16] proposed prefetching nodes that are pushed to the mark stack during the mark phase of a mark-sweep collector, in order to make it later available when popped from stack to be scanned. This prefetching strategy yields improvements in execution time, although suffering from prefetch timing problems: too early prefetches and too late prefetches. These timing problems were addresses by [22, 98]. Both suggested improved prefetching strategies to the mark phase by imposing some sort of FIFO processing over the mark stack, in order to control the time between the data prefetch and its actual access. In
another related work, Cahoon [18] employs prefetching to improve the memory performance of a generational copying garbage collector.

Another prefetch strategy to improve the memory management sub-system locality was suggested by Appel [3]. Appel emulates a write-allocate policy on a no-write-allocate machine by prefetching garbage before it is written (during its space allocation). Hence, this relevant cache line will be allocated and the write (occurring during the object allocation) will hit the cache.

Our approach tries to hide the latency caused by data cache misses by prefetching data ahead of reference. Several other studies try to improve the locality of programs by moving objects wisely in the heap. Chilimbi and Larus [23] place objects with high temporal affinity next to each other, so they are likely to reside in the same cache block. Calder et .al. [19] employ data placement algorithms to find a placement that decreases inter-objects conflict.

Table 6.10: Already accessed objects’ percentages for the objects whose reference count was incremented during the Procedure Process-ModBuffer

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>window size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td>jess</td>
<td>83.2%</td>
</tr>
<tr>
<td>db</td>
<td>23.5%</td>
</tr>
<tr>
<td>javac</td>
<td>54.7%</td>
</tr>
<tr>
<td>mtrt</td>
<td>59.5%</td>
</tr>
<tr>
<td>jack</td>
<td>72.5%</td>
</tr>
<tr>
<td>jbb</td>
<td>42.0%</td>
</tr>
<tr>
<td>fop</td>
<td>52.5%</td>
</tr>
<tr>
<td>antlr</td>
<td>63.4%</td>
</tr>
<tr>
<td>pmd</td>
<td>59.2%</td>
</tr>
<tr>
<td>ps</td>
<td>96.3%</td>
</tr>
<tr>
<td>hsqldb</td>
<td>58.2%</td>
</tr>
<tr>
<td>jython</td>
<td>92.8%</td>
</tr>
<tr>
<td>xalan</td>
<td>0.5%</td>
</tr>
<tr>
<td>average</td>
<td><strong>58.3%</strong></td>
</tr>
<tr>
<td>Benchmarks</td>
<td>Cycles stalled</td>
</tr>
<tr>
<td>------------</td>
<td>----------------</td>
</tr>
<tr>
<td>jess</td>
<td>-8.8%</td>
</tr>
<tr>
<td>db</td>
<td>-4.3%</td>
</tr>
<tr>
<td>javac</td>
<td>-17.4%</td>
</tr>
<tr>
<td>mtrt</td>
<td>-15.8%</td>
</tr>
<tr>
<td>jack</td>
<td>-20.0%</td>
</tr>
<tr>
<td>jbb</td>
<td>-14.8%</td>
</tr>
<tr>
<td>fop</td>
<td>-6.6%</td>
</tr>
<tr>
<td>antlr</td>
<td>-6.3%</td>
</tr>
<tr>
<td>pmd</td>
<td>-9.6%</td>
</tr>
<tr>
<td>ps</td>
<td>-2.0%</td>
</tr>
<tr>
<td>hsqldb</td>
<td>-14.1%</td>
</tr>
<tr>
<td>jython</td>
<td>-4.8%</td>
</tr>
<tr>
<td>xalan</td>
<td>-0.7%</td>
</tr>
<tr>
<td><strong>average</strong></td>
<td><strong>-9.6%</strong></td>
</tr>
</tbody>
</table>

Table 6.11: Hardware counters measurements

### 6.7 Conclusions

We have studied prefetch opportunities for a modern reference-counting garbage collector. It turns out that several such opportunities typically exist for reference counting. We have implemented such prefetch insertions on the Jikes Research JVM and it turns out that prefetching is effective in reducing stall times and improving garbage collection efficiency. In particular, the average garbage collection times were reduced by 8.7%.

We have also measured the memory access patterns of the collector and found out that, unlike tracing collectors, objects are accessed repeatedly, reducing the potential benefit due to prefetching. These measurements were able to explain the effectiveness of the various strategies at the various stages. Wherever objects are repeatedly accessed and hits are expected, prefetch insertions are less effective.
Chapter 7

Patterns for the Efficient Use of Managed Memory

7.1 Introduction

An especially intriguing issue in Programming Languages is the tension between the desire to use a high level object oriented language such as Java or C#, which provides software engineering benefits allowing fast construction of reliable and maintainable software, and the popular choice of a lower level language that may yield more efficient programs. We project this issue onto the memory management subsystem and try to deal with the issue of using garbage collection versus a possibly more efficient manual allocation and de-allocation technique.

Automatic memory management is an important feature of Java and C#, relieving programmers of the worry of a timely de-allocation of allocated memory objects. It is well acknowledged for solving two most notorious bugs: memory leaks and dangling pointers. In addition, the fact that developers can "forget about memory" imparts a more relaxed development environment, which may yield faster development of better code. Although garbage collection is a powerful software engineering construct and programmers are encouraged to use it, it incurs an overhead on the runtime system and it may significantly slow down the execution of a program. Consequently, researchers have spent a vast amount of time on trying to improve garbage collector performance [55].

However, and in spite of modern garbage collector efficiency, a naive use of the memory
manager abstraction in a user code may impose a high cost on performance. One extremely inefficient use that often occurs in typical benchmarks is a user method that is invoked a huge number of times during the run of the program and allocates an object each time it is called, referencing it with another object’s instance variables. If each such allocation renders the previously allocated object unreachable, then to ease the load, it is enough to allocate this object once and use it repeatedly. Such a solution reduces the number (and overall overhead) of allocations and it reduces the number (and overall overhead) of garbage collections. It also improves program locality, as the same memory location is used repeatedly throughout the run.

In many programs, excessive allocation is executed in a small number of specific allocation sites (and for a small number of classes). In this work we\(^1\) first propose a profiler that can identify allocation sites that allocate excessively. Second, we propose two patterns to modify these allocations when the modification can be easily carried out in a local manner: *compound object pooling* and *SOjMA* (single object for multiple allocations). We study these patterns in comparison to the standard *object pooling* pattern (see for example [95]). These patterns, described in Section 7.2, drastically reduce the number of objects that are allocated; instead, objects are reused, with three benefits. First, the time spent on allocation significantly decreases. Second, the number of garbage collections is reduced, implying an overall reduction in garbage collection overhead. Finally, a space reuse for a frequently touched object improves program locality.

This work provides patterns that deal with the tension between the abstraction and the efficiency of the memory management subsystem. We stress that we do not recommend employing wide-scale explicit memory management. We strongly believe that automatic memory management is important and should be used throughout the development process. Automatic memory management cannot be beaten by our patterns; rather, they should accompany one another. A good way to enjoy the best of both worlds is to develop applications using the garbage collector in order to speed up the development process and obtain more reliable and maintainable code. When development is completed, the proposed mechanisms should be invoked to help improve the efficiency of the application via small local modifications of a few (or even a single) allocation site. The rest of the allocations still use automatic memory management.

We have explored the SPECjvm98 benchmark suite [90], the SPECjbb2000 benchmark [90], and the DaCapo benchmark suite [27]. The profiler identified many of these benchmarks as candidates for improvement and we have upgraded the performance of these benchmarks us-

\(^1\)This project is a joined work with Yoav Ossia, from IBM Haifa Research Lab.
ing simple local modifications via the two proposed patterns. The modifications were applied
to a small number of allocation sites (typically to a single allocation site in each benchmark).
Since small local modifications made a significant efficiency improvement for many standard
benchmarks, we expect a similar phenomenon with actual commercial applications. The
patterns proposed in this work may also be used with legacy code previously developed.

Our profiler extends the Merlin trace generator [46]. The profiler collects information
during the program run and its output highlights the candidate allocation sites. It also
indicates which pattern may be used to improve performance. Making these profiler-driven
modifications fully automate is an interesting future work. Full automatization can add the
safety guaranty. In this work we concentrate on very simple and local modifications, for
which safety can be easily checked.

Measurements. We ran measurements comparing the performance of the original ver-
sions of the applications and the modified versions. These were all run on different JVMs
and various memory managers to verify the universal effectiveness of the patterns. The re-
sults show substantial improvements in performance, depending on the JVM, the garbage
collector, and the benchmark. For example, with compound pooling SPECjbb2000 can
be improved by 3.0–9.3%. The SOtMA pattern improves the .227_mtrt benchmark of the
SPECjvm98 suite by 6.9–14.3%. Breaking down the improvement measured between the
reduction in garbage collection work and the reduction in application overheads, we see that
almost always both improve substantially. One exception is the naive object pooling that,
although it consistently reduces garbage collection work, also unfailingly impacts badly on
the application throughput.

Chapter organization. The patterns used to reduce memory management overheads
are introduced in Section 7.2. Section 7.3 introduces our profiler. Section 7.4 describes,
for each benchmark, the profiler’s output and the techniques chosen to be applied over it.
Measurements are presented in Section 7.5. Related work is discussed in Section 7.6 and
future work possibilities are presented in Section 7.7. We conclude in Section 7.8.

7.2 Explicit object management patterns

An allocation site is a line of code that allocates an object. When an allocation site is
frequently called, but the allocated object becomes unreachable soon thereafter, we say
that the allocation at that site is excessive. We propose three patterns dealing with the
implied inefficiencies of excessive allocation sites: object pooling, compound object pooling
and SOfMA. We first review the (standard) object pooling pattern.

### 7.2.1 Object pooling

Object pooling is a mechanism that explicitly allocates and de-allocates objects within the program. A “pool” of objects is initially allocated and kept as a free list. Instead of using the memory manager, the program takes an object from the pool when it needs one, and returns it to the pool when it is no longer needed. When the required number of objects exceeds the number of pool objects, more objects are allocated to the pool on-the-fly. Object allocation and deallocation are replaced with pool operations (get-from-pool and return-to-pool). Traditionally, object pooling is recommended only for objects whose allocation is dependant on invoking a costly system resource (such as setting up a communication port), which can be eliminated by pooling.

Object pooling has other advantages. As it reuses the same objects instead of allocating new ones, it reduces garbage collection work and improves locality. In addition, the user’s knowledge about when an object is no longer needed is likely to be more accurate than the object’s un-reachability property that is used by the garbage collector [89]. Exploiting more accurate information can reduce the space usage and increase efficiency. Finally, reusing an object saves some of the system overhead on allocation of new objects, e.g., Java always resets all fields of a new object.

Nevertheless, object pooling has also drawbacks. First, the loss of automatic reclamation benefits for software engineering, security, and ease of debugging. Second, the memory manager usually allocates memory much faster than the pool yields an object. In addition, in a multi-threaded application the pool operations must either use synchronization (during allocation and de-allocation) or one pool per thread must be used, requiring more cycles to identify the adequate pool and more space overhead. Finally, pooled objects are reachable and thus create work for a tracing garbage collector on the lookout for them. This may become significant if large pools are used.

To sum up, we expect object pooling to reduce the overall garbage collection overhead, while (usually) decreasing the program threads’ performance.

### 7.2.2 Compound object pooling

Compound object pooling is an improvement over traditional object pooling. In compound
pooling, an object is implicitly pooled together with some (or all) of its descendants. We denote the object and its descendants that are pooled together with it the object’s sub-graph. Compound pooling is applicable when the program allocates such a sub-graph frequently and consistently. Namely, the parent object is allocated, its descendants are allocated thereafter, and references are set in the parent to reference its descendants. A Compound pool keeps a parent object that also has its sub-graph descendant objects allocated and referenced by it. When the program needs to allocate a sub-graph, its root is taken from the pool by a get-from-pool operation, and a return-to-pool operation returns the root to the pool when the sub-graph is no longer needed.

Note the improvement over pooling all objects. The root obtained from the pool already references to allocated descendant objects. So further allocations and (reference) assignments are not required; only field initializations are executed. For a sub-graph that contains $n$ objects, we do not need to allocate $n$ objects from the system or obtain $n$ objects from a pool. We execute exactly one pool operation. Reclaiming of a subgraph has similar savings. This saving is even more effective if pool operations require synchronization by the program threads. However, compound pooling is not as widely applicable as traditional pooling. It can be effectively used only with sub-graphs, all of whose objects are allocated at the same time and become un-reachable at the same time.

Figure 7.1 depicts an example of an object graph with six objects. If $C$, $D$ and $F$ are always allocated together with $A$ and become unreachable whenever $A$ becomes unreachable, then $A$ can be pooled (implicitly) together with $C$, $D$ and $F$. The next time $A$, $C$, $D$ and $F$ are needed, the program will obtain them from the pool in single get-from-pool operation (and later return them in a single return-to-pool operation). Therefore, each such sub-graph reuse exchanges one pool operation for four object allocations and three assignments ($C$ to $A$, $D$ to $A$, $F$ to $D$). When the sub-graph becomes unreachable, a single pool operation replaces four naive pool operations or a portion of the garbage collection work needed to reclaim four objects. Note that objects $B$ and $E$ still require treatment by the program. They
are either allocated anew or just become referenced by A and C, respectively (depending on the existing program code).

7.2.3 Single object for multiple allocations

The last pattern proposed is relevant when many instances of a class are allocated, but only one instance is reachable at each specific point in time. In such cases object pooling is not required, as even a single object can host all such allocations. More specifically, suppose a reference slot p references an object of class C and there is a frequently-called method that allocates an object of class C to p. Further, suppose that an object that is allocated to p is tightly dependant on p in the sense that it is created with p being the first reference to it and it becomes unreachable exactly when p stops referencing it (upon assignment of a newly allocated object to p). In this case, we may allocate a single object to host all the transient objects to which p references throughout the execution. Usually, we allocate this object as a referent of p if p is an instance variable, or we allocate it to an additional instance variable that is added to the object containing the method in which p is local. The single fixed instance of this object is allocated once and is modified whenever an allocation to p appears in the original code. We denote this approach SOfMA, single object for multiple allocations.

We found that, in several benchmarks, a large percentage of the overall allocated objects are allocated in this manner. In these extreme cases, SOfMA provided substantial improvement in performance. As with the object pooling patterns, SOfMA improves locality and reduces allocations and garbage collection overhead by employing object reuse. However, using SOfMA, the pool operations are no longer required. Thus, SOfMA does not reduce the program threads’ performance as object pooling may do.

In the benchmarks that we explored we found two different types of locations in which such a reference p appears. A description of these types follows.

An instance variable. In two of the benchmarks with which we worked (201_compress and 209_db), newly allocated objects were repeatedly being assigned to a single instance variable during the program run (in a single allocation site). To deal with this case, we assigned a fixed single object to this instance variable at the beginning of the program, and modified it to have the relevant values whenever a new allocation of object is executed to it.

A temporary variable. The second location in which the reference p appears is in a local method. In this case, we substitute the allocation to p by using an object that is
allocated once when the object holding the method is created. Then, instead of allocating to \( p \), we reuse the single allocated object. In this case, a multithreaded program requires more care. The modification can be applied if the object in which the method is a member is thread-local. Otherwise, two threads may execute the method at the same time and create a race condition. An alternative modification that avoids such race is to allocate the object on the stack. This requires compiler cooperation, or a placement of local variables representing the fields of the object on the stack and making the implied code modifications.

**Comparison with escape analysis and stack allocation.** Escape analysis \([78, 24, 42]\) is a static analysis used to find references to objects that do not escape a method. These objects may be allocated on the stack to eliminate overhead of their allocation and reclamation. The first SOFMA type is not identified by escape analysis as the object allocated to \( p \) escapes its allocating method. The second type is more related to escape analysis and may allow stack allocation. However, escape analysis will not necessarily identify the cases that we found in our benchmarks. This is because \( p \) is passed to methods that assign it to a heap referent. While it is easy to see that this referent is removed, it is not clear whether the conservative analysis is smart enough to catch it. Refinements of escape analysis may be considered (as a future work) to identify such cases.

### 7.2.4 Example

Figure 7.2 introduces a simple example that demonstrates where applying the presented patterns is advised. The example’s main class is the Data class, which holds a variable sized array of Points. The setData method creates a new array of Points and randomly initializes the Point values. The method doesExists checks whether a certain Point exists in the Data’s Point array.

Note that each allocated Point array is tightly dependant on the array instance variable of a Data object: it is created (in setData) with array being the first reference to it, and when a newly allocated Point array is assigned to array, it becomes unreachable. Second, each such assignment to array makes all Point objects (which were until now referenced by array) unreachable. Later the setData method allocates \( n \) new Points, to be referenced by the newly allocated Point array. Frequent invocations of setData, or dealing with large \( n \) parameters could create a heavy load for the memory manager. In this example, allocations of the Point array can be reduced by using the SOFMA pattern, and allocations of Points can be reduced by using the pooling pattern. A Point array must be allocated only if the current Point array is smaller than the required allocated array size. If
import java.util.Random;

public class Data {
    class Point {
        private int x;
        private int y;
        Point(int _x, int _y) {
            x = _x;
            y = _y;
        }
        public boolean equals(Point p) {
            return (x == p.x && y == p.y);
        }
    }
    private Point[] array;
    private int size;
    static private Random generator = new Random();
    public void setData(int n) {
        array = new Point[n];
        size = n;
        for (int i=0; i<n; i++) {
            int x = generator.nextInt();
            int y = generator.nextInt();
            array[i] = new Point(x,y);
        }
    }
    public boolean doesExists(int x, int y) {
        Point search = new Point(x,y);
        for (int i=0; i<size; i++)
            if (search.equals(array[i]))
                return true;
        return false;
    }
}

Figure 7.2: Example of where the patterns are necessary

the current POINT array suffices for the allocation, then it can be re-used: one should only
be able to distinguish between the array’s real size and its size as viewed by the application
(which may be smaller). In addition, one can reduce the number of POINT allocations by
re-using the existing ones. If the “new” array is smaller or equal in size to the previous one,
one should only set the values of the relevant POINTS, while moving the extra POINTS into
a POINT pool. If the “new” array is larger than the previous one, POINTS should be taken
from the POINT pool (note that before a POINT array replaces an existing one, the POINTS
of the “old” array should be pushed into the pool).

The DOESEXISTS method includes another case of a referent tightly dependant on its
reference slot: the SEARCH variable, which is assigned a newly allocated POINT object upon
each invocation of **doesExists**. As before, if **doesExists** is frequently executed, it abuses the memory manager. However, unlike the above SOIMA case, here the tightly dependant referenced object is method local. Hence, the SOIMA pattern for an object that is local to a method may be used. One adds a **Point** instance variable to the **Data** object, and allocates this **Point** when the **Data** object is created. Each **doesExists** invocation should set the value of this **Point** (instead of allocating a new **Point**).

### 7.3 The profiler

In order to effectively apply the above three patterns, we propose a profiler that identifies candidate allocation sites. A main criterion for being a candidate is being an allocation site that heavily allocates objects that die fast. In addition, classes whose objects are extremely large should also be considered as candidates, since even saving relatively few allocations of large objects may have a large impact on garbage collector work.

Our profiler outputs information regarding the behavior of each allocation site’s objects during the examined application run. For each allocation site, the profiler outputs the class of allocation, the number of objects allocated, the number of objects that became unreachable, the amount of space its objects have consumed, and the death rate of objects allocated in this site. We chose to measure the death rate of a site by calculating the percentage of the site’s objects that die in each collection. A death rate of 100% means that none of the site’s allocated objects has ever survived a collection, while a death rate of 0 means that all of them survived. For each allocation site and in each collection, our profiler counts the number of objects (of that site) that are allocated in the heap before and after the collection. The death rate is computed per collection, and for the entire run of the application as a geometric mean of the collections’ death rate. We usually search for sites with high death rates, as pooling such objects is expected to be the most beneficial (an exception are classes whose objects are large).

Profiling by site yields several advantages. First, the code modifications that we propose are relevant per allocation site. Second, even for frequently allocated instances of a class, various benchmarks usually employ only a few major allocation sites (sometimes only one) to allocate most of the objects. To yield a substantial benefit, we focus on the major allocation sites. Third, different allocation sites may create objects (of the same type) that behave differently (for example, different death rates for different allocation sites). Hence, profiling per site filters out other sites’ “noise”.
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<table>
<thead>
<tr>
<th>Objects allocated</th>
<th>Dead objects</th>
<th>Death rate</th>
<th>Bytes allocated</th>
<th>Avg. size</th>
<th>Object type</th>
</tr>
</thead>
<tbody>
<tr>
<td>39098</td>
<td>38045</td>
<td>86.44</td>
<td>3753408</td>
<td>96.00</td>
<td>Lspec/jbb/Order</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Dead</th>
<th>Null</th>
<th>Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0</td>
<td>0</td>
<td>Lspec.jbb.infra.Factory.Container</td>
</tr>
<tr>
<td>0.0</td>
<td>0</td>
<td>0</td>
<td>Lspec.jbb.Company</td>
</tr>
<tr>
<td>0.0</td>
<td>0</td>
<td>0</td>
<td>Lspec.jbb.Customer</td>
</tr>
<tr>
<td>100.0</td>
<td>38045</td>
<td>0</td>
<td>[Ljava.lang.Object</td>
</tr>
<tr>
<td>100.0</td>
<td>38045</td>
<td>0</td>
<td>Ljava.util.Date</td>
</tr>
</tbody>
</table>

Table 7.1: An example of the profiler output

Being interested in compound pooling, we would like to find classes whose objects could be the roots of a compound pool (i.e., could be pooled with its sub-graph). Thus, we search for classes whose objects have a perfect death correlation with one or several of their descendants, i.e., one or more of their descendants always become unreachable when they become unreachable. For that purpose, our profiler, implemented on Jikes [1], extends the Merlin trace generator [46] which determines the exact death time of an object. If an object and its descendant die at the same time, then a single event (such as reference modification) made the “top” object unreachable together with its descendants. Our profiler runs after a garbage collection cycle terminates, checking for each unreachable object whether its descendants are also unreachable and have the same death time. For each allocation site and for each descendant, the profiler details the percent of death correlation. If an object has a death correlation of, for example, 80% with its first descendant, it means that in 80% of the cases the parent object allocated in a specific site became unreachable, its first child became unreachable along with it. A 100% death correlation of an allocation site’s objects with one or more of their descendants may imply that it would be beneficial to use compound pooling (if this allocation site is frequently called).

### 7.3.1 Profiler example- SPECjbb2000

Table 7.1 shows an example of the profiler output for a certain SPECjbb2000 allocation site. The class name is provided in the last column of the first sub-table. This first sub-table provides the number of objects allocated at that site, the number of objects that become...
unreachable, the death rate, the total size of the allocated objects and the average size of
an object. The second sub-table of Table 7.1 (the correlation table) is produced for any
allocation site whose associate class has reference instance variables. For each reference
instance variable (whose name is provided in the last column), the correlation table reveals
the death correlation percent between the allocated object in this allocated site and the
said reference instance variable (in column 1). Column 2 provides the number of times
this referent became unreachable when the object became unreachable. Column 3 provides
the number of times this reference was null when the object became unreachable. For the
calculation of correlation percentage, we considered both numbers of unreachable and null
reference fields. If there is a 100% correlation overall and the percentage of NULL references
is small, then compound pooling could also be considered. Specifically in our example,
Table 7.1 shows that ORDER has a high death rate: on average in each collection more
than 86 out of 100 allocated instances of this object are reclaimed. The correlation table
shows that while three reference instance variables have no correlation at all with the parent
object ORDER, the other two reference instance variables [OBJECT and DATE both have
100% correlation to it (with no null values). Hence, ORDER is a candidate as the root of a
compound pool's sub-graph with these two descendant objects. However, one should not stop
here, but continue examining the death correlation of the two descendants. For example, if
[OBJECT also has a 100% correlation with its children, then the sub-graph of ORDER, which
should be put in the compound pool, should be larger (yielding more allocation reduction,
and less GC overhead).

Overall, for SPECjbb2000 the profiler indicated that the ORDER object serves adequately
as a sub-graph’s root of a compound pool. It has a high death rate (86.4%), and a 100%
correlation with both its OBJECT array and its DATE fields. Moreover, the OBJECT array
field has a 100% death correlation with its ORDERLINE elements.

7.4 Profiler’s output and benchmarks modifications

The effectiveness of the proposed techniques was measured on the SPECjvm98 benchmark
suite, the SPECjbb2000 benchmark, and the DaCapo benchmark suite. The profiler was
run on each one of these benchmarks to determine which allocation sites were adequate
candidates for the patterns’ application\(^2\). This section describes, for each benchmark, the
\(^2\)Although Merlin is currently unable to produce exact death times for multithreaded applications, it was
also used for profiling our multithreaded applications on a uniprocessor.
profiler’s findings, and the patterns chosen to use as a consequence.

**201_compress.** The profiler revealed that 201_compress allocates, in two adjacent allocation sites, some dozens of large byte array instances with a high death rate (93.0%). These two allocation sites allocate a substantial fraction of the overall allocation of the application. These byte arrays are tightly associated, as explained in Section 7.2.3, with two reference member fields of the Harness class. Thus, we chose to use the SOfMA technique and assign a single array to each of the two member fields at the beginning of the program, and modify this array to have the relevant values whenever a new allocation of a byte array is assigned to this reference. If, during the application run, a larger array than currently exists is allocated, then an array of the larger size is allocated and assigned to the appropriate member field. In order to compare the different implications of SOfMA and naive pooling, we extended 201_compress into two different versions one for each method. Naturally, the pool version required only two pooled arrays that were repeatedly assigned to the two reference member fields.

**202_jess.** For 202_jess, the profiler indicated that the Token objects are vastly allocated, and have a 100% death correlation with their VALUEVECTORS descendant array. The array of VALUEVECTORS is the most heavily allocated class (by number of objects and by overall consumed space). 99.9% of the Token objects are allocated in a single site, which has a high death rate (87.9%). Hence, a compound pool of Token objects would seem appropriate. The compound pool’s sub-graph contains only two nodes (a Token object and its VALUEVECTOR array), as the array has a 0% death correlation with its elements. Hence, two extensions were made for 202_jess: the first employs the above compound pool, and the second uses two naive pools: one of Token and one of VALUEVECTOR arrays.

**209_db.** The profiler revealed that 209_db allocates, in a single allocation site, a few hundreds instances of large arrays of class ENTRY, which require large memory and have a high death rate (95.7%). These ENTRY arrays are tightly associated with a DATABASE’s class member field. Thus, two extensions were made: the SOfMA extension, which is the most appropriate technique in this case (assigning a single array to the member field at the beginning of the program), and the naive pool extension.

**227_mtrt.** The profiler showed that 227_mtrt allocates over 3.5 million VECTOR objects in three allocation sites, which had high death rates (99.99%). These objects did not escape their allocating methods and were tightly associated with a method local reference. In addition, the object holding the reference was thread-local. Thus, it was possible to apply the SOfMA technique, by replacing the allocation in these methods’ local variable with a VECTOR object allocated once when the object holding the method is created. The relevant
methods’ allocations are replaced to reuse this single allocated VECTOR. In addition to the SOIFMA extension, a naive pool extension was also written. To avoid synchronizing on the pools, the multithreaded _227_mtrt employs two local pools, one for each thread.

_213_javac, _222_mpegaudio and _228_jack. We did not apply the proposed techniques on _222_mpegaudio, _213_javac, and _228_jack. _222_mpegaudio’s allocation activity is very small, and thus it contains no class that is appropriate for allocation improvements. We could not apply any technique on _213_javac and _228_jack since our techniques require modifications of the code, which was not available to us. However, for both _213_javac and _228_jack the profiler indicated that there are some potential allocation sites for improvement: a single allocation site of the INSTRUCTION class in _213_javac, and a single allocation site of the LJAVA.Util.Vector class in _228_jack could be modified to host compound pooling with their descendant object arrays.

**SPECjbb2000.** The profiler’s output for SPECjbb2000 indicated that SPECjbb2000 is appropriate for compound pooling of the ORDER class (as detailed in Section 7.3.1). Hence, two extensions were made for SPECjbb2000: the first employs the above compound pool, and the second uses four naive pools: ORDERS pool, DATES pool, OBJECT array pool and ORDERLINES pool. As with _227_mtrt, each SPECjbb2000 warehouse (thread) employs its own local pool.

Since the size of the ORDERLINE array is not fixed (its size randomly varies between 5 and 15 elements), the compound pooling version allocated 15 ORDERLINES per ORDER, which is the maximal number of ORDERLINES used per ORDER. Hence, the compound pool version of SPECjbb2000 deals with an 18 node sub-graph. In contrast, the naive pool version allocates the exact number of ORDERLINES.

**ps.** According to the profiler, the ps benchmark contains a two node sub-graph that may be used with compound pooling. This sub-graph’s root is LJAVA.Util.Stack, which has a 99.97% death rate and is vastly allocated in a single allocation site. LJAVA.Util.Stack has a 100% death correlation with its LJAVA.Lang.Object array field. Hence, a compound pool extension was made for ps. Since LJAVA.Util.Stack is a built-in Java class, making a naive pool extension for ps requires modifying Java’s LJAVA.Util.Stack, and so we did not create a naive pool version for ps. Any pooling of the LJAVA.Util.Stack (that does not modify LJAVA.Util.Stack) is an implicit compound pool.

In the single allocation site in ps of LJAVA.Util.Stack with which we dealt, LJAVA.Util.Stack did not escape the method in which it was allocated. However, since it is a recursive method, more than one LJAVA.Util.Stack can be reachable at a time, and thus a SOIFMA technique is not appropriate. Upon the method termination, the LJAVA.Util.Stack is empty, and
thus no code that empties the \texttt{Ljava.util.Stack} had to be inserted.

**Other DaCapo benchmarks.** We have also profiled the other DaCapo benchmarks which are available for run on Jikes. Two benchmarks in this suite (antlr, fop) do not have a major allocation site, and so modifying a couple of allocation sites cannot improve performance significantly. The other four benchmarks in the suite (bloat, hsqldb, jython and xalan) do contain one or two major allocation sites, but they cannot be modified using the proposed patterns. None of them fitted the SOfMA pattern. For compound pooling, we needed a 100% correlation between the object and at least one of its children. There was no fit excessive allocation site.

### 7.5 Measurements

**Implementation.** We have implemented a standard object pool using Java’s \texttt{ArrayList} class, an unsynchronized resizable-array implementation of Java’s \texttt{List} interface. We’ve employed \texttt{ArrayList} in a stack-like manner, i.e., the last object inserted into the pool, would be the first to be drawn.

**Platform.** Measurements were run on a 4-way IBM Netfinity 8500R server with a 550MHz Intel Pentium III Xeon processors and 2GB of physical memory.

**The modifications.** For each benchmark, we selected (according to the profiler’s output) one class whose objects were found to be the most appropriate for applying our techniques. Next, the benchmarks were modified to use a pool of these classes’ objects. For benchmarks where the profiler’s output indicated that the chosen class is also appropriate for compound pooling, we also modified the benchmark to use a compound pool. Hence, for these benchmarks a pool version and a compound pool version are both available\(^3\). While the compound pooling version employs a pool (or pools) only for the “root” object, the (naive) pooling version also contains a pool (or pools) for each descendant class that dies together with the “root” object. In addition, for relevant benchmarks, a SOfMA version of the benchmark was also created.

**The comparison.** The overall running time (or throughput) of the original benchmark was compared with each one of its available modifications (pooling, compound pooling, or SOfMA).

**JVMs.** In order to examine the effects of the three techniques, we ran our measurements

\(^3\)Except for ps, as detailed in 7.4.
on different JVMs employing different memory managers. The different constellations used were:

- Jikes RVM [1] with the parallel mark and sweep collector.
- Jikes RVM [1] with the parallel Appel-style ([2]) collector employing a flexible sized young generation which consumes all the usable heap space. This Appel-style collector employs a copying collector in minor collections and a mark and sweep collector during full heap collections.
- IBM’s 1.4.1 jdk with the default parallel mark and sweep collector, which infrequently employs compaction.
- IBM’s 1.4.1 jdk with the concurrent collector (reported in [9]). This is an incremental mark and sweep collector, as the program threads execute some of the collection work in each allocation. It is also a concurrent collector as most of the collection is done while mutators are running.

The heap size for the measurements was set to enable a standard maximal heap occupancy of 60%, i.e., the live objects did not occupy more than 60% of the heap right after a full collection.

### 7.5.1 Allocation activity

Table 7.2 describes the allocation activity of each benchmark and the difference between the original and modified versions. The number of allocated bytes and objects are shown in columns 2 and 3, respectively. Columns 4 and 5 provide the fraction of reduced allocation (of bytes and objects) in the (naive) pool version of these benchmarks. Column 6 presents the number of allocation sites that were modified in the benchmark to obtain the improvement. The measurements were taken with naive pooling (except for the ps benchmark), but the other methods yield similar numbers as the reuse of objects is almost the same.

As one can see, there is substantial reduced allocation activity in most benchmarks, even though we have focused on only a couple of allocation sites. This demonstrates that even focusing on only one popular allocation site can significantly affect the application behavior. Usually there is a correlation between the reduction in space allocated and the reduction in the number of objects allocated. This is not the case for .201_compress and .209_db, because for these benchmarks extremely large objects were pooled. Hence the reduction
<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>original allocation</th>
<th>reduced allocation</th>
<th>sites</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bytes</td>
<td>objects</td>
<td>bytes</td>
</tr>
<tr>
<td>compress</td>
<td>105.4MB</td>
<td>10230</td>
<td>79.4%</td>
</tr>
<tr>
<td>jess</td>
<td>283.5MB</td>
<td>7.94M</td>
<td>58.2%</td>
</tr>
<tr>
<td>db</td>
<td>74.7MB</td>
<td>3.21M</td>
<td>26.8%</td>
</tr>
<tr>
<td>mtrt</td>
<td>159.4MB</td>
<td>6.64M</td>
<td>54.4%</td>
</tr>
<tr>
<td>jbb</td>
<td>1995MB</td>
<td>59.37M</td>
<td>18.6%</td>
</tr>
<tr>
<td>ps</td>
<td>440.3MB</td>
<td>7.27M</td>
<td>8.2%</td>
</tr>
</tbody>
</table>

Table 7.2: Allocation activity: How many bytes and how many objects were allocated by the original benchmark and the percent of this allocation activity reduced with naive pooling.

in space allocated is much larger than the reduction in the number of objects allocated (especially in .209.db, where the reduction in the number of objects allocated is negligible).

7.5.2 Results

The overall improvement in the application throughput was compared for each modified benchmark and for each of the JVMs described above. The separate effects on the program threads (mutators) and on the collector were also measured. The results appear in Table 7.3. Table 7.3 also details, for each (original version of the) benchmark at each configuration, the fraction of time used by garbage collection. The only exception was the concurrent collector, which does not produce this data. Note that all the numbers included in the Table represent percentages. In the second column, the letter 'J' stands for Jikes and the letter 'I' stands for IBM.

As expected since applying the patterns heavily reduces the benchmarks’ allocations on the heap, all three approaches always reduced the amount of work needed by the garbage collector. However, while compound pooling and SOfMA also improve the mutators’ throughput, object pooling decreases their performance. Our measurements of the mutators’ improvement (for the naive object pooling) accounts for two pool operations in the modified version for each allocation in the original version. Hence, the results indicate that creating an object is usually faster than applying the two pool operations on it (even though pooling should improve locality) \(^5\). On the other hand, SOfMA eliminates many allocations, and

\(^5\)Our measurements did not include objects that require heavy resource initialization, such as setting up
compound pooling replaces a full sub-graph allocation (rather than a single object allocation) and their assignments with two pool operations.

compound pooling vs. object pooling.

Compound pooling was used for benchmarks _202_jess, SPECjbb2000 and ps. The sub-graphs of _202_jess and ps contain only two nodes, while that of SPECjbb2000 contains 8-18 nodes (as the Object array includes 5-15 Orderline elements).

In all pooling and compound pooling versions of these benchmarks, a reduction in garbage collection work was obtained. Nevertheless, compound pooling performs much better when the efficiency of the mutators is compared. Naive pooling actually degrades the performance of _202_jess and SPECjbb2000, since it executes many more pooling operations than compound pooling. The results of _202_jess and ps show that even compound pooling a sub-graph of only two nodes is beneficial in most cases. However, since the sub-graph is much larger in SPECjbb2000, the efficiency improvement (of the mutators) there is higher.

To conclude, compound pooling improves the overall performance of all three benchmarks. It outperforms naive pooling, which sometimes slightly degrades performance.

SOtMA vs. object pooling

_227_mtrt. _227_mtrt allocates millions of objects, which do not escape their allocating method, in three allocation sites. The garbage collection work was reduced in both the SOtMA and object pooling versions. However, while the SOtMA version also improves the mutators’ work, the pool version usually degrades their performance. The reason is that the SOtMA version really saves millions of allocations, while the pool version replaces the allocations with pool operations. As a result, the SOtMA version improves the overall application run, while the (naive) pool version degrades the overall performance.  

_201_compress and _209_db. In both benchmarks, large arrays tightly dependant on a class instance variable were present. Although in both benchmarks, at most a few hundred object allocations are saved using the patterns, saving these allocations introduces a significant reduction on garbage collection work, since these objects are large ones. Note that since not many instances of these “problematic” objects were allocated, there were not many allocations to save or to trade with pool operation. Thus, our measurement showed that both traditional pooling and SOtMA usually had minor impact on the mutators’ performance

6Note that escape analysis identified the stack allocation opportunities in _227_mtrt (on both JVM’s) only when we performed some method inlining. This demonstrates that SOtMA may improve application performance, even when escape analysis opportunities are available.
7.5.3 SPECjbb2000 measurements

To show the effect of pooling over various heap sizes, we have run SPECjbb2000, the largest benchmark we’ve used, over different heap sizes (ranging from the minimal heap needed, to 4X the minimal heap needed). Measurements were taken using Jikes Appel-style parallel collector, and IBM’s 1.4.1 jdk default collector. Figures 7.3-7.4 introduce the measured throughput ratios. These measurements show that compound object pooling consistently outperforms the original program, while naive pooling does usually worse. The relaxed heaps measurements show that compound object pooling remains superior even when the garbage collection fraction decreases, thus indicating that compound object pooling indeed improves the mutators throughput. Naive object pooling, however, gets less efficient as heap size increases.

Figure 7.3: SPECjbb2000 on IBM’s JDK- naive pooling throughput ratio (left) and compound pooling throughput ratio (right).

Figure 7.4: SPECjbb2000 on Jikes- naive pooling throughput ratio (left) and compound pooling throughput ratio (right).

(with a small advantage to the SOFMA approach). As a consequence, the overall performance of both benchmarks was usually improved.
grows, since the garbage collection impact (advantage) gets weaker, and the overhead it imposes over the mutators becomes the substantial factor.

7.5.4 Garbage collection impact

Table 7.3 shows a large reduction in the garbage collection work for all patterns and for all benchmarks. Table 7.4 shows the number of garbage collection cycles and their average amount of work (i.e., collection lengths) per collection after applying the three suggested patterns, compared to their original behavior. The cells referring to Jikes’ Appel style collector contain two numbers (separated by a semicolon): the first represents the full collections, and the second represent the minor collections.

One should note that the Jikes mark and sweep collector consistently performed (sometimes much) fewer collections than IBM’s mark and sweep collector. The reason for this is that Jikes has a larger heap space to allocate the objects. Jikes is self-hosted, therefore, it allocates objects in the same heap in which the application allocates. Thus, when sticking to the 60% occupancy, it also takes Jikes objects into account and seems to effectively provide a larger heap to the objects allocated by the benchmark. When running the application, Jikes’ effectively larger heap translated into less garbage collection cycles.

As can be seen, the number of collections was reduced with all patterns and all JVMs. Another effect of our modifications is that when a collection takes place, the percentage of reachable objects grows. Since dealing here only with tracing collectors, we expect each collection to do more work. When analyzing the collections’ relative amount of work, one can see that each collector was affected differently. The amount of work of Jikes’ mark and sweep collections was hardly affected, while that of the IBM’s collector usually increased. We suspect that Jikes’ mark and sweep collector was less sensitive to the increased percent of reachable objects, since it already includes a larger set of reachable objects (being self hosted), and so the increased percentage of reachable objects was less significant in its case. With Jikes’ Appel style collector, the amount of work of the minor collections increased (while major collections were usually not performed). Since the fraction of surviving objects in the nursery area is larger, more objects should be copied to the mature space, increasing the amount of work of the minor collection.
7.6 Related work

Berger et al. ([12]) examined applications, written in the C language, that use custom allocators to achieve performance improvements. They found that for most of these applications, and in particular for those using object pooling, a general purpose allocator performs as well as or better than the custom allocators. Our results, focusing on Java written applications, indicate that indeed traditional pooling usually degrades mutators’ performance, but since it also reduces garbage collection work, it sometimes improves the overall performance. However, compound pooling was very effective in improving the overall performance, and usually also improved the mutators’ performance.

Much research has been devoted to reducing the burden on the garbage collector. Escape analysis is discussed in Section 7.2.3. Region-based memory management ([96]) allocates each object into a specific region. Memory is reclaimed by reclaiming a region as a whole, hence freeing all the objects allocated in it efficiently. This reduces garbage collection work. Regions could be automatically inferred during compile time, or explicitly annotated by the programmer ([41]). Region inference could also be combined with garbage collection ([45]). Run-time maintained regions have also been proposed and explored in [20, 87].

Hirzel et al. [48, 47] have attempted reducing the garbage collection overhead by taking into account the connectivity of objects. Connectivity strongly correlates with object lifetimes and death times, and thus can be used to improve garbage collector’s performance. Such garbage collectors use connectivity information to partition objects and to decide which objects to collect.

In [43], Gheorghioiu et al. have presented a static program analysis which finds all pairs of allocation sites, where an object allocated at one site may be live at the same time as any object allocated at the other site. Their algorithm infers from this result the unitary sites: the allocation sites from whom at most one object allocated is live at any given point in the execution of the program. It then statically preallocates (a fixed amount of) memory space for objects allocated in unitary sites. This approach resembles our SOFMA technique, however SOFMA also handles unitary sites whose objects escape into the heap (which is the case in _201_compress and _209_db), while the algorithm presented in [43], automatically assumes that such sites are non-unitary.
7.7 Future work

The interest in compound pooling stems from the ubiquitous use of objects whose reachability is determined by one single parent. To check how wide this phenomena is, we used the profiler to look for "popular" classes that had this property. To make the test realistic, we only measured popular classes, whose objects consume at least 100 kbytes of allocated space throughout the run. We looked for classes whose objects satisfy a full (100%) death correlation with at least one of their descendants. Only classes which contain references were considered relevant. Table 7.5 presents for each benchmark the number of relevant popular classes that satisfy the 100% death correlation property with at least one of their descendants (first row), and the number of relevant popular classes which do not satisfy this property (second row). Classes (or primitives) which do not contain references were not considered, but array of references were taken into account. It can be seen that the 100% death correlation property is ubiquitous among the different benchmarks. Note that these measurements are conservative in the sense that they count properties of classes rather than of allocation sites. For a class which does not have the 100% death correlation property, there could be allocation sites for which the property does exist. Furthermore, having more than one correlated descendant is useful in practice, but is not highlighted here.

Compound object pooling is one manner in which a 100% death correlation knowledge can be used. However, we used it via profiling and only to a single major allocation site. Higher effectiveness (and over many allocation sites) can be obtained if 100% death correlation could be statically determined. A static analysis applied on a certain class A could check whether a certain descendant B is always created with the A object being the first reference to it, and whether B is never assigned to another object. In such cases, static analysis can conservatively infer that when an A object dies, its B descendant dies together with it.

Such static analysis can be used, for example, to save allocations. Instead of allocating A and B separately by two different allocation requests, they could be both allocated sequentially by a single allocation request. Such joint allocation reduces the number of allocations and it also reduces fragmentation in allocators, such as allocation caches and segregated free lists. When A and B die together a larger sequential free space becomes available.
7.8 Conclusions

In this work we have proposed a profiler to identify and patterns to improve inefficient use of the memory management subsystem. Often, applications that are written in a garbage collected environment make naive and inefficient use of the garbage collector. Our solution started by proposing a profiler that identifies crucial allocation sites. These are (highly) prolific allocation sites whose allocated objects die young. We then proposed two patterns to modify these allocation sites (in a local manner) to improve efficiency: compound object pooling, and SOfMA (single object for multiple allocations). We studied these patterns and compared them to the standard object pooling pattern.

We used our profiler and applied the proposed modifications on various standard benchmarks. We then measured the improvement in efficiency for two JVMs and various garbage collection algorithms. In many of the benchmarks it was possible to make small modifications in a small number of allocation sites and obtain a substantial improvement in the overall application throughput. The effectiveness of the compound pooling pattern was demonstrated on the SPECjbb benchmark, for which naive object pooling deteriorates performance whereas compound object pooling obtains a 3.0–9.3% improvement depending on the specific JVM and garbage collector used. SOfMA was always at least as good as naive object pooling, and its effectiveness was demonstrated on the _227_mtrt benchmark for which object pooling deteriorated performance but SOfMA obtained an improvement of 6.9–14.3%.
<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>collector</th>
<th>overall improvement</th>
<th>% gc reduction in mutator activity</th>
<th>reduction in gc activity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pool</td>
<td>comp' pool SO-fMA</td>
<td>pool comp' pool SO-fMA</td>
<td>pool comp' pool SO-fMA</td>
</tr>
<tr>
<td>comp-</td>
<td>J- ms</td>
<td>11.7</td>
<td>11.6</td>
<td>13.0</td>
</tr>
<tr>
<td></td>
<td>J- Appel</td>
<td>11.3</td>
<td>11.3</td>
<td>13.0</td>
</tr>
<tr>
<td></td>
<td>I- par'</td>
<td>0.9</td>
<td>1.6</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>I- conc'</td>
<td>2.0</td>
<td>2.1</td>
<td></td>
</tr>
<tr>
<td>jess</td>
<td>J- ms</td>
<td>19.5</td>
<td>22.8</td>
<td>38.0</td>
</tr>
<tr>
<td></td>
<td>J- Appel</td>
<td>1.7</td>
<td>7.3</td>
<td>7.2</td>
</tr>
<tr>
<td></td>
<td>I- par'</td>
<td>-0.2</td>
<td>5.5</td>
<td>9.8</td>
</tr>
<tr>
<td></td>
<td>I- conc'</td>
<td>7.6</td>
<td>13.5</td>
<td></td>
</tr>
<tr>
<td>db</td>
<td>J- ms</td>
<td>2.9</td>
<td>3.2</td>
<td>10.6</td>
</tr>
<tr>
<td></td>
<td>J- Appel</td>
<td>2.2</td>
<td>2.2</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>I- par'</td>
<td>0.1</td>
<td>0.3</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>I- conc'</td>
<td>0.2</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>mtrt</td>
<td>J- ms</td>
<td>3.8</td>
<td>14.3</td>
<td>21.4</td>
</tr>
<tr>
<td></td>
<td>J- Appel</td>
<td>-5.0</td>
<td>7.5</td>
<td>-8.2</td>
</tr>
<tr>
<td></td>
<td>I- par'</td>
<td>-5.2</td>
<td>6.9</td>
<td>13.7</td>
</tr>
<tr>
<td></td>
<td>I- conc'</td>
<td>-7.7</td>
<td>11.9</td>
<td></td>
</tr>
<tr>
<td>jbb</td>
<td>J- ms</td>
<td>-0.8</td>
<td>9.3</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td>J- Appel</td>
<td>-1.0</td>
<td>8.2</td>
<td>12.6</td>
</tr>
<tr>
<td></td>
<td>I- par'</td>
<td>-0.8</td>
<td>3.0</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>I- conc'</td>
<td>-0.7</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>ps</td>
<td>J- ms</td>
<td>4.7</td>
<td>44.1</td>
<td>-0.6</td>
</tr>
<tr>
<td></td>
<td>J- Appel</td>
<td>2.1</td>
<td>13.4</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>I- par'</td>
<td>2.5</td>
<td>4.4</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>I- conc'</td>
<td>5.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.3: Speed-up improvement with different JVMs when applying the suggested patterns.
<table>
<thead>
<tr>
<th>Bench</th>
<th>collector</th>
<th>number of collections</th>
<th>increase of work per collection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>original</td>
<td>pool</td>
</tr>
<tr>
<td>comp-</td>
<td>J- ms</td>
<td>7.6</td>
<td>2</td>
</tr>
<tr>
<td>ress</td>
<td>J- Appel</td>
<td>7.36</td>
<td>1.32</td>
</tr>
<tr>
<td></td>
<td>I- par'</td>
<td>20</td>
<td>3</td>
</tr>
<tr>
<td>jess</td>
<td>J- ms</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>J- Appel</td>
<td>0.92</td>
<td>0.398</td>
</tr>
<tr>
<td></td>
<td>I- par'</td>
<td>108.6</td>
<td>46</td>
</tr>
<tr>
<td>db</td>
<td>J- ms</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>J- Appel</td>
<td>1.2;32.4</td>
<td>0.122</td>
</tr>
<tr>
<td></td>
<td>I- par'</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>mtrt</td>
<td>J- ms</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>J- Appel</td>
<td>0.28</td>
<td>0.156</td>
</tr>
<tr>
<td></td>
<td>I- par'</td>
<td>15</td>
<td>6</td>
</tr>
<tr>
<td>jbb</td>
<td>J- ms</td>
<td>78.6</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>J- Appel</td>
<td>110;691</td>
<td>46.4;512</td>
</tr>
<tr>
<td></td>
<td>I- par'</td>
<td>169.6</td>
<td>136.4</td>
</tr>
<tr>
<td>ps</td>
<td>J- ms</td>
<td>53</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>J- Appel</td>
<td>1;511.6</td>
<td>0.4;466.4</td>
</tr>
<tr>
<td></td>
<td>I- par'</td>
<td>119</td>
<td>73</td>
</tr>
</tbody>
</table>

Table 7.4: Garbage collection behavior when applying the suggested patterns

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>compress</th>
<th>jess</th>
<th>db</th>
<th>javac</th>
<th>mtrt</th>
<th>jack</th>
<th>jbb</th>
</tr>
</thead>
<tbody>
<tr>
<td>correlated</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>22</td>
<td>9</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>non-correlated</td>
<td>0</td>
<td>9</td>
<td>7</td>
<td>49</td>
<td>4</td>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>compress</th>
<th>antlr</th>
<th>bloat</th>
<th>fop</th>
<th>hsqldb</th>
<th>jython</th>
<th>ps</th>
<th>xalan</th>
</tr>
</thead>
<tbody>
<tr>
<td>correlated</td>
<td>9</td>
<td>16</td>
<td>21</td>
<td>16</td>
<td>3</td>
<td>1</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>non-correlated</td>
<td>10</td>
<td>12</td>
<td>23</td>
<td>13</td>
<td>10</td>
<td>10</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 7.5: 100% death correlation per class
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59. מביאת ניטול ובריחור מפורשים
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75. מביאת ניטול ובריחור מפורשים
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85. מביאת ניטול ובריחור מפורשים

86. מביאת ניטול ובריחור מפורשים

87. מביאת ניטול ובריחור מפורשים

88. מביאת ניטול ובריחור מפורשים

89. מביאת ניטול ובריחור מפורשים

90. מביאת ניטול ובריחור מפורשים

91. מביאת ניטול ובריחור מפורשים

92. מביאת ניטול ובריחור מפורשים

93. מביאת ניטול ובריחור מפורשים

94. מביאת ניטול ובריחור מפורשים

95. מביאת ניטול ובריחור מפורשים

96. מביאת ניטול ובריחור מפורשים

97. מביאת ניטול ובריחור מפורשים

98. מביאת ניטול ובריחור מפורשים

99. מביאת ניטול ובריחור מפורשים

100. מביאת ניטול ובריחור מפורשים

101. מביאת ניטול ובריחור מפורשים

102. מביאת ניטול ובריחור מפורשים

103. מביאת ניטול ובריחור מפורשים

104. מביאת ניטול ובריחור מפורשים

105. מביאת ניטול ובריחור מפורשים

106. מביאת ניטול ובריחור מפורשים
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122. מביאת ניטול ובריחור מפורשים
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124. מביאת ניטול ובריחור מפורשים

125. מביאת ניטול ובריחור מפורשים

126. מביאת ניטול ובריחור מפורשים

127. מביאת ניטול ובריחור מפורשים

128. מביאת ניטול ובריחור מפורשים

129. מביאת ניטול ובריחור מפורשים

130. מביאת ניטול ובריחור מפורשים

131. מביאת ניטול ובריחור מפורשים

132. מביאת ניטול ובריחור מפורשים

133. מביאת ניטול ובריחור מפורשים

134. מביאת ניטול ובריחור מפורשים

135. מביאת ניטול ובריחור מפורשים

136. מביאת ניטול ובריחור מפורשים

137. מביאת ניטול ובריחור מפורשים

138. מביאת ניטול ובריחור מפורשים

139. מביאת ניטול ובריחור מפורשים

140. מביאת ניטol ובריחor מפורשים

141. מביאת ניטול ובריחור מפורשים

142. מביאת ניטול ובריחור מפורשים

143. מביאת ניטול ובריחור מפורשים

144. מביאת ניטול ובריחור מפורשים

145. מביאת ניטול ובריחור מפורשים

146. מביאת ניטול ובריחור מפורשים

147. מביאת ניטול ובריחור מפורשים

148. מביאת ניטול ובריחor מפורשים

149. מביאת ניטול ובריחor מפורשים

150. מביאת ניטול ובריחor מפורשים

151. מביאת ניטול ובריחor מפורשים

152. מביאת ניטול ובריחor מפורשים

153. מביאת ניטול ובריחor מפורשים

154. מביאת ניטול ובריחor מפורשים

155. מביאת ניטול ובריחor מפורשים

156. מביאת ניטול ובריחor מפורשים

157. מביאת ניטול ובריחor מפורשים

158. מביאת ניטול ובריחor מפורשים
רשימת אורותים

1.1 רישום המפורטים אופקית שהובאו בשתי צורות: א 있게 ממקודם, א נכון ב- السبت והוסף

19 רישום המפורטים שידקו (בעדכון מפורים עם פאזלים) המפורט בנוחים האופקתי והופעל עם שלב ב-_FSFade бы

21 רישום: תרגום והדילוג והדילוג בנוחים: אסיפות ורשימות

23 תצלום בוק ברוקה ז'茉 מגוליפן ב- טור[1,12]

24 רישום בהערה שנכון.COM עם מודעה ב- SFFade бы

31 פועל תודрин מפורש (ב-לטרים המודעים המחליפים בשתי צורות: סריקת גזרה)

32 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סריקת גזרה)

33 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סריקת גזרה)

34 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סריקת גזרה)

35 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סריקת גזרה)

36 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סריקת גזרה)

37 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סריקת גזרה)

38 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סריקת גזרה)

39 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סיקור גזרה)

37 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סיקור גזרה)

41 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סיקור גזרה)

42 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סיקור גזרה)

43 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סיקור גזרה)

44 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סיקור גזרה)

45 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סיקור גזרה)

46 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סיקור גזרה)

47 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סיקור גזרה)

48 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סיקור גזרה)

49 פועל תודрин (ב-לטרים המודעים המחליפים בשתי צורות: סיקור גזרה)
49. ... Jikes הוא פרויקט תחבירי למספרי זוכי והעברה של אובייקטים...
50. ... SPECjvm98 3.15...
51. ... Jikes הוא פרויקט תחבירי למספרי זוכי...
52. ... SPECjvm98 3.16...
53. ... Jikes הוא פרויקט תחבירי למספרי זוכי...

59. ... 4.1...
60. ... 4.2...
61. ... 4.3...
62. ... 4.4...
63. ... 4.5...
64. ... 4.6...
65. ... 4.7...
66. ... 4.8...
67. ... 4.9...
68. ... 4.10...
69. ... 4.11...
70. ... 4.12...
71. ... 4.13...
72. ... 4.14...
73. ... 4.15...
74. ... 4.16...
75. ... 4.17...
76. ... 4.18...
77. ... 4.19...
78. ... 4.20...
79. ... 4.21...
80. ... 4.22...
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87
שהלבני ותפיץ
99
דונה: היוועדות מכלдол תומרכוב מסעימים ויתוקים לבול
100
דונה להמרה ברצוי כל יוני תוהול ג用品ל שלרוב החתונות בסוף מפורטות...
106
פשח זהב [ صالוניה מוגר ספורר מטבר שיש עם מיכלים[...
107
מוזר אוסק הובל אוסק מפלא [ صالוניה מוגר ספורר מטבר שיש עם מיכלים[...
108
פלחר תוחשה [ אוסק הובל אוסק מפלא[...
109
פלחר תוחשה [ אוסק הובל אוסק מפלא[...
110
פלחר תוחשה [ אוסק הובל אוסק מפלא[...
111
פלחר תוחשה [ אוסק הובל אוסק מפלא[...
112
פלחר או מפלח [ אוסק הובל אוסק מפלא[...
113
פלחר פום רזון [ אוסק הובל אוסק מפלא[...
114
פלחר רזון [ אוסק הובל אוסק מפלא[...
115
פלחר אוסק [ אוסק הובל אוסק מפלא[...
116
פלחר פון [ אוסק הובל אוסק מפלא[...
117
פלחר פון [ אוסק הובל אוסק מפלא[...
118
פלחר פון [ אוסק הובל אוסק מפלא[...
122
שהלבני ותפיץ
122
פלחר מזרחי [ אוסק הובל אוסק מפלא[...
122
פלחר מזרחי [ אוסק הובל אוסק מפלא[...
122
פלחר מזרחי [ אוסק הובל אוסק מפלא[...
124
ברוק ורגל[...
124
אוסק מפלא[...
124
היתשל לאמפי הובל בלבני [וספר[...
124
אוסק מפלא[...
124
אוסק מפלא[...
124
אוסק מפלא[...
125
אוסק מפלא[...
125
אוסק מפלא[...
125
אוסק מפלא[...
125
אוסק מפלא[...
134классת ת.dictionary [ב若您וות מוסון ספרות מצביעט] 6.1
135පעל קלוזיא [ב若您וות מוסון ספרות מצביעט] 6.2
135פומרז אסף [ב若您וות מוסון ספרות מצביעט] 6.3
136פעל תעבודPHY [ב若您וות מוסון ספרות מצביעט] 6.4
136פעל תעבודPHY [ב若您וות מוסון ספרות מצביעט] 6.5
137פעל התוכן לואסף חנה [ב若您וות מוסון ספרות מצביעט] 6.6
139פעל תעבודPHY [ב若您וות מוסון ספרות מצביעט] 6.7
140פעל תעבודPHY [ב若您וות מוסון ספרות מצביעט] 6.8
141פעל חינך רשקה ומקיriger פרפר [ב若您וות מוסון ספרות מצביעט] 6.9
142פעל חינך רשקה ומקייר פרפר [ב若您וות מוסון ספרות מצביעט] 6.10
143מודול משמש ב-Jikes [ב若您וות מוסון ספרות מצביעט] 6.11
162 Moderator לה גיור התחнятие למקרא עגון ומרבס 7.1
165דורמנ המופתיות את תדفئة הבדיה 7.2
175מרמב (ימתק) 7.3
175מרמב (ימתק) 7.4
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5. דני אילן, תורת התקשורת, הוצאת אנוסין, 2000.
דונמא של פלת ב fetish הסדאר... 7.1

הצגאת סדרתי של מראי נצפים_placement... 7.2

שימו בцепת_inputs משכני העבר מברית התובעת וˡארון מפלת... 7.3

ホームページ במקושת מכרך העבירות גורם למסת יאווה וחרואילה שותה... 7.4

היתlève זיסק מדולס américותמשים ב(DIR) ביתיות הווה... 7.5
Generational collectors
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