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Abstract

Two main motivations inspired this work. The first was to explore the role of entanglement in quantum computation, and more specifically whether significant quantum advantage over classical computation can exist without entanglement. The second was to explore the existence of new problems for which there is a quantum advantage, and the role of entanglement in them.

We focused mainly on the case of exact pure-state quantum computing with oracles and promises, and obtained the following results: for the Deutsch-Jozsa problem we find the maximal subproblem that can be solved without entanglement, and show that the Deutsch-Jozsa algorithm still has a non-negligible advantage over the best classical algorithm. We show that this subproblem is of greater significance, by proving that it contains all the Boolean functions whose quantum phase-oracle is non-entangling.

This approach is then generalized: we show that a Deutsch-Jozsa-like promise problem exists for any Boolean function, and find those that have an entanglement-free subproblem. We then present a method for constructing a large amount of new promise problems for which there is a quantum advantage, and investigate entanglement-free subproblems.
Chapter 1

Introduction

The incorporation of quantum theory into computer science has introduced new non-classical tools to the world of computation and communication. Clever usage of these tools led to some spectacular results: Shor’s factorization algorithm [29], Grover’s quantum search algorithm [15], Bennett-Brassard’s quantum key distribution [2] and quantum teleportation [3], all extend beyond widely-believed bounds.

In the following we briefly review several topics in computer science and quantum information theory, providing the basis for our work.

1.1 Classical computation

*Computability* and *Complexity* theories deal with two fundamental questions with regard to computational tasks: what tasks can be performed in principle on a computer, and how much resources are required to perform a given task. In order to give meaningful answers to these questions, we must define a clear and general model for the concept of computation. Although there are many models that formalize the notion of a (classical) algorithm, they have all been shown to be equivalent, in the sense that any task that can be performed on one model can also be carried out on any of the other models. This fact led to the famous Church-Turing thesis: *all “reasonable” models of computation are equivalent.*

Computability theory deals with the question of what problems can be solved in principle on a computer. One may imagine that given enough time and memory (conventionally termed *space*), a modern computer can
perform any computational task. However, it is known that many problems, even seemingly simple ones, can not be solved on a computer. An example for such a problem is the halting problem: given an algorithm and an input to it, will the algorithm stop? It was shown by Turing [31] that the halting problem can not be solved in general, no matter how much resources are available.

Given a solvable problem, it is natural to ask how much resources are required in order to solve it. The theory of computational complexity classifies computational problems into classes according to the amount of resources required to solve them, and studies the relations between these classes. In complexity terms, we consider a polynomial-time algorithm\(^1\) as an efficient one, while an algorithm that requires exponential resources is considered inefficient. Although this definition may sometimes be coarse, it usually points out the practically inefficient algorithms with much success.

It is customary to formulate computational problems as decision problems, i.e., problems with only two possible answers, \(\text{yes}\) and \(\text{no}\). For example, the \textit{primality} problem is the problem of deciding whether a given integer is a prime number or not. Decision problems are conveniently represented by languages, where a language \(L\) over an alphabet \(\Sigma\) is the set of strings \(L \subseteq \Sigma^*\) for which the answer of the problem is \(\text{yes}\). We classify languages into complexity classes according to the amount of resources needed to decide them, where the most treated resource is \(\text{time}\), represented by the number of computational steps. The class of languages decided deterministically in polynomial time is denoted by \(\text{P}\). The class of languages decided probabilistically in polynomial time is denoted by \(\text{BPP}\) and is considered the class of problems efficiently solvable on a computer. Another class of great importance is the class of languages that can be verified polynomially, i.e., it is possible to verify in polynomial time that an input string belongs to the language, given a \textit{witness} — some extra information represented by a polynomially-long string. This class, denoted\(^2\) by \(\text{NP}\), contains many im-

\(^{1}\)Note that when we describe an algorithm as \textit{polynomial-time} (or sometimes just \textit{polynomial}), we refer to its asymptotic running time as a function of input length. See [25] for a broader introduction to computational complexity.

\(^{2}\)The reason for this notation is that this class of languages was proven equal to the class of languages decided non-deterministically in polynomial-time. In this context, a non-deterministic computation is an abstract non-realistic procedure in which many computations are carried out in parallel, and the right one (if exists) is chosen correctly. For simplicity we prefer the above definition of \(\text{NP}\). For more details see [25].
important problems for which no efficient (i.e. polynomial) algorithm is known, such as Satisfiability, Hamiltonian cycle and factoring [25, 24]. One of the most important open questions in computer science is whether $P=NP$.

### 1.1.1 Oracles

It is possible to define computation models in which during its execution, an algorithm may ask whether certain strings are members of a language, and instantly receive the correct answers. We may imagine that the algorithm has access to an oracle which responds to queries by supplying the correct answers. For example, an algorithm may ask whether certain numbers are primes, or whether certain boolean formulas are satisfiable. The notation $C_1^A$ denotes the class of languages solved by algorithms with complexity $C_1$ but with access to an oracle $A$. The notation $C_1^{C_2}$ denotes the class of languages solved by algorithms with complexity $C_1$ but with access to oracles of languages from $C_2$. For example, the class $P^{NP}$ denotes the class of languages solvable in polynomial time using an oracle of a language in $NP$.

It is known that there exists an oracle $A$ for which $P^A = NP^A$, and there exists an oracle $B$ for which $P^B \neq NP^B$, thus results about oracles do not supply immediate results about the base classes. However, oracles are useful as “research tools”: many important proof techniques transcend to the oracle case. Thus results of the type $C_1^A \neq C_2^A$ are an indication that such proof techniques can not be used to prove $C_1 = C_2$.

### 1.2 Quantum computation

Although classical computability and complexity theories are mathematical theories, they are based on human intuitions about the physical world. A Turing machine [31] — a common model of computation — can almost be seen as a physical object, and so are many other models. Our intuition is based on our every-day experiences which are (mostly) classical in the physical sense. Since we know that classical physics is only an approximation of real-world behavior, it makes sense to review the theory of computation in light of quantum theory.
1.2.1 Qubits

We may think of classical computing in terms of bit strings and operations on them, where a single-bit operation can either flip a bit or not change it. The analogous concept for a classical bit in quantum computation is the quantum bit — the qubit. Mathematically, the state of a qubit is not limited to just 0 and 1 (denoted in quantum information theory as $|0\rangle$ and $|1\rangle$), but can be a linear combination, or a superposition of these two states. The general state of a qubit is $|\psi\rangle = \alpha |0\rangle + \beta |1\rangle$, where $\alpha$ and $\beta$ are complex numbers such that $|\alpha|^2 + |\beta|^2 = 1$.

Qubits are based on 2-state quantum systems, where their state is described in quantum mechanics by unit vectors in 2-dimensional Hilbert space. $|0\rangle$ and $|1\rangle$ denote the basis states, and the standard basis is composed of the vectors

$$|0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad |1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.$$ 

Another common basis is $|+\rangle = \frac{|0\rangle + |1\rangle}{\sqrt{2}}$ and $|\rangle = \frac{|0\rangle - |1\rangle}{\sqrt{2}}$, or in vector notation:

$$|+\rangle = \begin{pmatrix} \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} \end{pmatrix}, \quad |\rangle = \begin{pmatrix} \frac{1}{\sqrt{2}} \\ -\frac{1}{\sqrt{2}} \end{pmatrix}.$$ 

We say that we measure the qubit’s state in a certain basis. Such a measurement yields one of the two results in our classical measuring tool. For example, if we measure in the standard basis, we obtain the results “0” and “1” corresponding to the basis states $|0\rangle$ and $|1\rangle$, where “0” is measured with probability $|\alpha|^2$, and “1” with probability $|\beta|^2$.

Quantum theory also gives the description of the state of an $n$-qubit system. An $n$-qubit system is a unit vector in a $2^n$ dimensional Hilbert space. The general state of such a system is $\sum_{x=0}^{2^n-1} \alpha_x |x\rangle$, where $|x\rangle$ are basis states, and $\alpha_x$ are complex coefficients such that $\sum_{x=0}^{2^n-1} |\alpha_x|^2 = 1$. The standard basis for an $n$-qubit system is obtained when each qubit is either in the state $|0\rangle$ or $|1\rangle$ of the 1-qubit standard basis. Here too, a measurement of the state may only yield a basis state, where the state $|x\rangle$ is measured with probability $|\alpha_x|^2$. When we have several qubits, each in a given 1-qubit state, quantum theory tells us how to describe the joint system. The state of such a system is the tensor product of the qubits’ states. For example, the state of a 2-qubit system composed of 2 qubits, both in the state $|0\rangle$ of the standard basis, is given by $|0\rangle \otimes |0\rangle = |00\rangle = (1 0)^T \otimes (1 0)^T = (1 0 0 0)^T$, which is
4-dimensional unit vector as required. Such states are called tensor-product states.

1.2.2 Quantum gates

Any non-trivial computation involves an input and computational steps to produce a certain output. The theory of quantum mechanics tells us how quantum systems may change over time. We use these rules to describe the required changes in the quantum register state, such that the desired output will be measured.

Any change of a quantum state can be described by the application of a unitary transformation to it. In theory, any unitary operator specifies a valid quantum operator. We refer to quantum operators as quantum gates, in analogy to classical gates that perform transformations on classical registers.

The \textit{Hadamard} gate is a useful 1-qubit gate:

\begin{equation}
H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}
\end{equation}

which transforms the standard basis states as follows:

\begin{align*}
H |0\rangle &= \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix} \\
H |1\rangle &= \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -1 \end{pmatrix}
\end{align*}

A simple example of a 2-qubit quantum gate is the \textit{C – NOT} gate, described by the following matrix:

\begin{equation}
U_{C\text{-NOT}} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}
\end{equation}

This gate performs the \textit{controlled-not} operation on the 2-qubit standard basis states:

\begin{align*}
U_{C\text{-NOT}} |00\rangle &= |00\rangle, & U_{C\text{-NOT}} |01\rangle &= |01\rangle, \\
U_{C\text{-NOT}} |10\rangle &= |11\rangle, & U_{C\text{-NOT}} |11\rangle &= |10\rangle.
\end{align*}
For classical circuits there are finite sets of gates that are universal in the sense that they can be used to construct any Boolean function. There are also (finite) universal sets for the continuous quantum case. These sets allow approximation to arbitrary accuracy of any unitary operation [5, 24].

### 1.2.3 The Deutsch-Jozsa algorithm

Let \( f \) be a Boolean function \( f : \{0,1\}^n \rightarrow \{0,1\} \), with a promise that \( f \) is either constant or balanced, namely, the value of \( f \) is either the same for all the members in its domain, or it is 1 for exactly half of it and 0 for the other half. The function \( f \) is given as an oracle, where the quantum oracle is described by the unitary transformation \( |x\rangle|y\rangle \rightarrow |x\rangle|y \oplus f(x)\rangle \), for \( x \in \{0,1\}^n \), \( y \in \{0,1\} \). Our goal is to discover whether it is constant or balanced. Note that a deterministic classical algorithm that solves this problem must perform \( 2^{n-1} + 1 \) oracle queries. The Deutsch-Jozsa algorithm [13], represented by the quantum circuit in Figure 1.1, distinguishes the two possible types of \( f \) using only one query of the quantum oracle.

The quantum register is changed by the algorithm steps as follows:

---

![Deutsch-Jozsa Algorithm Diagram](image-url)
1. The initial state is $|\psi_0\rangle = |0\rangle^\otimes n |1\rangle$.

2. Hadamard gate is applied to each qubit (for $n$ qubits denoted by $H^\otimes n$):

$$|\psi_1\rangle = \sum_{x \in \{0,1\}^n} \frac{|x\rangle}{\sqrt{2^n}} [|0\rangle - |1\rangle].$$

(1.6)

3. Applying the quantum oracle query yields:

$$|\psi_2\rangle = \sum_{x \in \{0,1\}^n} (-1)^{f(x)} |x\rangle \left[\frac{|0\rangle - |1\rangle}{\sqrt{2}}\right].$$

(1.7)

4. Finally, after applying the last $n + 1$ Hadamard gates:

$$|\psi_3\rangle = \sum_{z \in \{0,1\}^n} \sum_{x \in \{0,1\}^n} (-1)^{x \cdot z + f(x)} |z\rangle \left[\frac{|0\rangle - |1\rangle}{\sqrt{2}}\right].$$

(1.8)

The amplitude of $|0\rangle^\otimes n |1\rangle$ in $|\psi_3\rangle$ is $\sum_x (-1)^{f(x)} / 2^n$. Thus, if $f$ is constant we obtain this state with certainty when measuring $|\psi_3\rangle$, and if $f$ is balanced it is certain that some other state is measured. It follows that after just one query to the oracle, we are able to determine with certainty whether $f$ is constant or balanced.

### 1.2.4 Entanglement

Multi-qubit systems may have non-tensor-product states, i.e., states that are not a tensor product of two subsystems states. Such a state is called entangled.

As an example for entanglement, suppose we have two qubits in the states $|\psi_1\rangle = \alpha_1 |0\rangle + \beta_1 |1\rangle$ and $|\psi_2\rangle = \alpha_2 |0\rangle + \beta_2 |1\rangle$. Their tensor product is $\alpha_1 \alpha_2 |00\rangle + \alpha_1 \beta_2 |01\rangle + \beta_1 \alpha_2 |10\rangle + \beta_1 \beta_2 |11\rangle$. A closer look at this product shows it is far from general: the multiplication of the first and last terms, and that of the second and third are equal, which is of course not required in general. Since the only restriction for general 4-state systems is that the squares of their amplitudes in a certain state would sum up to 1, then clearly the set of tensor product states is a subset of all possible states. Thus the following state is entangled:

$$\frac{|00\rangle + |11\rangle}{\sqrt{2}}.$$
What makes entangled states so special? The answer to that was given by Bell, with his famous inequality. Consider first a system with classical correlations, e.g., suppose we have a box containing a red ball and a blue ball. One ball is chosen randomly, wrapped and sent to Alice, and the other is wrapped and sent to Bob, which is very far from Alice. In some sense, Alice and Bob’s balls now have no defined state of their own, but only a joint state: red-blue with probability $\frac{1}{2}$ and blue-red with probability $\frac{1}{2}$. However, our classical logic tells us that each of the balls is in a defined state (i.e. it is either red or blue), and all we need to do is unwrap it and check it’s color. We take it for granted that the ball is in a well defined state, independently of whether we check it or not. As we shall see, quantum systems may have states with subsystems that really have no defined state of their own, which leads to correlations that are classically impossible.

Imagine we prepare (in a repeatable manner) two particles, and send one particle to Alice and one to Bob, who are very far apart. Alice has two possible measurements of physical properties she may choose to perform on her particle. The results of these measurements are denoted by $Q$ and $R$, and may have values of either 1 or $-1$. Bob has similar measurements, with outcomes denoted by $S$ and $T$, and values of either 1 or $-1$. Alice and Bob perform their measurements at the same time, and they are far enough from each other that their measurements cannot disturb each other’s results.

Consider the quantity:

$$QS + RS + RT - QT = (Q + R)S + (R - Q)T.$$ 

Following the two-ball classical logic, we assume that if Alice chooses to measure the $Q$ property, the $R$ property has a defined value (which is not measured) and vice versa. It follows that it must hold that either $(Q+R) = 0$ or $(R - Q) = 0$, and $QS + RS + RT - QT = \pm 2$. Let $p(q, r, s, t)$ be the probability that before measuring the system has the properties: $Q = q$, $R = r$, $S = s$, and $T = t$, where the probabilities may depend on system preparation and experimental noise. We thus have:

$$E(QS + RS + RT - QT) = \sum_{qrst} p(q, r, s, t) (qs + rs + rt - qt)$$

$$\leq \sum_{qrst} p(q, r, s, t) \cdot 2 = 2$$
On the other hand we have:

\[
E(QS + RS + RT - QT) = \sum_{qrst} p(q, r, s, t)qs + \sum_{qrst} p(q, r, s, t)rs \\
+ \sum_{qrst} p(q, r, s, t)rt - \sum_{qrst} p(q, r, s, t)qt \\
\]

We thus obtain the Bell inequality:

\[
E(QS) + E(RS) + E(RT) - E(QT) \leq 2. \tag{1.9}
\]

Consider now a 2-qubit quantum system in the state:

\[
|\psi\rangle = \frac{|01\rangle - |10\rangle}{\sqrt{2}}.
\]

The first qubit is sent to Alice and the second to Bob, who perform the measurements corresponding to the following observables\(^3\):

\[
Q = Z, \quad R = X \\
S = \frac{-Z - X}{\sqrt{2}}, \quad T = \frac{Z - X}{\sqrt{2}}.
\]

where

\[
Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

The expected value of \(QS\) can be found by:

\[
E(QS) = \frac{1}{2}(\langle 01 | - \langle 10 |) \frac{-ZZ - ZX}{\sqrt{2}} (|01\rangle - |10\rangle) \\
= \frac{1}{2\sqrt{2}}((\langle 01 | - \langle 10 |)(|01\rangle - |10\rangle + -|00\rangle - |11\rangle) = \frac{1}{\sqrt{2}}.
\]

Similarly, we get:

\[
E(RS) = \frac{1}{\sqrt{2}}, E(RT) = \frac{1}{\sqrt{2}}, E(QT) = -\frac{1}{\sqrt{2}}.
\]

\(^3\)See [24] for an elaboration on quantum measurements and observables.
Which gives:

\[ E(QS) + E(RS) + E(RT) - E(QT) = 2\sqrt{2}, \]

in contradiction to equation 1.9! It follows that something\(^4\) in our perception of the physical world is inconsistent with quantum theory, and in particular with entanglement. However, it has been shown that indeed equation 1.9 doesn’t hold experimentally. This strange phenomenon of quantum mechanics is the source of many surprising outcomes in quantum computation and information theories.

### 1.2.5 Entanglement in quantum computing

We have seen that entanglement is an utterly quantum phenomenon which has no classical counterpart. Entanglement appears in most of the great achievements of quantum information theory, from Shor’s factorization algorithm [29] and other algorithms [15, 13, 27] to quantum teleportation [3], superdense coding [6], quantum error correction [28], and some quantum key distribution schemes [14, 4, 9]. It is unquestionable that entanglement is a key resource of quantum computation. In the words of Horodecki [16], entanglement is “the corner-stone of the quantum information theory”. When no entanglement exists in a pure-state quantum algorithm (without the use of an oracle), the computation can be simulated efficiently and exactly using classical means [17]. Furthermore, when entanglement exists but its amount is bounded, Jozsa and Linden showed [18] that the computation can still be efficiently simulated classically by a coin-tossing algorithm. However, their work does not rule out significant advantage of quantum computation without entanglement (QCWE) in an oracle-based setting (e.g. for the Deutsch-Jozsa algorithm). It also does not rule out exponential advantage of mixed-state QCWE over probabilistic classical computation.

Some cases have been found where even without entanglement, quantum computation outperforms classical computation. Collins, Kim and Holton [12] solve the Deutsch-Jozsa (DJ) [13] problem without entanglement, but only for \( n = 2 \) bits, and prove that entanglement is required for any larger \( n \); Braunstein and Pati [10] show that using pseudo-pure states, Grover’s search

---

\(^4\)Most physicists believe that this result means that either realism or locality are the improper assumptions we make. See [24] for further discussion on these concepts and the implications of Bell’s inequality.
problem can be solved without entanglement for \( n \leq 3 \) bits more efficiently than classically; Lloyd [21] suggests an entanglement-free implementation of Grover’s algorithm, but with exponential spatial complexity; Biham, Brassard, Kenigsberg and Mor [8] use a non-standard computation model, with a limitation on the number of allowed queries, to prove a tiny advantage for any \( n \) in the context of Deutsch-Jozsa’s and Simon’s [27] problems (with mixed states); Meyer [22] notes that Bernstein-Vazirani algorithm [7, 30] requires no entanglement.

1.3 Preliminaries

Let \( f, f' : \{0,1\}^n \rightarrow \{0,1\} \) be boolean functions. The following conventions are used throughout the rest of this work:

1. Unless otherwise stated, discussed oracles are boolean functions oracles.

2. Denote by \( \overline{f} \) the boolean function such that \( \forall x \in \{0,1\}^n, \overline{f}(x) = 1 - f(x) \), i.e., the negative of \( f \).

3. The quantum oracle of \( f \) is the black-box unitary operation which for an \((n+1)\) qubit input state \(|x\rangle|y\rangle \), outputs \(|x\rangle|y \oplus f(x)\rangle \).

4. The quantum phase-oracle of \( f \), denoted by \( U_{f} \), is the black-box unitary operation which for an \( n \) qubit input state \(|x\rangle\), outputs \((-1)^{f(x)}|x\rangle \). Note that when the last qubit is in the state \( |\rangle \), the quantum oracle becomes a quantum phase-oracle by disregarding this qubit.

1.4 The structure of this thesis

The rest of this report is organized as follows. Chapter 2 presents the maximal entanglement-free subproblem of the Deutsch-Jozsa problem, and shows that for this subproblem the Deutsch-Jozsa algorithm still has an advantage over the best classical algorithm. It is shown that this subproblem is of greater significance, by proving that it contains all the Boolean functions whose quantum phase-oracle is non-entangling [19]. Chapter 3 generalizes this approach, showing that a Deutsch-Jozsa-like promise problem and a corresponding entanglement-free subproblem exists for any boolean function [23]. Chapter 4 presents a method for constructing a huge amount of new
promise problems for which there is a quantum advantage, and investigates the existence of entanglement-free subproblems. We conclude by discussing the implications of these results and bringing some interesting open questions [23].

Appendix A provides simple proofs that no non-trivial subproblems of Simon’s and Grover’s problems can be solved by the corresponding algorithms without entanglement [19].
Chapter 2

Deutsch-Jozsa Problem without Entanglement

In this chapter we analyze the occurrence of entanglement in the execution of the Deutsch-Jozsa Algorithm. We present a restricted version of the problem, which is the maximal entanglement-free subproblem, and show that the algorithm is still advantageous over the best exact classical algorithm.

2.1 Deutsch-Jozsa Problem without Entanglement

Bernstein and Vazirani defined a promise problem [7] that can be solved by the Deutsch-Jozsa subroutine using a single oracle call. Classically, this problem requires \( n \) oracle calls. Later, Meyer [22] noted that entanglement is not generated during the execution of the algorithm on their problem. Since the \( BV \) promise set is a subset of the \( DJ \) promise set, a corollary from these results is that a particular subclass of the \( DJ \) problem requires no entanglement.

Our research followed a different route, aimed at finding the maximal entanglement-free set. Looking at the Deutsch-Jozsa algorithm, we note that the only step in which entanglement can be generated is the third step, where the \( f \) oracle is applied to the quantum register. We define the following restricted \( DJ \) promise problem: the function \( f \) is again either balanced or constant, but it is also promised to be non-entangling for the \( DJ \) algorithm, i.e., applying the oracle to \( |\psi_1\rangle \) yields a separable state (the state \( |\psi_2\rangle \)).
In order to solve this promise problem we execute the original algorithm. Since this is a sub-problem of the original one, the algorithm’s correctness is assured and one quantum query is enough to determine whether the function is balanced or constant. Note also that if there exist such non-entangling balanced functions (i.e., the constant functions are not the only possible non-entangling functions), classical algorithms cannot solve the problem with only one query, and so are inferior compared with the quantum one.

**Definition 2.1.1** Let \( f \) be the Boolean function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) of the following form:

\[
f(x) = (a \cdot x) \oplus c,
\]

where \( a \in \{0, 1\}^n \), \( c \in \{0, 1\} \) and \( a \cdot x = \sum_j a_j x_j \mod 2 \) is the inner product modulo 2 of bit strings \( a \) and \( x \). For a given \( a \) and \( c \), we denote the corresponding function by \( f_{\vec{a},c} \).

**Definition 2.1.2** Let \( F^{\otimes} \) be the set of all Boolean functions of the form \( f_{\vec{a},c} \).

**Proposition 2.1.3** Any \( f_{\vec{a},c} \in F^{\otimes} \) is either constant or balanced.

**Proof:** First note that if \( a = 00 \cdots 0 \), \( f_{\vec{a},c} \) is constant. For non-zero \( a \) the function \( f_{\vec{a},c}(x) \) is balanced. This is clear since the inhomogeneous linear equation system \( a \cdot x \oplus c = 0 \) implies one linear constraint over an \( n \)-dimensional \( x \), and therefore the solution space is \((n-1)\)-dimensional. This means that out of \( 2^n \) possible \( x \)s, \( 2^{n-1} \) (half) are solutions. \( \square \)

We now define a restricted version of the DJ problem, and show that the DJ algorithm uses no entanglement to solve it.

**Definition 2.1.4** Denote by \( DJ^{\otimes} \) the “entanglement-free”\(^1\) Deutsch-Jozsa problem, such that in addition to the original problem definition, we add the requirement that all functions in the promise are in \( F^{\otimes} \).

**Proposition 2.1.5** Entanglement is never generated when executing the Deutsch-Jozsa algorithm for \( DJ^{\otimes} \).

\(^1\)Proposition 2.1.5 provides the justification for this name.
Proof: For a string $x = x_1x_2 \cdots x_n$, we denote by $J_x$ the support of $x$, i.e., the set of indexes of nonzero elements in $x$. Applying the oracle $f_{\vec{a},c}$ on $|\psi_1\rangle$ yields:

$$|\psi_2\rangle = \sum_{x \in \{0,1\}^n} \frac{(-1)^c(-1)^{\vec{a} \cdot x}}{\sqrt{2^n}} |x\rangle \left[ |0\rangle - |1\rangle \right]$$

(2.2)

$$= \sum_{x \in \{0,1\}^n} \frac{(-1)^c(-1)^{\vec{a} \cdot x}}{\sqrt{2^n}} \sum_{i \in J_x} \hat{a}_i |x\rangle \left[ |0\rangle - |1\rangle \right]$$

(2.3)

$$= \frac{(-1)^c}{\sqrt{2^n}} \sum_{x \in \{0,1\}^n} (-1)^\sum_{i \in J_x} a_i |x\rangle \left[ |0\rangle - |1\rangle \right]$$

(2.4)

$$= \frac{(-1)^c}{\sqrt{2^n}} \left( |0\rangle + (-1)^a_1 |1\rangle \right) \cdots \left( |0\rangle + (-1)^a_n |1\rangle \right) \left[ |0\rangle - |1\rangle \right] , \quad (2.5)$$

thus for any $f_{\vec{a},c}$, $|\psi_2\rangle$ is not entangled. $\Box$

Having established these properties of $D\mathcal{J}^\otimes$, we would like to show that it is maximal, in the sense that it includes any case of separable computation for the Deutsch-Jozsa algorithm.

**Proposition 2.1.6** Any function $f$ which is non-entangling for the Deutsch-Jozsa algorithm, is in $F^\otimes$.

**Proof:** Let $|\psi_2\rangle$ be as defined for the Deutsch-Jozsa algorithm. If $f$ is non-entangling, then:

$$|\psi_2\rangle = \sum_{x \in \{0,1\}^n} \frac{(-1)^{f(x)} |x\rangle}{\sqrt{2^n}} \left[ |0\rangle - |1\rangle \right]$$

(2.6)

$$= e^{i\varphi_0} \bigotimes_{k=1}^n (\cos \theta_k |0\rangle + e^{i\varphi_k} \sin \theta_k |1\rangle) \left[ |0\rangle - |1\rangle \right] , \quad (2.7)$$

where $\varphi_k$, $\theta_k$ are reals. We compare the coefficients of Eqs. (2.6) and (2.7). First note that $\varphi_0$ must be $0$ or $\pi$ since the phase of the state $|00 \cdots 0\rangle$ is $\pm 1$. Suppose that for some $1 \leq k \leq n$, $|\cos \theta_k| \neq |\sin \theta_k|$. Then the coefficients of the states $|00 \cdots 000 \cdots 0\rangle$ and $|00 \cdots 010 \cdots 0\rangle$ where the $1$ is on the $k$th position, are not of the same magnitude, in contradiction to Eq. 2.6. Similarly, if for some $1 \leq k \leq n$, $\varphi_k \notin \{0, \pi\}$, then the state $|00 \cdots 010 \cdots 0\rangle$ where
the 1 is on the $k$th position, has a complex coefficient, in contradiction. It follows that $|\psi_2\rangle$ is a product state of exactly the form of Eq. (2.5), which corresponds to a function $f_{\vec{a},c}$ as claimed. □

To establish the quantum advantage, we now show that solving $DJ^\otimes$ on an exact classical computer is not a trivial task.

**Proposition 2.1.7** The classical computational complexity of $DJ^\otimes$ is $\Theta(n)$.

**Proof:** For a function of the form $f(x) = (a \cdot x) \oplus c$, one must know all the bits of $a$ in order to check whether $f$ is constant or balanced. Even one missing bit can determine the function’s type either way. An oracle query of $f$ yields an equation of the form $(a \cdot x) \oplus c = b$ for $b \in \{0, 1\}$, which is a linear Boolean equation in $n$ variables: the $n$ bits composing $a$. Therefore, in order to find $a$, one must consider at least $n$ equations. This means that any classical algorithm will require at least $n$ evaluations of $f$ in order to exactly find $a$. We note that $n$ queries are enough, since the evaluation of $f(2^k)$ yields the $k$th bit of $a$, so evaluating $f$ on the $n$ powers of 2 will determine it uniquely. □

Note that much like $DJ$, $DJ^\otimes$ can be classically solved with a constant number of oracle queries if errors are permitted.

### 2.2 General Phase Oracles and $DJ^\otimes$

We now show that the $DJ^\otimes$ problem is related to the whole set of separability-conserving quantum phase-oracles.

**Definition 2.2.1** An operation $U$ is separability-conserving, if for any separable state $|\psi\rangle$, $U|\psi\rangle$ is separable.

**Proposition 2.2.2** A quantum phase oracle $U_f$ of a Boolean function $f$ is separability conserving if and only if $f = f_{\vec{a},c} \in F^\otimes$.

**Proof:** For the first direction assume that $f = f_{\vec{a},c} \in F^\otimes$. Note that the a general separable $n$-qubit state is of the form:

$$|\psi_{sep}\rangle = e^{i\phi_0} \otimes_{k=1}^n (\cos \theta_k |0\rangle + e^{i\phi_k} \sin \theta_k |1\rangle) \quad (2.8)$$
where $\varphi_0, \varphi_k, \theta_k$ are real numbers. Let $s_0(x)$ and $s_1(x)$ denote the sets of indexes for which $x \in \{0, 1\}^n$ equals 0 and 1 respectively. It holds that

$$U_f|\psi_{\text{sep}}\rangle = U_f e^{i\varphi_0} \otimes_{k=1}^{n} (\cos \theta_k |0\rangle + e^{i\varphi_k} \sin \theta_k |1\rangle) \quad (2.9)$$

$$= U_f e^{i\varphi_0} \sum_{x=0}^{2^n-1} \prod_{m \in s_0(x)} \cos \theta_m \prod_{m \in s_1(x)} e^{i\varphi_m} \cos \theta_m |x\rangle \quad (2.10)$$

$$= e^{i\varphi_0} \sum_{x=0}^{2^n-1} \prod_{m \in s_0(x)} \cos \theta_m \prod_{m \in s_1(x)} e^{i\varphi_m} \cos \theta_m (-1)^{(a \cdot x + c)} |x\rangle \quad (2.11)$$

$$= e^{i\varphi_0} (-1)^c \otimes_{k=1}^{n} (\cos \theta_k |0\rangle + (-1)^{a_k} e^{i\varphi_k} \sin \theta_k |1\rangle) \quad (2.12)$$

which is a separable state. Note that the last equality follows from the fact that the bits $a_j$ that contribute to the coefficient of $|x\rangle$ are exactly those for which $x_j \neq 0$.

For the second direction, suppose that $U_f$ is separability conserving. Thus applying it on any separable state yields a separable state. In particular, applying it on the state $H^\otimes n |0\rangle$ (which is of course separable) yields a separable state. We note that these are exactly the conditions of proposition 2.1.6, thus the same proof holds for $f$, and $f \in F^\otimes$. □

In conclusion, we identified the maximal subset of the Deutsch-Jozsa problem, which is solved with one quantum query by the Deutsch-Jozsa algorithm without entanglement, while the best exact classical algorithm requires a linear number of calls. We showed that the significance of this subset reaches beyond the scope of the DJ problem: any non-entangling phase oracle is an oracle of a function from this subset. Note also that here the quantum-to-classical gap in the exact case diminishes from $O(2^n) : O(1)$ to $O(n) : O(1)$. This is the price we pay for not using entanglement.

We remark that it can now be seen that the function set of [7, 22] contains exactly half of the possible non-entangling functions.

### 2.3 Separable Implementation of the Oracle

It may be claimed that even though there is no entanglement after any step in the algorithm, the oracle must use entanglement during the computation of the function. We show here that there is an entanglement-free implementation for the oracle. Consider the following transformation:
\[ |x\rangle \rightarrow (-1)^{c+1} \bigotimes_{i=1}^{n} (-1)^{a_i x_i} |x_i\rangle \]  

(2.13)

It is easy to see that the tensor product on the right-hand side gives exactly the requested result of applying \( f_{\vec{a},c} \) on input \( |x\rangle \), i.e., \((-1)^{f_{\vec{a},c}} |x\rangle \). The oracle operation can be done locally, using \( n \) single-qubit transformations such as

\[
\begin{pmatrix}
1 & 0 \\
0 & e^{ia_i \xi_i(t)}
\end{pmatrix},
\]

(2.14)

where \( \xi(t) \) ascends from 0 to 2\( \pi \), maintaining separability even in continuous time.
Chapter 3

Detsch-Jozsa Problem for Any Boolean Function

In this chapter we show that for any boolean function there exists a DJ-like promise problem and a corresponding deterministic quantum algorithm which solves the problem exponentially faster than any deterministic classical algorithm. This means that instead of one problem (the DJ problem), we have $2^n$ equivalent problems. Following the problem $DJ^\otimes$ defined in the previous chapter, here we find $2^n$ problems for which similar quantum advantage exists without entanglement.

This wider look on the DJ problem will allow us to define new promise problems more comfortably in the next chapter.

3.1 Detsch-Jozsa Problem for Any Boolean Function

Let $f, f'$ be boolean functions, $f, f' : \{0, 1\}^n \rightarrow \{0, 1\}$, and let $U_f$ and $U_{f'}$ be the corresponding quantum phase oracles.

**Definition 3.1.1** Denote the number of inputs $x \in \{0, 1\}^n$ for which $f(x) \neq f'(x)$ by $d(f, f')$.

Note that if we think of function values as a vector, then $d$ is the Hamming distance between the value vectors of $f$ and $f'$. 

20
Definition 3.1.2 Denote by $F_1(f)$ the set of boolean functions $f' : \{0,1\}^n \rightarrow \{0,1\}$, such that $d(f, f') = 2^{n-1}$.

We now define a set of DJ-like promise problems, one for each Boolean function. Much like DJ, we are given an oracle as an input and we have to decide whether it has a certain property.

Definition 3.1.3 The promise problem $P_f$ is the problem of deciding whether a given oracle for a boolean function $g$ is one of $\{f, \overline{f}\}$ or not, where it is promised that either $g \in \{f, \overline{f}\}$ or $g \in F_{\frac{1}{2}}(f)$.

Note that for any boolean function $f$, $P_f$ and $P_{\overline{f}}$ are exactly the same problem, since by definition 3.1.2, $f' \in F_{\frac{1}{2}}(f)$ if and only if $\overline{f} \in F_{\frac{1}{2}}(f)$.

Example 3.1.4 The Deutsch-Jozsa problem is $P_f$ for $f \equiv 0$. $f$ and $\overline{f}$ are the constant functions, and $F_{\frac{1}{2}}(f)$ is the set of functions that equal 1 on half their inputs and 0 for the other half, i.e. the balanced functions.

Example 3.1.5 Consider the problem $P_{\text{AND}}$, where AND is the Boolean function of multiplying all the input bits\(^1\). $F_{\frac{1}{2}}(\text{AND})$ is the set of functions that equal 1 on the input string $1 \cdots 11$ and on exactly $2^{n-1}$ more inputs, or are a negative of such a function.

We now show that there is no efficient way to solve $P_f$ classically. This is shown by formalizing the same basic arguments used in the DJ problem.

Proposition 3.1.6 For any boolean function $f : \{0,1\}^n \rightarrow \{0,1\}$, any deterministic classical algorithm that solves $P_f$ correctly requires $\Theta(2^n)$ oracle queries.

Proof: Suppose a deterministic classical algorithm queries the oracle up to $2^{n-1}$ times on a set of inputs $I_q$, such that $|I_q| = q \leq 2^{n-1}$. Let $f'$ be an oracle that equals $f$ for all the inputs in $I_q$ and on $2^{n-1} - q$ more arbitrary inputs, and equals $\overline{f}$ for the rest of the inputs. The algorithm can not distinguish $f$ from $f'$ deterministically without performing more queries, since both oracles yield exactly the same answers for its set of queries. By definition 3.1.2, $f' \in F_{\frac{1}{2}}(f)$, thus the algorithm must perform more than $2^{n-1}$ queries in order to solve $P_f$ deterministically.

\(^1\)Since $P_f$ is defined for any boolean function, AND is just an arbitrary example.
However, since the functions in $F_2(f)$ differ from $f$ for exactly $2^{n-1}$ inputs, it follows that $2^{n-1} + 1$ queries suffice to answer $P_f$ with certainty: if all $2^{n-1} + 1$ queries comply with $f$, answer yes, otherwise answer no. Thus, any deterministic classical algorithm that solves $P_f$ correctly requires $\Theta(2^n)$ oracle queries. \(\square\)

To establish the quantum advantage, we show that any promise problem $P_f$ can be solved very efficiently by a quantum procedure.

**Proposition 3.1.7** For any boolean function $f : \{0,1\}^n \to \{0,1\}$, the following quantum procedure solves $P_f$ correctly.

**Procedure $M_f$:**

1. Given an oracle $g$, produce:
   $$|\psi_1\rangle = U_g H^\otimes n |0\rangle^\otimes n$$

2. Apply $H^\otimes n U_f$ on $|\psi_1\rangle$:
   $$|\psi_2\rangle = H^\otimes n U_f |\psi_1\rangle = H^\otimes n U_f U_g H^\otimes n |0\rangle^\otimes n$$

3. Measure $|\psi_2\rangle$. If the resulting state is $|0\rangle^\otimes n$ answer “$g \in \{f, \overline{f}\}$”, otherwise answer “$g \in F_2(f)$”. Denote these answers $M_f(g) = 1$ and $M_f(g) = 0$ respectively.

**Proof:** For the first direction, we note that both $U_f$ and $H^\otimes n$ are their own reverse, and that $U_f U_f = -I$. Thus if $g \in \{f, \overline{f}\}$, we have

$$|\psi_2\rangle = H^\otimes n U_f U_g H^\otimes n |0\rangle^\otimes n = \pm H^\otimes n H^\otimes n |0\rangle^\otimes n = \pm |0\rangle^\otimes n. \quad (3.1)$$

Assume now that $g \in F_2(f)$. It holds that

$$|\psi_2\rangle = H^\otimes n U_f U_g H^\otimes n |0\rangle^\otimes n = H^\otimes n U_f U_g \frac{1}{\sqrt{2^n}} \sum_{x=0}^{2^n-1} |x\rangle. \quad (3.2)$$

$$= H^\otimes n \frac{1}{\sqrt{2^n}} \sum_{x=0}^{2^n-1} (-1)^{f(x)+g(x)} |x\rangle. \quad (3.3)$$

$$= \frac{1}{2^n} \sum_{y=0}^{2^n-1} \sum_{x=0}^{2^n-1} (-1)^{y x + f(x) + g(x)} |y\rangle \quad (3.4)$$

\[Note that f is given (it defines the problem), thus we may use $U_f$. We are only concerned with the query complexity of $g$, all other operations are ignored.\]
Figure 3.1: Procedure $M_f$. A circuit for solving the problem $P_f$ using only one oracle query on the input oracle $g$.

Where $y \cdot x$ is the bitwise inner product of $y$ and $x$. The coefficient of $|0\rangle^{\otimes n}$ is $\frac{1}{2^n} \sum_{x=0}^{2^n-1} (-1)^{f(x)+g(x)}$. From the promise on $g$, we have that half of the elements in this sum are 1 and the other half are -1. Thus the coefficient is 0 and the probability to measure $|0\rangle^{\otimes n}$ is 0. □

3.2 Quantum advantage without entanglement

In chapter 2 it was shown that by restricting the promise we may create a subproblem of the Deutsch-Jozsa problem, such that the Deutsch-Jozsa quantum algorithm uses no entanglement, yet it has an advantage over any classical algorithm ($O(1)$ vs. $O(n)$). In this section we show that the same holds for any boolean function $f$ such that $U_f$ itself does not create entanglement, i.e., there are $2^n$ $D.J^{\otimes}$-like problems for which quantum advantage exists without entanglement.

Recall our definition 2.1.2 of $F^{\otimes}$ which is the set of non-entangling functions. We wish to define a subproblem for problems of the type $P_f$, such that the promise is restricted to functions in $F^{\otimes}$. Observe that for any $f = f_{a,c}$ and $f' = f_{a',c'}$ such that $a' \neq a$, it holds that $d(f,f') = 2^{n-1}$. To see this,
note that

\[(f(x) + f'(x)) \mod 2 = (a \cdot x + a' \cdot x + c + c') \mod 2 \quad (3.5)\]

\[= (\sum_{i=1}^{n} (a_i + a'_i) x_i + c + c') \mod 2 \quad (3.6)\]

\[= ((a + a') \cdot x + (c + c')) \mod 2, \quad (3.7)\]

which by definition is a function in \(F^\otimes\). When \(a \neq a'\) this function is not constant, thus by proposition 2.1.3, it is balanced, which means that \(d(f, f') = 2^{n-1}\).

Thus, for any \(f \in F^\otimes\) we obtain that any \(g \in F_\frac{1}{2}(f) \cap F^\otimes\) is a function in \(F^\otimes \setminus \{f, \overline{f}\}\), namely, \(F_\frac{1}{2}(f) \cap F^\otimes = F^\otimes \setminus \{f, \overline{f}\}\), which allows us to define:

\textbf{Definition 3.2.1} Let \(f = f_{\vec{a},c} \in F^\otimes\). The promise problem \(P_f^\otimes\) is the problem of deciding whether a given oracle for a boolean function \(g\) is one of \(\{f, \overline{f}\}\) or not, where it is promised that either \(g \in \{f, \overline{f}\}\) or \(g \in F^\otimes \setminus \{f, \overline{f}\}\).

Observe that the procedure \(M_f\) solves \(P_f^\otimes\) correctly since we only restrict the set \(F_\frac{1}{2}(f)\). An example for such a problem is the \(DJ^\otimes\) problem, where it is promised that the given oracle is either constant or an oracle for \(f_{\vec{a},c} \in F^\otimes\) for \(a \in \{1, \ldots, 2^n - 1\}\) and \(c \in \{0, 1\}\). We now prove the properties of such promise problems.

\textbf{Proposition 3.2.2} There is no entanglement in the execution of \(M_f\) on \(P_f^\otimes\).

\textbf{Proof:} From our definition of \(M_f\) (see prop. 3.1.7), the only operators that may be non-separable are the oracle operators. From the promise that \(g, f \in F^\otimes\), proposition 2.2.2, and the fact the the initial state is \(|0\>^\otimes n\), it follows that no entanglement is present in the execution of \(M_f\) on \(P_f^\otimes\).\qed

We now show that \(P_f^\otimes\) is maximal with respect to the procedure \(M_f\), i.e., expanding the promise set of \(P_f^\otimes\) will introduce entanglement to the circuit.

\textbf{Proposition 3.2.3} For function \(g\) which is non-entangling for the \(M_f\) algorithm, it holds that \(g = g_{\vec{a},c} \in F^\otimes\).
Proof: First note that we are promised that \( f = f_{\vec{a}',c'} \) for some \( a' \in \{0,1\}^n \) and \( c' \in \{0,1\} \). Secondly, \( U_g U_f = U_{g \oplus f} \), i.e., applying \( U_f \) and then \( U_g \) is equivalent to applying the phase-oracle of the function \( g \oplus f \), which brings us back to the DJ case. Proposition 2.1.6 ensures us that \( g \oplus f = f_{\vec{a}'',c''} \) for some \( a'' \in \{0,1\}^n \) and \( c'' \in \{0,1\} \). It thus holds that

\[
(f \oplus g)(x) = (a' \cdot x + c' + g(x)) \mod 2 = (a'' \cdot x + c'') \mod 2,
\]

and thus

\[
g(x) = ((a' + a'') \cdot x + (c' + c'')) \mod 2 = (a \cdot x + c) \mod 2,
\]

as required.

\[ \square \]

Proposition 3.2.4: For any boolean function \( f \in F^\otimes \), any deterministic classical algorithm that solves \( P_f^\otimes \) correctly requires \( \Theta(n) \) oracle queries.

Proof: Let a classical algorithm query \( g \) on a set of \( n \)-bit string inputs \( S = \{x_1, x_2, ..., x_q\} \). The queries yield the equations \( a \cdot x_i + c = b_i \), where \( 1 \leq i \leq q \), and \( b_i \) are the oracle answers. We thus have a set of \( q \) linear equations with \( n \) variables (the bits of \( a \)) over \( \mathbb{Z}_2 \). If \( q < n \), then there are at least two \( a \) values (i.e., two different functions in \( F^\otimes \)) that solve the system, thus the algorithm can’t determine with certainty whether \( g \in \{f, \overline{f}\} \) or not. It follows that in order to solve \( P_f^\otimes \) correctly, a classical algorithm must query \( g \) at least \( n \) times.

On the other hand, \( n \) queries are enough: querying \( g \) on all the powers of 2 yields the \( n \) bits of \( a \) (or \( \overline{a} \), depending on \( c \)), which solves the problem. \( \square \)
Chapter 4

Building Promises

In this chapter we introduce a method for defining new promise problems. We start with a simple example to provide some intuition.

Example 4.1 Consider the following boolean functions over \( \{0, 1\}^n \). Let \( f_0 \) be the constant function \( f_0 \equiv 0 \), and \( f_{x_0} \) the function that equals the MSB bit of the input: \( \forall x = x_0x_1...x_{n-1} \in \{0, 1\}^n, f_{x_0}(x) = x_0 \). Note that \( d(f_0, f_{x_0}) = 2^{n-1} \). Denote \( F = \{f_0, f_{x_0}, \overline{f_0}, \overline{f_{x_0}}\} \), and denote by \( F_1(f_0, f_{x_0}) \) the set of all boolean functions \( f' \) such that \( d(f_0, f') = d(f_{x_0}, f') = 2^{n-1} \), i.e., the set of functions that differ from both \( f_0 \) and \( f_{x_0} \) on \( 2^{n-1} \) inputs.

Given an oracle \( g \), our promise problem is to decide whether \( g \in F \) or not, where it is promised that either \( g \in F \) or \( g \in F_1(f_0, f_{x_0}) \). We will later prove that a deterministic classical algorithm must query \( g \) more than \( 2^{n-2} \) times in order to solve the problem correctly. However, a simple quantum procedure solves the problem using only two queries on \( g \):

1. Run \(^2 M_{f_0} \) on \( g \).
2. Run \( M_{f_{x_0}} \) on \( g \).
3. If \( M_{f_0}(g) = 1 \) or \( M_{f_{x_0}}(g) = 1 \) answer "\( g \in F \)". Otherwise answer "\( g \in F_1(f_0, f_{x_0}) \)".

\(^1\)Observe that the set \( F_1(f_0, f_{x_0}) \) is not empty. It contains functions that differ from \( f \) on exactly half of the inputs for which \( f = f_{x_0} \), and half of the inputs for which \( f \neq f_{x_0} \). For example, it contains the function \( f_{x_{n-1}} \): the function that equals the LSB bit of the input.

\(^2\)Recall proposition 3.1.7 for the definition of \( M_f \).
The quantum procedure $M_f$ determines with certainty whether a given oracle $g$ is one of \{f, \overline{f}\} or not, thus $g \in \{f_0, f_{x_0}, \overline{f_0}, \overline{f_{x_0}}\}$ if and only if one of the procedures $M_{f_0}$ and $M_{f_{x_0}}$ answers positively. 

### 4.1 Constructing new Promises

In the following we generalize the approach presented in the above example. We present a large set of promise problems for which there exists an exponential quantum advantage.

**Definition 4.1.1** Denote the number of inputs $x \in S \subseteq \{0, 1\}^n$ for which $f(x) \neq f'(x)$ by $d_S(f, f')$.

**Definition 4.1.2** Let $f_1, f_2, ..., f_r$, $2 \leq r \leq n - 1$, be boolean functions over \{0, 1\}^n, where $f_i$ is associated with a partition $S^i_1, S^i_2, ..., S^i_{2^{i-1}}$ of the input domain \{0, 1\}^n as follows:

1. $f_1$ is an arbitrary function, and $S^1_1 = \{0, 1, ..., 2^n - 1\}$, the set of all inputs.

2. Given $f_i$ and its corresponding input sets $S^i_1, ..., S^i_{2^{i-1}}$, the function $f_{i+1}$ is arbitrarily chosen from the following set of functions:

$$F_{S_{\frac{i}{2}}}(f_i) = \{f' : \{0, 1\}^n \rightarrow \{0, 1\} \mid d_{S_j}(f_i, f') = 2^{n-i}, 1 \leq j \leq 2^{i-1}\} \quad (4.1)$$

3. The input sets associated with $f_{i+1}$ are determined by those of $f_i$ and the choice of $f_{i+1}$: for $1 \leq j \leq 2^{i-1}$, $S^i_{2j-1} = \{x \in S^i_j \mid f_i(x) = f_{i+1}(x)\}$ and $S^i_{2j} = \{x \in S^i_j \mid f_i(x) \neq f_{i+1}(x)\}$.

The promise problem $P_F$ is the problem of deciding whether an oracle for a given boolean function $g$ is one of $F = \{f_1, f_2, ..., f_r, \overline{f_1}, \overline{f_2}, ..., \overline{f_r}\}$ or not, where it is promised that either $g \in F$ or $g \in F_{S_{\frac{r}{2}}}(f_r)$.

Intuitively, starting from any arbitrary boolean function $f_1$, we add functions to $F$ by splitting in half all the input sets of the previous function, and flipping the function value of one of every two halves.

**Lemma 4.1.3** The following holds:
1. Let \( f_i \in F, \ 1 \leq i \leq r \) and \( f' \in F_{S_{i}^{i/2}}(f_i) \). Then \( d(f_k, f') = 2^{n-1}, \ 1 \leq k \leq i \).

2. For any \( f_i, f_j \in F, \ 1 \leq i < j \leq r \), it holds that \( d(f_i, f_j) = 2^{n-1} \).

3. \( |F_{S_{i}^{i/2}}(f_i)| = \left( \frac{2^{n-i+1}}{2^n} \right)^{2^{i-1}} \)

**Proof:** Let \( f_i \in F, \ 1 \leq i \leq r \). For the first claim, note that functions \( f' \in F_{S_{i}^{i/2}}(f_i) \) are created by flipping function values of half of every input set \( S_{j}^{i} \), \( 1 \leq j \leq 2^{i-1} \), associated with \( f_i \). Consider a function \( f_k, \ 1 \leq k \leq i \), and the associated input sets \( S_{m}^{k} \), \( 1 \leq m \leq 2^{k-1} \). By the definition of the input sets, we have that

\[
S_{m}^{k} = S_{2m-1}^{k+1} \cup S_{2m}^{k+1} = S_{1m-3}^{k+2} \cup S_{1m-2}^{k+2} \cup S_{1m-1}^{k+2} \cup S_{1m}^{k+2} = \ldots = S_{2^{i-k}m-2^{i-k+1}}^{i} \cup \ldots \cup S_{2^{i-k}m}^{i}.
\]

From Eq. 4.2 and the construction of \( P_f \) we see that for the values of each \( S_{j}^{i} \), either \( f' = f_k \) or \( f' = \overline{f_k} \). It follows that by flipping the function values for half of the inputs in each \( S_{j}^{i} \), we are also flipping the function values for half of the inputs in each \( S_{m}^{k} \). Thus, since \( \{S_{m}^{k}\} \) are a partition of \( \{0, 1\}^n \), it holds that \( d(f_k, f') = 2^{n-1} \).

The second claim follows directly from the proof of the first one, since \( f_{i+1} \) is chosen from \( F_{S_{i}^{i/2}}(f_i) \), thus we add to \( F \) only functions that differ from the functions in \( F \) by half of all the inputs.

For the third claim, we note that \( f_i \) is associated with input sets \( S_{j}^{i} \), \( 1 \leq j \leq 2^{i-1} \), each of size \( 2^{n-i+1} \). \( F_{S_{i}^{i/2}}(f_i) \) contains all the functions that differ from \( f_i \) on half of each set \( S_{j}^{i} \). There are \( \left( \frac{2^{n-i+1}}{2^n} \right)^{2^{i-1}} \) possibilities to choose half of each set, thus, since there are \( 2^{i-1} \) sets, we have that \( F_{S_{i}^{i/2}}(f_i) \) contains \( \left( \frac{2^{n-i+1}}{2^n} \right)^{2^{i-1}} \) different functions. \( \Box \)

**Proposition 4.1.4** Any classical deterministic algorithm requires at least \( 2^{n-r} \) oracle queries in order to solve \( P_F \) correctly.
Proof: To solve $P_F$ correctly, we have to decide whether $g \in F$ or $g \in F_{S_1^2}(f_r)$. Suppose a classical algorithm queries $g$ on a set of inputs $I_q$, such that $|I_q| = q \leq 2^{n-r}$. The size of the input sets $S_j^r$, $1 \leq j \leq 2^{r-1}$ is $2^{n-r+1}$, therefore the algorithm may query the oracle on at most half of a set $S_j^r$. Let $f'$ be a function that equals $f$ on all the inputs in $I_q$, and on more inputs such that for each set $S_j^r$, $d_{S_j^r}(f_q, f') = 2^{n-r}$. By definition, $f' \in F_{S_1^2}(f_r)$, thus the algorithm can not distinguish between the case where $g = f' \in F$, and the case where $g = f' \in F_{S_1^2}(f_r)$. □

We bring a simple quantum procedure that solves $P_F$ problems very efficiently. Note that in some cases (as we shall see in the next section) there may exist even more efficient quantum procedures.

**Proposition 4.1.5** The following quantum procedure solves $P_F$ correctly using only $r$ oracle calls.

**Procedure $M_F$:**
Run $M_{f_i}$ on $g$ for $1 \leq i \leq r$. If $M_{f_i}(g) = 1$ for any $i$, answer “$g \in F$”, otherwise answer “$g \notin F$” (denote these answers $M_F(g) = 1$ and $M_F(g) = 0$ respectively).

**Proof:** Suppose first that $g = f_j \in F$. By proposition 3.1.7, applying $M_{f_i}$ on $g$ for $1 \leq i \leq r$ assures that $M_{f_i}(g) = 1$ when $i = j$.

Suppose now that $g \in F_{S_1^2}(f_r)$, and let $F_{1/2}(g)$ be as defined in definition 3.1.2. From the first claim of lemma 4.1.3, for each function $f_j \in F$, it holds that $d(f_j, g) = 2^{n-1}$. It follows that $F \subseteq F_{1/2}(g)$, which by proposition 3.1.7 assures that $M_{f_i}(g) = 0$, $1 \leq i \leq r$. □

### 4.1.1 The number of new problems

In order to count the number of problems that can be constructed in the above manner, it helps to think of the building procedure as a path in a tree. The vertices in the tree are functions and the root is $f_1$ — the first function we choose. For each vertex $f$ in the tree, its children are all the functions in $F_{S_1^2}(f)$, and we limit the tree’s depth to $r$. Obviously, the set $F$ of any problem $P_F$ is a path in this tree from the root to a leaf.
From the third claim of lemma 4.1.3, in the $i$th step of the algorithm we choose one function out of

$$\left( \frac{2^n-i+1}{2^n-i} \right)^{2^{i-1}}$$

possible functions. It follows that there are

$$\prod_{i=1}^{r} \left( \frac{2^n-i+1}{2^n-i} \right)^{2^{i-1}}$$

possible root-to-leaf paths in the tree. We note that there can be no two identical such paths in the tree, and that a given $F$ can have at most $(r-1)!$ possible permutations that would lead to its selection in the tree (the selection order of all the functions except the first can be changed arbitrarily). We may thus conclude that there are at least:

$$\prod_{i=1}^{r} \left( \frac{2^n-i+1}{2^n-i} \right)^{2^{i-1}} \frac{1}{(r-1)!}$$

different $P_F$ problems.

### 4.2 Quantum advantage without entanglement

Following the previous chapters, it is only natural to ask whether there are subsets of $P_F$ that require no entanglement in order to be solved on a quantum computer, and still have an advantage over any classical algorithm.

Recall that in Chapter 3 we saw that for any $f, f' \in F^\otimes$, $f = f_{a,c}$ and $f' = f_{a',c'}$ such that $a' \neq a$, it holds that $d(f, f') = 2^{n-1}$. It follows that any partition of $F^\otimes$ into two non-empty sets $F$ and $F^\otimes \setminus F$, can be thought of as a promise (and can be solved by the procedure $M_F$ using $|F|$ oracle calls).

**Definition 4.2.1** Let $F$ be a non-trivial subset of $F^\otimes$. The promise problem $P_F^\otimes$, is the problem of deciding whether a given oracle $g$ is in $F$ or not, where it is promised that $g \in F^\otimes$. 

30
As we shall see below, there is a quantum procedure that solves any $P_F^\otimes$ problem using only one quantum query. However, a classical algorithm which uses only one oracle query learns at most one bit of the input oracle’s $a$, and thus can only solve problems for which all oracles with one value of this bit are in $F$, and all oracles with the other value are in $F^\otimes \setminus F$. Except for this very special type of problem, the quantum procedure will have an advantage of up to $n$ queries — as in the $DJ^\otimes$ problem.

Since $P_F^\otimes$ is a subproblem of $P_F$, procedure $M_F$ solves it using $|F|$ oracle queries. As the promise contains only non-entangling functions, $M_F$ uses no entanglement to solve $P_F^\otimes$. However, we shall now see a much more efficient (and familiar) quantum procedure that solves any $P_F^\otimes$ using only one oracle query, and no entanglement. We go back to the DJ procedure and note that after applying it on a quantum oracle $U_f$ we are left with the state:

$$\frac{1}{2^n} \sum_{z \in \{0,1\}^n} \sum_{x \in \{0,1\}^n} (-1)^{x \cdot z + f(x)} |z\rangle$$

The coefficient of the state $|z\rangle$ is thus:

$$\frac{1}{2^n} \sum_{x \in \{0,1\}^n} (-1)^{x \cdot z + f(x)}$$

If $f$ is a linear function, i.e. $f(x) = (a \cdot x) \oplus c$, then the coefficient of the state $|a\rangle$ is:

$$\frac{1}{2^n} \sum_{x \in \{0,1\}^n} (-1)^{x \cdot a + f(x)} = \frac{1}{2^n} \sum_{x \in \{0,1\}^n} (-1)^{x \cdot a + x \cdot a + c} = \pm 1.$$ 

In other words, to learn what $a$ is, we need only measure the output bits. It follows that one quantum query is enough for solving the problem $P_F^\otimes$, and even learning exactly what $f$ is. Note that once $f$ is non-linear, the above sum never collapses so nicely to $\pm 1$, and this method becomes probabilistic.

---

3 As opposed to the DJ algorithm, in which we only check whether the register is $|0\rangle$ or not. Note also that this is exactly the Bernstein-Vazirani algorithm [7].
Chapter 5

Summary and Discussion

We studied the advantage of exact quantum algorithms in the oracle-based setting, focusing on the role of entanglement and on the creation of new promise problems. We showed that the Deutsch-Jozsa problem is a special case of a huge set of promise problems. We found which of these problems has an entanglement-free subproblem. For these subproblems, we showed maximality and that there exists an $O(1)$ to $\Theta(n)$ quantum advantage over the best exact classical algorithm.

We then brought a method for constructing a large amount of new promise problems, all with a quantum advantage over the best classical algorithm, and gave a lower bound for the number of these problems. This advantage ranges from constant to exponential, depending on the size of the problem. We examined the entanglement-free case for these problems, and identified the subproblems that can be solved without entanglement and still have a quantum advantage of up to $O(1)$ to $\Theta(n)$ over the classical case.

5.1 Entanglement in quantum computing

The basic non-classical feature that allows quantum advantage is superposition. The ability of quantum operations to act in parallel on a superposition of a huge set of states is the source for the quantum computational power. Our results show that there are cases where quantum superposition alone is enough for a non-negligible quantum advantage over classical means. However, looking at algorithms with exponential quantum advantage, it seems very likely that a quantum algorithm must make an intensive use of entan-
gement to achieve an exponential advantage.

While our work deals with pure-state quantum algorithms without any amount of entanglement, related works deal with pure states with a small amount of entanglement, mixed states without entanglement, and other usages of pure-state quantum computing without entanglement (see for example [18, 1, 33, 11, 26, 20, 8, 32]).

5.2 Creating new promises

Our method for constructing promise problems is based on finding sets of functions that differ from one another by half of their values. This allows the quantum algorithm to deterministically distinguish between such functions, using a simple extension of the same basic method used in the original Deutsch-Jozsa algorithm. In general, one may construct promise problems as follows: for any given set of functions $F$, find the set of functions $F^\frac{1}{2}$ such that for all $f \in F$ and $f' \in F^\frac{1}{2}$ it holds that $f$ and $f'$ differ on half of their values (assuming that $F^\frac{1}{2} \neq \emptyset$). Executing the procedure $M_f$ for all the functions in $F$ will distinguish between oracles from $F$ and $F^\frac{1}{2}$, and in case the $F^\frac{1}{2}$ set is large enough this would lead to a significant quantum advantage. However, it seems difficult to define or even bound $F^\frac{1}{2}$ in general (see open questions below). Note that in our construction method we add the constraint that the functions in $F$ also differ from one another by half their values, which allows to precisely define $F^\frac{1}{2}$, thus avoiding the difficulty.

5.3 Conclusions and open questions

Our work can be summarized into two main conclusions about oracle-based exact quantum computing. The first is that non-negligible quantum advantage exists even without advantage, and the second is that it is possible to construct a very large amount of different promise problems for which there is a quantum advantage.

Further research on the role of entanglement in quantum information processing may illuminate some of the following questions:

Is there a subproblem larger than $DJ^\circ$ and a corresponding algorithm (other than the Deutsch-Jozsa algorithm) that solves it without entanglement, and yet has an advantage over any classical algorithm? Note that in
our work we showed maximality of the subproblem only with regard to the Deutsch-Jozsa-like algorithms.

Alternatively, Can it be proven that exponential advantage of exact QCWE over classical-exact computation is impossible in oracle-based settings? Note that this is not known yet, even for the Deutsch-Jozsa problem, since there may be some other quantum procedure for which the QCWE advantage holds, and the subset is larger than $F_{DJ} \otimes$.

Given an arbitrary set of Boolean functions $F$, is it possible to characterize precisely the set of functions that differ on half their values from all the functions in $F$? This will provide a method for constructing an even larger set of promise problems, some of which as we saw, may have a significant quantum advantage. Furthermore, could the promise problems we found in chapter 4 (or by this more general method), be used as computation tools in quantum computation?

Looking beyond the world of Boolean functions, is there a restricted form of the Simon problem (or more generally of the hidden subgroup problem [24]), and a corresponding quantum algorithm that presents a quantum advantage without entanglement?
Appendix A

Entanglement in Simon’s and Grover’s problem

A.1 Simon’s Problem

Simon [27] presented the following oracle problem:

Let \( f : \{0, 1\}^n \to \{0, 1\}^n \) be a 2-to-1 function\(^1\), such that

\[
\forall x \neq y : f(x) = f(y) \iff y = x \oplus a, \tag{A.1}
\]

where \( a \) is a fixed \( n \)-bit string called the function’s period, and \( \oplus \) is the bitwise XOR operation. The goal is to determine the value of \( a \).

In order to solve this problem classically with high probability, the oracle must be queried an exponential number of times. However, the following quantum procedure solves it with high probability using a polynomial number of queries.

1. The initial state is \( |\psi_0\rangle = |0\rangle^\otimes n |0\rangle^\otimes n \).

2. After applying \( n \) Hadamard gates on the first \( n \) qubits:

\[
|\psi_1\rangle = \frac{1}{\sqrt{2^n}} \sum_{x \in \{0, 1\}^n} |x\rangle |0\rangle^\otimes n. \tag{A.2}
\]

\(^1\)In some versions it is also allowed to be constant.
3. Applying the quantum oracle $f$ yields:
\[
|\psi_2\rangle = \frac{1}{\sqrt{2^n}} \sum_{x \in \{0,1\}^n} |x\rangle |f(x)\rangle.
\] (A.3)

4. We now measure the last $n$ qubits and obtain a certain $f(x_0) \in \{0,1\}^n$, thus leaving the first $n$ qubits in the state:
\[
|\psi_3\rangle = \frac{1}{\sqrt{2}} (|x_0\rangle + |x_0 \oplus a\rangle).
\] (A.4)

5. Applying $n$ Hadamard gates on the $n$ qubits yields:
\[
|\psi_4\rangle = \frac{1}{2^{(n+1)/2}} \sum_{y \in \{0,1\}^n} [(-1)^{x_0 \cdot y} + (-1)^{(x_0 \oplus a) \cdot y}] |y\rangle
\] (A.5)
\[
= \frac{1}{2^{(n-1)/2}} \sum_{a \cdot y = 0} (-1)^{x_0 \cdot y} |y\rangle.
\] (A.6)

6. Measure $|\psi_4\rangle$ to get a $y$ such that $a \cdot y = 0$.

Repeating steps 1-6 a polynomial number of times will, with high probability, result in $n$ linearly-independent values \{\(y_1, y_2, \ldots, y_n\)\} such that $y_i \cdot a = 0$, which determines $a$.

We now use a counting argument to show that if no entanglement is used in the algorithm, $f(x)$ must be constant, and therefore it is a trivial case of the problem.

**Proposition A.1.1** Any instance of the Simon problem generates entanglement in Simon’s algorithm.

**Proof:** To see this, it suffices to examine the $2n$-qubit state $|\psi_2\rangle$. If $|\psi_2\rangle$ is separable (i.e. over all cuts), it can clearly be decomposed in the computational basis as:
\[
|\psi_2\rangle = \left( \bigotimes_{i=1}^{n} (\alpha_i|0\rangle + \beta_i|1\rangle)\right) \otimes \left( \sum_{y \in \{0,1\}^n} \delta_y |y\rangle \right)
\] (A.7)
\[
= \left( \sum_{x=0}^{2^n-1} \gamma_x |x\rangle \right) \otimes \left( \sum_{y \in \{0,1\}^n} \delta_y |y\rangle \right).
\] (A.8)
The number of terms in $|\psi_2\rangle$ in the computational basis, according to Eq. (A.3), is exactly $2^n$. Note that none of the $\alpha_i$s and $\beta_i$s in Eq. (A.7) can be zero, otherwise at least one value of $x$ would be missing from the final sum, in contradiction to $|\psi_2\rangle$’s definition (Eq. (A.3)). Suppose that the right-hand side of the tensor product in Eq. (A.8) has more than one term in the sum. Since the left-hand side of the tensor product has exactly $2^n$ terms, it would follow that the final sum has more than $2^n$ terms, in contradiction to $|\psi_2\rangle$’s definition as having exactly $2^n$ terms in the computational basis. Thus the last $n$ qubits must be in a single state, or in other words, $f$ must be constant.

We conclude that the usage of the Simon algorithm for any subproblem of the Simon problem requires entanglement. However, an interesting open question in this context, is whether there is a restricted version of the problem solvable by some other quantum algorithm without entanglement, and achieves an advantage over the classical case.

### A.2 Grover’s Search Algorithm

Grover presented an algorithm [15], which for a binary function $f : \{0, 1\}^n \rightarrow \{0, 1\}$, finds an $x$ such that $f(x) = 1$ with only $O(\sqrt{2^n})$ oracle calls.

The first step of the algorithm is identical to the Deutsch-Jozsa subroutine:

$$
\frac{1}{\sqrt{N}} \sum |x\rangle \rightarrow \frac{1}{\sqrt{N}} \sum (-1)^{f(x)}|x\rangle = |\psi_2\rangle.
$$

(A.9)

We require that the resulting state ($|\psi_2\rangle$) will be separable. In the following we show that this may be true only for trivial instances of the search problems and therefore we do not need to follow additional steps of the algorithm. From the separability of $|\psi_2\rangle$ it follows that if the $n-1$ most significant bits are measured, the state of the least significant bit is independent of the measurement outcome. Writing $x = w0$ or $x = w1$ depending on the value of the LSB,

$$
|\psi_2\rangle = 1/\sqrt{N} \sum_w [(-1)^{f(w0)}|w0\rangle + (-1)^{f(w1)}|w1\rangle]
$$

(A.10)
and measuring all but the LSB, we are left with the state
\[
\frac{(-1)^{f(w_0)}|0\rangle + (-1)^{f(w_1)}|1\rangle}{\sqrt{2}}.
\] (A.11)

Up to a global phase, the state is
\[
\frac{|0\rangle + (-1)^{f(w_0)\oplus f(w_1)}|1\rangle}{\sqrt{2}}
\] (A.12)

and has to be independent of the measured \( w \). That means that \( \forall x : (-1)^{f(x)\oplus f(x\oplus 00\cdots 01)} = k \), or more conveniently put as \( \forall x : f(x) \oplus f(x \oplus 1) = y \cdot e_1 \). Similarly, entanglement should also be avoided when regarding the \( j \)th qubit for \( 1 \leq j \leq n \), which leads to
\[
\forall x, j : f(x) \oplus f(x \oplus e_j) = y \cdot e_j.
\] (A.13)

This means that it is true for a couple of \( j \)s combined
\[
f(x \oplus e_j) + f(x \oplus e_j \oplus e_i) = y \cdot e_i \implies f(x) \oplus f(x \oplus e_j \oplus e_i) = y \cdot e_i \oplus y \cdot e_j
\] (A.14)

In the same manner, we can see that for every \( J \in \{0,1\}^n \) it holds that
\[
\forall x : f(x) \oplus f(x \oplus J) = y \cdot J
\] (A.15)

even for \( x = 0 \). From this follows that functions that do not generate entanglement must satisfy
\[
f(J) = y \cdot J \oplus f(0)
\] (A.16)

which is the exact definition of the set \( F_{DJ}^\otimes \). These functions correspond to trivial search problems where none, all, or half of the elements are to be found. Hence, any interesting instance of Grover’s search problem would generate entanglement in Grover’s algorithm.

One may confirm that this is true even for \( n = 2 \) bits, regardless of the fact that only a single oracle call is required in that case, and unlike what is commented by [10]. With two bits, \( |\psi_1\rangle = \frac{1}{2}[|00\rangle + |01\rangle + |10\rangle + |11\rangle] \). If only one of \( \{00,01,10,11\} \) is “marked”, then \( |\psi_2\rangle \) has 3 positive coefficients and a single negative coefficient. This means that \( |\psi_2\rangle = A|00\rangle + B|01\rangle + C|10\rangle + D|11\rangle \) is entangled, as it cannot satisfy the separability constraint \( AD = BC \).
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פלוגנאמילי במודל זה הגות ל脱贫致富 פוליפוניות גם בממד שול.

ברואית של שניים של שנה שינה הפרובר, נachable הפרומר פמיניסטי המודלים
שלא קיים מה triturטיט והכול שהכל走去. ננראה כי סימולציה
שלא triturטיט הכהקטי. אילו כלל פשיות חסירה. וה맆 מה אסקפסגפיליאלי
ולכן אילו פטריאט ממניעה. פינומר הכית, כי triturטיט המודלים באסקפסגפיליאלי
ויוכל triturטיט לה(Screen) על כלה, וכליל יכל לה部門 שעשתה זה והוז כוח

הישובו רכיבים שלא מתרבחלים. אいら ואיך בולח行銷ים אסקפסגפיליאלי.

בניגוד להשל הסbble область של תים צין - תועבר

דבורה לבנה הקלאסיאלי גם לבנה הקלאסיאלי - הקלאסיאלי - שיג שנגובים במשלים.
אולא נבוג ליבות שליחה הקלאסיאלי יכל לחרות גם בסקפריפויות של שיג
משבר הבסיס של, תומנה המורפוזה ממקבילות אתום בחבל הקלאסיאלי. מילון
של תועה היא שדרה של שגיאים מספר של רפרטורים המחובט. עץ צין חולידי
"פלוטות יחוסובית" על רפרטורי קומסיגautiful אחמק he יופיטות (למחובט) הוא כל
היעולות שנגרות לכל עלי ימי אפרטיו אטנטור, מחין לכל פלוטות שהבנה קלאסיאלי.

מנון הכלידי אפרטיו אטנטור המבטא את ואתה פפייט מחשבים קולטי.

תבונה שלושה של triturטיט הכהקטי endorsing את איל התמקדות בולס הקלאסיאלי היא
השישות. triturטיט הכהקטי מורה עד כל שיאו אתussen המבמות השיל triturטיט
הClassNotFoundException בעלות משב מומד. אילו triturטיט הכהקטי الصفحة ש
למשרעד triturטיט תפרים גם מבנים אחר אילו גלるもの עילוי

1
יתדנתה מחוץولة שלמה. מבנים כללה נוריות מצויריםAMIL שיררה. א-חקלאיות של
מבנים כללה נוריות בניויה עי-א-שיון בול הזבך ימי נוסים בולב
חקלאיות א-שר בדיקס ימי הלכיתים מר這麼. שמעיגו ט-סויים
מונבל את החקלאיות בני הלכיתים. מבנים שיררה מפרים את א-שיון בול.
אוכנ בשטח השיפש של הפאה שנגרה נשוע ניסים רביים הממירים תחתו וא
של מימר שיררה.

רבים ממאמינם כ-שירות של הא-מקור לדרן של החשיבות הקוהוטי על פנים
חשיבות קלסאי. כ-חוקי שמ emailing-הל-כלאות הרושים לתורות הקוהוטי.
אוכנ: כל האלגוריתמים הקוהוטי הממעטונים תדרון ממעטונות על פנים השיחוב
קלסאי, ממציאים יותר ומעשי שימשו במחוז של שיניו.

בשנת 1992, דותしても חישה מזגאי את ביתו הרואית א-שקר בחר בוחה בחר
קוהוטי אקספונציאלי עמי חישוב קלסאי. דותשמו והצצו את החרים של
ארוקל - קמטנ שתרו היונה ש-ארוקל-ן - עבורה פנקסים בולאפאטרה. חמש
מבחינה מע плитרציאלה היא וא-קמעית קולטים וא-מקונים (כוללים גם ששל שיכרה שים, צ
שוחטים.Port 0 место שדים 1), מוצרי החישוב היא להופי הא-מחקל
הנהוג לא שפלקנPackageManager והשל פנקים שמכרה传动. שתראצ לברק קלסאי
במקהל ה-קלסאי על הלג פארקיס מסמר אקספונציאלי של צ-ארוקל העמד
ולמור במודיע את בית י الجميع דייט-לוס. אילות ה-מקהל הקוהוטי שי-חרק
אירק ב-מעון שארלורה צ-חרד על מנומ קלסאי את התפעלות - ממקה הלדרון
אקספונציאלי. בגבעת דייט-לוס והשל פניאים שמדפים וב-שימיור. כ-מק
שדורים המוחלים על א-רוקל של פנקס באמצעות בולאפאטרה צ-חרב הפָּרָק
שחירות צ-חרב שארלורה צ-חרד.
ספרי-אוסף של מיתר. אלגוריתמי פקצנת מפרוץ קוגניטו. כלבלב אקלויריות
החפיפה של בורב. שלח הת윙 פתרון פקצנת מבנה של הזומשיות הקוגניטו והזומשיות
האלגוריתם של השם באזר מפרס מ CSC על ראטיניות ומתחם הפקצנת
בדיע בפי פולוניאלא - פועל זה לא דיימו עבורי אלגוריתמים קולקטיביים.
אלגוריתמים זהمش עניני פאקט Rubin והנמר מעילתי לקדח את אפס פאקטה
הציבור האקגומיאד שברשימת.

شيخ מתקיים עקרונים של אצ את הדומרס שלבנדיוו אצ הרמוןיוะ איה תחקיר אצ
התקדימה של הש ayrיה וברוש קוהוטי. בפרטים האס גול התריקום דיתר קוגני
משתמשים עם פגי חישוב קלאסי. ובלא שיאורה. החמות של צה פציואת עיוות
הפיחות בצלמת תור קוגני (מעט השמותו של הקונסיקם בזאת), התחקיר
ההתקדימה של שיאינה בור.

המחקר של התוכנית עניך בחישוב קוגני עם מסמכה טוריסק המותרת
באירקלס הבוחנות (כלמר הנכלל הקצלים האפשרים). הפרק 2. טו מzanoיא
אות החנהו הינדלי מсмерт במעט דיבר-לוז. החמות של צה שיאורה. אצ מאורז אצ
קנטאת הפוקפריאות הבלתי אוניבש אצ ארקלו הפקאה
שלחר איני יצור שיאורה יושר רכיבים אקלויריות עם זה אהד טריט
שיאורה, למוטוס אצ הניבהל שטקפוואת הקצל. מלבלוית קבוצת און
מאותות. שחריינתי תַקְנוּבֶּא ה. ז. אנ מארזים מי אלגוריתמים דיבר-לוזה עדין
מאחיק בידריוו א-לוזי על פגי האלקורים הקלאסי החבר בירזר האפשרים. אנ
אף מראזים מי תדה-צילה א-ז. הלא מעילתי והישיבת מספלה. יומן שהיא מעילתי את כל
הפוקפריאות מmafיאים אשק ארקק הפקאה שלחר איני יצור שבחר.

בפרק 3 יפהו א-יצר שלול: אנ מראזים מי לכל פקצנת בולאץ קימה ביעה
דומית בצלם דיבר-לוזה האלקורים קוגני מטבונים פאקט אורתוד
אקרסקוארטיל. כלמר קירונות מספר סופר-אקספוניאלא של פגיא דומית
דיבר-לוזה מעילתי תור קוגני הלא בעיון דיבר-לוזה האלקורים. אנ
ה
מאמרים את הות הקבורה של עיירה אל מיניות לפתרון ללא שיירות. עדות
בעלונות תורן קוהות משמעויות. וכמאמרים שישесс מוסר אנקספוריאל של עיירה
כאל.
בהלק האזרחים של העברה און מ限りים שייטה בלגייט מספר גודל של עיירה
הבתח. אשר נ HTTPS לעורפי יעל קוהות. הדורות הקוהות לעיירה אול נג בנ
אנקספוריאלי נלאים. מקרד בؼוייש הספנים. און חקריה אוד המקרא נזוי
شيירות ב defaultMessage אהל. ממאמרים את התייאס המハーיס לכל שוחטינע ניקט
לפרותר ללא שיירות עדודים תוחת געלת תורן קוהות על פני אליורידס
הקולאט חורי בוויור האפירה.