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Abstract

The geodesic active contour is a recent geometric approach for image segmentation, which is motivated by previous snake and geometric models. Segmentation in this model is performed by a dynamic curve which minimizes several internal and external forces. These forces smooth the curve and attract it to the boundaries of objects. The conventional framework for computing geodesic active contours is the level-set method, where the evolving contour is represented as a level-set of a surface. This gives a stable solution, which naturally handles segmentation of several objects in one image. To overcome the relatively high computational requirements of this approach, an implicit formulation is proposed, which reduces the required number of time-steps drastically. An efficient adaptive multigrid algorithm is developed and implemented for the solution of the resulting nonlinear system.

1 Introduction

Image segmentation is a basic and important task in computer vision. High quality segmentation plays a key role in higher level algorithms such as medical image analysis, pattern recognition, and tracking of objects in a sequence of images. In this paper, an innovative approach is introduced for solving the geodesic active contour flow by an adaptive multigrid method.

1.1 Geodesic Active Contour Review

The geodesic active contour, introduced in [1], is a geometric version of the snake model, which proved to be an accurate and robust segmentation and
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edge integration technique. The snake model, also known as the active contour, first introduced by Kass, Witkin, and Terzopoulos (1987) [2], is an energy minimizing curve guided by external constraint forces, which draw it towards features such as lines and edges. An important addition is the balloon force, introduced by Cohen (1991) [3], which accelerates the evolution of the snake far from the object’s boundaries. It also allows the curve to skip over weak edges. A geometric version of the active contour model was introduced by Caselles et al. (1993) [4] and Malladi et al. (1993, 1995) [5, 6]. It is independent of the curve’s parameterization, and thus intrinsic and stable. The present work is based on the geodesic active contour, introduced by Caselles, Kimmel and Sapiro (1995, 1997) [7, 1]. The geodesic approach to object segmentation links between the snake model and the geometric active contours. Minimal distance curves are computed using the Osher and Sethian level-set approach (1988) [8]. This method treats evolving curves implicitly, by embedding the propagating interface as a level-set of a higher-dimensional function. In our case, the curve is embedded as an equal height contour of a surface. The curve’s flow is computed by a numerical algorithm on a fixed grid. This approach easily handles segmentation of several objects, since, even if the curve splits, its level-set implicit surface representation remains continuous.

Recently, the geodesic active contour flow was solved by Goldenberg et al. [9]. They use an unconditionally stable Additive Operator Splitting (AOS) numerical scheme [10] to implement a fast version of the geodesic active contour model. It is applied in small regions, motivated by the Adalsteinsson-Sethian level-set narrow band approach [11], and uses a fast marching method for re-initialization.

1.2 Multigrid Review

The multigrid idea was introduced by Fedorenko (1964) [12] and generalized by Bakhvalov (1966) [13]. The first practical algorithms were introduced by Brandt in the early 70’s [14]. In [15], Brandt developed the method and introduced a nonlinear multigrid algorithm (FAS), adaptive techniques (MLAT), a discussion of general domains, a systematic application of the nested iteration idea (FMG), and a general theoretical analysis. Subsequently, multigrid methods have become popular worldwide for solving problems in various fields. [16] provides a tutorial, and [17] offers a more detailed study.

Multigrid algorithms are commonly used to accelerate the convergence of traditional relaxation methods, such as Jacobi and Gauss-Seidel, by efficiently eliminating both local (small-scale) and global (large-scale) error components, using a hierarchy of grids. The multigrid method can be combined with the so-called pyramidal approach (which is inefficient as a stand-alone technique) to yield the Full Multigrid (FMG) algorithm, which is often
optimal for discretized Partial Differential Equations (PDE).

Multigrid techniques have been used successfully for problems in image processing and vision, e.g., [18, 19, 20, 21, 22, 23, 24].

1.3 Application to the Geodesic Active Contour

We propose an implicit solution to the level-set formulation of the geodesic active contour by an adaptive multigrid method. This is a time-dependent problem, which means that we have an initial solution and a time evolution rule. Every application of the discretized evolution rule is called a time-step. The solution associated with each time-step provides an initial approximation for the next time-step. That is, at every time-step we solve the same problem with a new initial condition, which is closer to the target segmentation. Explicit time-discretizations of such problems suffer from a limitation on the size of the allowable time-step magnitude, $\Delta t$, known as the CFL (Courant, Friedrichs, Lewy) restriction [25], resulting in a large number of time-steps. We therefore use an implicit formulation, which is unconditionally stable and thereby free of the time-step magnitude limitation. Hence, we can use a large $\Delta t$ and converge in just a few steps, but we need to solve a system of equations at every time-step.

Our problem involves several inherent difficulties, e.g., it is nonlinear, it contains rapidly-varying coefficients, and it is not symmetric. These properties guide our algorithmic preferences.

In Section 2 we present the numerical scheme, and in Section 3 we apply it to the geodesic active contour problem. Section 4 presents the adaptive multigrid approach. In Section 5 we discuss our treatment of rapidly-varying coefficients. In Section 6 we show results for several images, and Section 7 presents an application of the geodesic active contour for tracking a moving object in a movie. Section 8 contains conclusions. The discretization and a discussion of numerical stability appear in appendices.

2 The Numerical Scheme

This section presents the numerical scheme. It can be applied to other grid-based time-dependent problems, such as image diffusion. The details of the discretization are discussed in Appendix B.

2.1 Implicit Representation of Time-Dependent Problems

In a time-dependent problem, with a solution $\Phi : \mathbb{R}^2 \times [0,T] \rightarrow \mathbb{R}$, we typically have an initial condition $\Phi^0$ at $t = t_0$, and a time evolution rule $\Phi_t$, which drives $\Phi$ towards some steady state. We shall denote by $\Phi : \mathbb{R}^2 \rightarrow \mathbb{R}$, with or without superscripts, snapshots of $\Phi$ at specific times. A classical
scheme for time-dependent problems is the explicit (Forward Euler) scheme
\[ \Phi^{n+1} = \Phi^n + \Delta t \Phi_t^n, \]  
(1)

where \( \Delta t \) is the magnitude of the time-step and \( \Phi^n \) is the solution at time \( t = t_0 + n\Delta t \). The evolution rule \( \Phi_t^n \) is generally a spatial PDE for \( \Phi \). Explicit numerical schemes significantly limit the magnitude of \( \Delta t \), due to the CFL restriction [25], and usually require a large number of time-steps in order to converge. However, the solution at every time-step is computed easily.

An implicit (Backward Euler) scheme is given by
\[ \Phi^{n+1} = \Phi^n + \Delta t \Phi_t^{n+1}. \]  
(2)

For many problems the implicit scheme is unconditionally stable (see also Appendix A), and the solution for a given time can be obtained in just a few time-steps. However, the solution at each time-step requires solving the system
\[ \Phi^{n+1} - \Delta t \Phi_t^{n+1} = \Phi^n. \]  
(3)

A common approach for solving this PDE is by discretizing on a grid, obtaining a large algebraic system of equations. These can be solved iteratively, for example, by classical relaxation methods such as Gauss-Seidel or Jacobi. The solution is advanced by using update-steps, in which we change each unknown in turn to satisfy its equation. A cycle in which we correct every unknown once is called an iteration or relaxation sweep. A major problem of the traditional relaxation methods is the slow elimination rate of global error, that is, large-scale errors which cannot be detected locally. The multigrid approach overcomes this problem.

### 2.2 Multigrid

The multigrid approach [16, 17] enables us to efficiently eliminate both local and global errors, by employing a hierarchy of grids. This significantly reduces the computational cost of solving grid-based problems.

We solve each time-step as a separate problem. The system (3) can be written more generally as
\[ A(\Phi) = F, \]  
(4)

where \( A(\Phi) \) is the left-side discretized operator, and \( F \) contains the right-side given values, that is, \( \Phi \) from the previous time-step. We start with \( \Phi \) from the previous time-step on the finest grid and perform the following recursive multigrid routine.
Multigrid Routine

- Relax on the current grid $\nu_1$ times.
- Restrict the problem to the next coarser grid.
- Execute Multigrid Routine recursively on the coarser grid $\gamma$ times.
- Correct the current grid values using the coarser grid solution.
- Relax on the current grid $\nu_2$ times.

Common values for $\nu_1$, $\nu_2$ and $\gamma$ are 1 or 2. When $\gamma=1$ the recursion is called a V cycle, and for $\gamma=2$ it is called a W cycle. The parameters are chosen for approximately optimal efficiency. The action of the relaxation is to reduce local errors, while the coarse-grid correction reduces the global ones. However, there is generally some coupling between the local and global errors. Therefore, applying more than just three or four relaxation sweeps is not cost-effective, because the coarse-grid correction will reintroduce some local errors anyway through interpolation and aliasing. For nearly all applications, including the present one, the optimal value for $\nu_1 + \nu_2$ is found to range from 2 and 4, and the differences are not great. The choice for $\gamma$ depends on how well the coarser grid problem approximates the fine-grid one. With a very good approximation, $\gamma = 1$ is optimal, and indeed this is the most common value. But when the coarse-grid approximation is weaker, as in our case (due to strongly varying coefficients), $\gamma = 2$ may be necessary for good convergence. Larger values of $\gamma$ are rarely cost-effective.

For nonlinear systems, as in the geodesic active contour, we use a multigrid version called the Full Approximation Scheme (FAS) [15]. We need to define an appropriate Restriction Routine, which transfers the problem to coarser grids, and a Prolongation Routine, which corrects the values of the finer grid using the solution of the coarser grid.

After the initial relaxation on the fine grid, we obtain an approximation to the solution, which we denote $\hat{\Phi}$. The error $E$ is defined as

$$E = \Phi - \hat{\Phi}. \quad (5)$$

The Residual $R$ is defined as

$$R = F - A(\hat{\Phi}) = A(\Phi) - A(\hat{\Phi}) = A(\hat{\Phi} + E) - A(\hat{\Phi}). \quad (6)$$

We thus have

$$A(\hat{\Phi} + E) = R + A(\hat{\Phi}), \quad (7)$$

which we use to obtain an approximation to $\hat{\Phi} + E$. This process is carried out on a coarser grid, after $E$ has been smoothed by relaxation.
Henceforth, $(\cdot)_\downarrow$ denotes (fine to coarse) restriction, typically full weighting, and $(\cdot)_\uparrow$ denotes (coarse to fine) prolongation, bilinear interpolation. The subscript $l$ is used to define the grid level, where $l+1$ is the next-coarser grid-level, and $l = 0$ at the finest grid.

The Restriction and Prolongation Routines which follow from (7) are

**The Restriction Routine**

Initialize $\Phi_{l+1}$ values

$$\tilde{\Phi}_{l+1} \leftarrow (\tilde{\Phi}_l)_\downarrow.$$  \hspace{1cm} (8)

Initialize $F_{l+1}$ values

$$F_{l+1} \leftarrow A_{l+1}((\tilde{\Phi}_l)_\downarrow) + (R)_\downarrow.$$  \hspace{1cm} (9)

**The Prolongation Routine**

After we solve the problem approximately on the coarser grid, we correct the fine-grid approximation by

$$\tilde{\Phi}_l \leftarrow \tilde{\Phi}_l + (E_{l+1})_\uparrow,$$  \hspace{1cm} (10)

where

$$E_{l+1} = \Phi_{l+1} - (\tilde{\Phi}_l)_\downarrow.$$  \hspace{1cm} (11)

We follow this by $\nu_2$ fine-grid relaxation sweeps.

### 2.3 Schedule of Time-Dependent Problems

At each time-step, we solve a system of equations of the form (3), using one or more multigrid cycles. The total number of time-steps can be fixed (pre-determined) or it may depend on some stopping criterion. The present application did not require any elaborate stopping criteria, as an approximate steady state was always reached, in our examples, in five time steps or less. The is no reason to reduce the residuals to very small values, as these indicate some global error measure, which is not very relevant to the segmentation problem. Once an approximate steady state is reached and maintained, there is no reason to continue with the time-stepping, as any further improvement in the solution to the system yields no discernible improvement in the segmentation.

We only require an approximate solution at each time-step, because it is only used as an initial approximation for the next time-step. Therefore, one or a few multigrid cycles per time-step suffice.

In Figure 1 we show the schedule of a problem which is solved in three time-steps. In each time-step we apply two multigrid cycles. In each step of the cycle we can calculate the residual (6) and thereby estimate how far we are from the desired solution. In the lower part of Figure 1 we show

---

1 Full weighting is the (scaled) transpose of bilinear interpolation.
the typical behavior of the residual norm. The multigrid cycles reduce the residuals, but there is some increase with every new time-step, because the right-hand side changes. Overall, the residuals are reduced in time as the solution tends to a steady state.

Figure 1: $TS_i$ - time-step $i$, $MC_{ij}$ - multigrid cycle $j$ of time-step $i$, $R$ - Restriction Routine, $P$ - Prolongation Routine

### 3 The Geodesic Active Contour

The segmentation of image $I$, is given by the curve $C$ which brings the geometrical functional,

$$\int_C g(C(s)) ds + \alpha \iint_\Omega g da,$$

(12)

to a local minimum, where $s$ is the arc-length parameterization of the curve $C$, $g$ indicates the presence of edges in the image, $\Omega$ is the area in the interior of the curve, and $\alpha$ is a parameter that controls the ratio between the two terms. Note that this functional is geometric, and therefore independent of the parameterizations. A simple implementation of $g$ for the image $I$ can be

$$g(x, y) = \frac{1}{1 + |\nabla I(x, y)|^2}.$$  

(13)

Here, $g$ has values close to 0 where edges exist, and higher values, close to 1, elsewhere. The function $g$ is the main input of the problem, and a good $g$, which captures the features of edges and contains minimal noise, is necessary for an accurate segmentation.
The Euler-Lagrange equations of (12) yield the following steepest-descent evolution rule:

\[ C_t = (\kappa g - \langle \nabla g, \vec{N} \rangle + \alpha g) \vec{N}, \]

(14)

where \( \kappa \) is the curvature of \( C \), and \( \langle \nabla g, \vec{N} \rangle \) is the inner product of the normal vector of \( C \) and the gradient vector of \( g \). In order to efficiently implement the evolution so that we have a stable solution which handles curvature singularities and topological changes of the curve \( C \), as in the case where there are several objects in the image, we use the Osher-Sethian level-set method [8], whereby the propagating interface is embedded in a higher dimensional function; see Figure 2 for an illustration.

\[ \text{(a)} \quad \text{(b)} \]

Figure 2: Level-set illustration: (a) the curve (b) the curve embedded as a level set of a function.

The evolution \( C_t(s, t) \) of the curve \( C \) becomes, in its level-set formulation, the evolution \( \Phi_t \) of the function \( \Phi(x, y; t) \),

\[ \Phi_t = g \text{div} \left( \frac{\nabla \Phi}{|\nabla \Phi|} \right) |\nabla \Phi| + \langle \nabla g, \nabla \Phi \rangle + \alpha g |\nabla \Phi|. \]

(15)

From the function \( \Phi \), we can extract the curve \( C \) using the appropriate level-set, that is, the set of points \((x, y)\) which satisfy \( \Phi(x, y) = \text{const} \).

3.1 The Semi-Internal, Semi-External and Balloon Forces

We refer to the first part of (15),

\[ \mathcal{I} = g \text{div} \left( \frac{\nabla \Phi}{|\nabla \Phi|} \right) |\nabla \Phi|, \]

(16)

as a semi-internal force which causes the active contour to flow by its weighted curvature vector and minimize its length. This force causes the curve to be smoother and simpler. The second part of (15),

\[ \mathcal{E} = \langle \nabla g, \nabla \Phi \rangle, \]

(17)
is a semi-external force which attracts the active contour to the locations of low \( g \), which are the boundaries of the objects in the image. The third part,

\[
B = \alpha g |\nabla \Phi|,
\]

is called the balloon force. It accelerates the motion of the active contour when it is far from object boundaries. One problem that arises when using the balloon force is that the contour may overshoot significant boundaries. Therefore, we turn off the balloon force near boundaries. Accordingly, we change (18) to

\[
B = \tilde{g} |\nabla \Phi|,
\]

where \( \tilde{g} \) uses a location-dependent indicator that detects boundaries of objects. A simple possible implementation of \( \tilde{g} \) is a threshold of \( g \),

\[
\tilde{g} = \begin{cases} 
\alpha g & \text{if } g(x,y) > T \\
0 & \text{otherwise} 
\end{cases}.
\]

The flow \( \Phi_t \) is given by the sum of the semi-internal force, the semi-external force and the weighted balloon force,

\[
\Phi_t = (I + E + B).
\]

We can express \( I \), \( E \) and \( B \) explicitly as

\[
I = g \left( \frac{\Phi_{xx} \Phi_y^2 - 2 \Phi_x \Phi_y \Phi_{xy} + \Phi_{yy} \Phi_x^2}{\Phi_x^2 + \Phi_y^2} \right),
\]

\[
E = \Phi_x g_x + \Phi_y g_y,
\]

\[
B = \tilde{g} \sqrt{\Phi_x^2 + \Phi_y^2}.
\]

The function \( \Phi \) is defined on a uniform two-dimensional grid, and we use finite differences to approximate its derivatives.

Two additional considerations need to be addressed:

- The denominator of (22) vanishes where the gradient of \( \Phi \) is equal to zero. In order to avoid division by zero we add a small positive constant, \( \epsilon \), to the denominator.

- In order to achieve a stable discretization of the semi-external force, we use upwind discretization for \( \Phi_x \) and \( \Phi_y \) (see e.g. [26]).

At this point the general mathematical model of the geodesic active contour flow, \( \Phi_t \), is well defined. Next, we consider how to evolve \( \Phi \) efficiently towards the desired solution.
3.2 Implicit Representation of the Geodesic Active Contour

Application of the implicit scheme, (3), to the evolution, (21), produces a nonlinear system of equations,

\[ \Phi^{n+1} - \Delta t (I + E + B) = F, \]  

where \( F \) is \( \Phi^n \). We use second-order central differences to discretize first and second derivatives, except for the first derivatives in the semi-external force, for which we use first-order upwind differences (with the “wind direction” determined by the signs of the derivatives of \( g \)). For each grid point there is one unknown and one equation. Each unknown represents the value of \( \Phi \) in the new time-step and every equation includes nine unknowns (at the point itself and the eight neighboring points) satisfying the discrete form of (25).

3.3 The Update-Step

In order to perform the update-steps in the relaxation, we must isolate \( \Phi_{i,j} \) in (25). It turns out that this can be done explicitly, because \( \Phi_{i,j} \) appears linearly in the \((i,j)\)th equation, even though the system is nonlinear. The relaxation is carried out by scanning the variables in some prescribed order, and updating each variable \( \Phi_{i,j} \) in turn so as to satisfy its equation.

3.4 Pyramid of the Edge Indicator Function

Since we must discretize our problem on every grid-level, we need to restrict \( g \) to all the coarse grids. The function \( g \) can be calculated directly from the input image only for the finest grid; see image (a) in Figure 3. For the coarser grids, \( g \) is calculated from the finer-level \( g \) using restriction, \( g_{l+1} \leftarrow (g_l)_{1} \); see images (b)-(d) in Figure 3.

![Figure 3: Example of a g pyramid, (a)–finest, (d)–coarsest.](image)

4 Adaptive Multigrid

In many cases it makes sense to use a fine grid only in specific locations where high precision is required. There are several different treatments for such local refinement in the multigrid framework. Two notable approaches
are the Multi-Level Adaptive Technique (MLAT) [15] and the Fast Adaptive Composite grid (FAC) [27]. Each allows the options of static refinement and dynamic refinement. In static refinement the locally-refined grids are defined prior to the solution of the problem, whereas in dynamic refinement we determine the refinement locations during the solution process according to some solution-dependent criteria. Here, we choose to use MLAT with static refinement. We choose MLAT because it is naturally compatible with FAS, which we need to employ due to the nonlinearity. And we use static refinement since we require high accuracy in the vicinity of object boundaries, which we know beforehand from the edge indicator function, $g$. See Figure 4 for an illustration.

Figure 4: An illustration of local refinement

4.1 Constructing a Grid Hierarchy

In adaptive multigrid we use a hierarchy of grids where finer grids are restricted to local sub-domains. The topmost (finest) grid is local, and we gradually descend in the hierarchy of local grids until we reach the coarsest grids, which are global.

These are the steps we perform in order to construct the grids:

- Define the sub-domains.
- Expand each sub-domain using morphological procedures.
- Define ghost points which are needed in order to provide numerical support to the interface points of the sub-domains.

To initialize the finest local grid we choose a threshold, $T$, for $g$. Every point that has a value lower than $T$ is included in the finest local grid. We
expect to obtain a band which surrounds the object boundaries. Sometimes, however, there may be additional small patches on the finest local grid, due to noise in $g$. To eliminate these, we can use the morphological procedures [28, 29]: erosion and dilation. More dilations mean more computation later, but better stability; see Figure 5.

For the relaxation update-steps in each sub-domain, all neighboring values need to be defined. For this we use ghost-values (marked white in Figure 5), which are interpolated from the next-coarser grid.

![Figure 5: Adaptive multigrid sub-domains, (a)-(c) fine to coarse; gray - points that are included in the sub-domains; white - ghost points; black - points that are not involved in any computation.](image)

### 4.2 Adaptive Multigrid Routines

We need to modify slightly the basic multigrid routines due to the use of local grids.

- **Initialization**: set the initial solution, $\Phi$, and the right-hand side, $F$, at all grid points belonging to a locally finest grid.

- **Relaxation**: calculate ghost values, and perform update-steps only in sub-domains.

- **Restriction and Prolongation**: perform in sub-domains only.

To summarize, relaxation is performed only in the sub-domains, values that are not available on a given sub-domain are interpolated from the next-coarser grid, and values at each locally-finest grid-point are initialized by values from the previous time-step. Restriction of residuals is carried out by local averaging with weights that sum up to one (see Figure 6). Away from sub-domain boundaries, we use the standard full-weighting operator (which is a scaled transpose of bilinear interpolation). At sub-domain boundaries we need to compensate for missing data which is undefined at the finer scale, in order to retain the weight-sum of one, which is required for consistency of the coarse-grid problem. Motivated by algebraic multigrid (AMG) methods [16, Chapter 8], we compensate using diagonal values—here meaning values
at the fine-grid point that corresponds to the coarse-grid point to which the residuals are being restricted. The rationale is that, after the residuals have been smoothed by the relaxation, they do not vary much between neighboring grid points, so not much is lost by representing the missing neighboring residuals by the residual at this point.

Figure 6: Restriction at the sub-domain interface; left – regular full weighting; right – restriction where not all the nine points are in the sub-domain.

4.3 Time Complexity Analysis

Here, we analyze the time complexity of the multigrid algorithm. As usual (see, e.g., [15, §6]), we neglect all but the computation required for relaxation and residual calculation, as these dominate the computational cost. We define a work-unit as a single residual calculation on the finest grid. A work unit requires about 60 operations per grid point, and it is approximately equivalent to the cost of a single explicit time-step. A single update step costs about 50% more than this, due to the splitting employed (see discretization and splitting in Appendix B). Evidently, the number of operations performed in the entire computation is proportional to the number of time-steps, denoted $N_{TS}$, and to the number of multigrid cycles per time-step, denoted $N_{MC}$. For 2D multigrid, the complexity of a single cycle in work-units, whether V cycle or W cycle, is proportional to the number of grid points. Specifically, if the number of relaxations performed before and after coarse-grid correction is $\nu_1$ and $\nu_2$, respectively, then the total number of work units is bounded by $C(\nu_1 + \nu_2)$, where $C = 4/3$ for V cycles and $C = 2$ for W cycles. (We assume here that the complete grid is used at every level; the decrease in work due to the adaptive local refinement is mentioned later). The overall work thus depends to some extent on the particular problem and initial conditions, as this affects the total number of cycles required. As we use $W(2,1)$ cycles in our implementation (see below),
the total number of work-units, \( N \), adds up to approximately

\[ N = 10N_{TS}N_{MC}. \]  

(26)

\( N_{MC} \) is a small constant number, typically two or three, while \( N_{TS} \) is problem dependent - in simple cases 3 or 4 time-steps are sufficient. In problems with several non-convex objects more time-steps are needed, but generally less than a dozen are sufficient.

To summarize, the number of operations required for obtaining the final solution using the multigrid algorithm is generally less (and often much less) than 10000 times the number of mesh-points on the finest grid, when each mesh covers the full domain. Further iterations would do not alter the solution perceptibly. In contrast to this, an explicit approach typically requires several thousands of time-steps. The number of operations decreases very significantly when the adaptive algorithm is employed, since the finer grids then cover only a small part of the domain.

5 Locally Damped Prolongation

In the multigrid FAS algorithm, the problem is discretized on all the grids. When the image contains objects with fine details, the edge indicator function, \( g \), cannot resolve these details on the coarser grids. In severe cases, the resulting poor coarse-grid approximation then impairs the convergence. Such a situation is illustrated in Figure 7, where fine details in \((g_1), (g_2)\) are not present in \((g_3), (g_4)\).

![Figure 7: Puzzle pieces g pyramids.](image)

One approach for handling this problem is by employing the Algebraic Multigrid (AMG) method [30, 31]. However, AMG is designed for linear problems, while our system is nonlinear, and moreover, the computational overhead would be very substantial for this problem. Instead, we therefore choose to use the far simpler “geometric” multigrid approach, and overcome the problem by adapting the prolongation operator. We define the difference matrix \( d \) for non-coarsest level \( l \) as

\[ d_l = |g_l - (g_{l+1})|. \]  

(27)
We expect poor coarse-grid approximations in places where $d_l$ is large, which implies that $g_{l+1}$ fails to represent $g_l$ accurately.

We use $d_l$ to construct a matrix $r_l$, which is used to locally damp the prolongation.

$$r_l = 1 - (\alpha(d_l) + \beta),$$

(28)

where $\alpha$ and $\beta$ restrict $r_l$ to the range $[0, 1]$. The highest value in $(d_l)$ receives the value 0 and the lowest value receives the value 1. $(d_l)$ is equal to $d_l$, smoothed by a Gaussian with variance $\sigma$. Figure 8 shows $r_l$ for three grids. With the damped prolongation, the false coarse-grid corrections are avoided.

![Figure 8: Puzzle pieces prolongation damping matrix, $r_l$.](image)

In Figure 9 we see the effects of prolongation damping. Without the damping, there is loss of detail, but the damping results in an accurate segmentation.

### 6 Results

In this section and the next we report results obtained with the multigrid algorithm for several test cases. The total number of multigrid cycles required for reaching the approximate steady state never exceeded a dozen. On a standard 1GHz PC the CPU time required was about one second per time-step, hence typically two to four seconds per application. In contrast, traditional explicit schemes require several minutes to converge to the same solutions.

![Figure 9: (a) - segmentation without prolongation damping, (b) - segmentation with damped prolongation.](image)
6.1 A Simple Case

First we demonstrate the efficiency of the multigrid approach on a simple example, with two clear convex objects. We compare the first four time-steps, using a different number of grid-levels in each case.

In Figure 10, we show the input image, (a), its $g$ function (b), and the initial contour, (c). In Figure 11 we see that the multigrid algorithm has a significant effect on the convergence rate. The only difference between the four cases is the number of grid-levels employed. In all cases, the number of time-steps is $n = 4$, the number of multigrid cycles is $c = 3$ (we use W cycles), the number of pre-relaxations is $\nu_1 = 2$, and the number of post-relaxations is $\nu_2 = 1$.

In the first test we use a single grid-level. The number of relaxations in every time-step is $c(\nu_1 + \nu_2)$, which is identical to the number of relaxations on the finest grid in the multi-level cases (to yield a “fair” comparison). The results of the first four time-steps, which are presented in Figure 11 (a1)-(a4), show that the differences between successive iterations are small and $\Phi$ is very far from its final solution, even after the fourth time-step.

In the second test we add a second grid-level. The results of the first four time-steps, presented in Figure 11 (b1)-(b4), are better than those of the first test. The propagating interface of $\Phi$ starts to capture the objects’ boundaries.

In the third test we use three grid-levels. The results for the first four time-steps, presented in Figure 11 (c1)-(c4), are significantly better than those of the second test. The propagating interface of $\Phi$ now captures the objects’ boundaries in the fourth time-step.

In the fourth test we use four grid-levels. The results for the first four time-steps are presented in Figure 11 (d1)-(d4). The propagating interface of $\Phi$ captures the objects’ boundaries in the third time-step. Note that if we add more time-steps after the convergence, the solution does not change.

6.2 Real-Life Examples

The geodesic active contour finds a local minimum for the propagating interface, in which the problem’s main input is the edge indicator $g$ function. We focus on constructing an efficient method for computing the contour,
subject to a given $g$ function. However, we also need to obtain an appropriate $g$ function. A noisy $g$, or one that fails to represent the goal well, may cause the active contour to be attracted to false edges in some cases, or may skip over weak edges in others. In order to obtain a good $g$ function, we first enhance the input image with an anisotropic diffusion (Beltrami flow [32]), which reduces noise while preserving edges. Alternative methods exist. One such method employs an adaptive $g$, in which edges are amplified in low variation areas, and are weakened in high variation areas. Another method gets user input, which provides an initial estimation that bounds the final solution.

We present three test cases: Two images of galaxies, and one medical image. The sizes of the images are $257^2$ pixels. For the galaxies, we compare the computation time of the non-adaptive scheme and the adaptive scheme. The computational improvement of the adaptive approach is proportional to the area of the local grids, compared to the area of these grids before refinement. In these cases we achieved approximately 40% savings in time by using the adaptive approach. In cases where the local grids’ area is smaller, we find greater improvements. We ran the cases on a standard 1GHz PC, taking about one second per time-step.

In the third case, we show segmentation of a medical image, IVUS (Intra Vascular Ultrasound). The objective is to capture the vein’s inner and outer walls. This time, we apply the active contour so that it expands outwards, by assigning a negative value to the weighted balloon force. The initial condition is the ultrasound sensor at the center of the vein. We perform two time-steps to reach the vein’s inner wall. In order to reach the outer wall’s
solution we expand the inner wall’s solution (by performing a morphological dilation procedure). In order to avoid converging to the inner wall again, we give the edge indicator function a value of 1 (no edge) in the area of the expanded inner solution. We then perform two additional time-steps and reach the outer wall as a second solution.

Figure 13: Results for IVUS
(a) input image of the vein, the sensor located in the center (b) the corresponding edge indicator function (c) output image: the white contours capture the inner and the outer walls.
7 Object Tracking in a Movie

In this section we present an implementation of the geodesic active contour in a sequence of images, in order to track a moving object. We first produce a simple Motion Detection Image (MDI) for each frame in the sequence of images. We then apply the geodesic active contour to the MDI in order to track the moving object(s).

7.1 Generating the Motion Detection Images

We assume a fixed camera and no significant global changes from frame to frame except for the moving object(s). For each frame in the sequence of images we produce its corresponding MDI, which presents the regions of change. We begin by computing the difference images, of the previous frame, $diff_{i,i-1}$, and of the frame, $diff_{i,i+1}$ (see Figure 14). The input images and $diff_{i,i-1}$ and $diff_{i,i+1}$ are then enhanced with the Beltrami flow, which selectively smooths the image while preserving edges. We use the two difference images to generate the MDI, which is basically a binary image indicating for each pixel whether it belongs to an area of change. A simple condition on the difference images is used, where the minimum value of the corresponding pixels is higher than a certain threshold, and the product of these pixels is higher than another threshold. If so, we put 1 in the corresponding pixel of the MDI; otherwise we set it to 0. Finally, we smooth the binary MDI image with a Gaussian, which reduces the isolated changes and widens the edge support from one pixel in a binary image to several pixels.

7.2 Applying the MGAC to the Motion Detection Images

The multigrid geodesic active contour scheme is an effective tool for segmentation when processing on MDI. Most of the MDI is empty (black); see Figure 14. Thus, the adaptive scheme, which saves computations at empty regions, is highly efficient. The propagating active contour quickly closes in on the objects and captures them. Segmenting a sequence of images can be even more efficient if there is a known limit on the object’s movement from frame to frame, where the initial condition for a frame can be a dilation of the solution for the previous frame.

Figure 14 presents the process of tracking a moving object. The images in the upper row are three successive images in a movie, the images in the middle row are the difference images and the MDI. In the bottom row we present the final result which is the level set of $\Phi$ combined with the frame $i$. 
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8 Conclusions

An efficient numerical scheme for solving time-dependent problems in image analysis has been presented. It consists of an implicit formulation of a time-dependent problem and a multigrid solver. We have also used this scheme effectively in other time-dependent problems, in particular, the single channel Beltrami flow, [32], which is an anisotropic diffusion filter that we use to enhance the input images.

The solution depends on the quality of the edge indicator function, and on its ability to represent the edges of the objects in the image. Noisy or false edges can attract the active contour to a spurious solution; alternatively, the active contour may skip over significant edges. In this work we focus on solving the active contour subject to a given simple edge indicator. Further work should concentrate on how to obtain a good edge indicator function.

The edge indicator function strongly affects the coefficient matrix of the problem. The matrix consequently often contains rapidly changing values.
This makes it difficult to approximate on coarse grids and may lead to inaccurate coarse-grid solutions, which impair convergence. We overcome this problem by damping the prolongation in regions where the edge indicator function is not approximated well on the coarse grid.

9 Appendix A

Here we show the unconditional stability of the implicit approach, for time-dependent problems which are derived from the minimization of a functional. Consider a generic minimization problem of finding a vector \( \Phi \) which minimizes some convex functional, \( J(\Phi) \). Given an approximate solution after time-step \( n \)—\( \Phi^n \)—the \( n+1 \)st implicit time-step can itself be written as the minimization problem:

\[
\Phi^{n+1} = \text{argmin}_\phi \left[ J(\phi) + \frac{1}{2\Delta t}(\phi - \Phi^n)^2 \right]. \tag{29}
\]

[To see the equivalence, note that the solution satisfies \( \Delta t J'(\Phi^{n+1}) + \Phi^{n+1} = \Phi^n \); compare to (2), with \( \Phi^{n+1}_t \equiv -J'(\Phi^{n+1}) \). Since \( \Phi^{n+1} \) is the minimizer, if we substitute \( \Phi^{n+1} \) for \( \phi \) in the functional on the right side of (29), the result cannot be larger than what we would get by substituting anything else, in particular, \( \Phi^n \), hence,

\[
J(\Phi^{n+1}) + \frac{1}{2\Delta t}(\Phi^{n+1} - \Phi^n)^2 \leq J(\Phi^n). \tag{30}
\]

Evidently, therefore, \( J(\Phi^{n+1}) \) is strictly smaller than \( J(\Phi^n) \), so the functional is decreased at each time step unless a steady state has been reached. This proves that the implicit procedure is unconditionally stable.

Of course this holds strictly only if the discrete problem is itself a minimization of a functional, for example, if the functional itself is discretized, and a minimum is then sought. In the present application we chose instead to discretize the Euler-Lagrange equations in order to reduce the cost of the discrete problem. Thus, strict monotonicity of convergence is not assured in our case, but the process nevertheless remained stable.

10 Appendix B

Here we describe the discretization and relaxation of (25). We perform Gauss-Seidel relaxation sweeps, whereby the variables are scanned and each variable, \( \Phi_{i,j} \) is updated according to its neighbors. Although the equations are nonlinear, it turns out that, given our discretization (see below), the relation between \( \Phi_{i,j} \) and its neighbors allows us to extract it explicitly without requiring the solution of a local nonlinear problem. That is, at each grid-point, \( (i,j) \), each term in the discretized (25) can be split in the form
\( A_{\text{free}} + \Phi_{i,j} A_{\text{bound}} \), where \( A_{\text{free}} \) and \( A_{\text{bound}} \) are independent of \( \Phi_{i,j} \). We next describe the discretizations of each of the terms in this form.

### 10.1 Splitting the Internal Force

Here we use central finite differences approximations, so \( \Phi_{i,j} \) appears only in \( \Phi_{xx}(i,j) \) and in \( \Phi_{yy}(i,j) \). Therefore, splitting (22) yields

\[
\mathcal{I}_{\text{free}} = g_{i,j} \left( \frac{\Phi_{i+1,j} + \Phi_{i-1,j} - 2\Phi_{i,j}}{h^2} \right) \Phi_{yy} + \frac{\Phi_{i,j} \Phi_{xy}}{h^2} \Phi_{xx},
\]

\[
\mathcal{I}_{\text{bound}} = g_{i,j} \left( \frac{-2(\Phi_{xx} + \Phi_{yy})}{h^2} \right),
\]

\[
\mathcal{I} = \mathcal{I}_{\text{free}} + \Phi_{i,j} \mathcal{I}_{\text{bound}}.
\]

Here, the derivatives are approximated by the usual second-order accurate central differences.

### 10.2 Splitting the External Force

In order to achieve a stable solution for this force, we need to use upwind differences for the first derivatives in (23). This is done by using \( \Phi_x^+ \) if \( g_x > 0 \), and \( \Phi_x^- \) otherwise. The same form applies for \( \Phi_y \). Here,

\[
\Phi_x^+(i,j) \approx \frac{\Phi_{i+1,j} - \Phi_{i,j}}{h},
\]

\[
\Phi_x^-(i,j) \approx \frac{\Phi_{i,j} - \Phi_{i-1,j}}{h},
\]

\[
\Phi_y^+(i,j) \approx \frac{\Phi_{i,j+1} - \Phi_{i,j}}{h},
\]

\[
\Phi_y^-(i,j) \approx \frac{\Phi_{i,j} - \Phi_{i,j-1}}{h}.
\]

We define the signs of \( g_x(i,j) \) and \( g_y(i,j) \) as follows:

\[
s_gx(i,j) = \begin{cases} 
1 & \text{if } g_x(i,j) > 0 \\
-1 & \text{otherwise}
\end{cases}
\]

\[
s_gy(i,j) = \begin{cases} 
1 & \text{if } g_y(i,j) > 0 \\
-1 & \text{otherwise}
\end{cases}
\]

The discretization of (23) now reads

\[
\mathcal{E} = g_x(i,j) s_gx(i,j) \frac{-\Phi_{i,j} + \Phi_{i+1,j}}{h} + g_y(i,j) s_gy(i,j) \frac{-\Phi_{i,j} + \Phi_{i,j+1}}{h},
\]

and the splitting of (34) is given by

\[
\mathcal{E}_{\text{free}} = g_x(i,j) s_gx(i,j) \frac{-\Phi_{i,j} + \Phi_{i+1,j}}{h} + g_y(i,j) s_gy(i,j) \frac{-\Phi_{i,j} + \Phi_{i,j+1}}{h},
\]

\[
\mathcal{E}_{\text{bound}} = -\left( \frac{s_gx(i,j) g_x(i,j) + s_gy(i,j) g_y(i,j)}{h} \right),
\]

\[
\mathcal{E} = \mathcal{E}_{\text{free}} + \Phi_{i,j} \mathcal{E}_{\text{bound}}.
\]
10.3 Splitting the Balloon Force

The central-differenced balloon force is free of $\Phi_{i,j}$, so no splitting is needed and it is all “free”.

10.4 The Update-Step

As already mentioned, in the update-step we change the value of each variable $\Phi_{i,j}$ in turn such that it satisfies its local equation. The discretized (25) now reads

$$\Phi_{i,j}(1 - dt(I_{\text{bound}} + E_{\text{bound}})) - dt(I_{\text{free}} + E_{\text{free}} + B) = F_{i,j}. \quad (38)$$

Isolating $\Phi_{i,j}$ we have

$$\Phi_{i,j} = \frac{F_{i,j} + dt(I_{\text{free}} + E_{\text{free}} + B)}{1 - dt(I_{\text{bound}} + E_{\text{bound}})}. \quad (39)$$
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