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Abstract

Repair-based search algorithms start with an initial solution and attempt to improve it by iteratively applying repair operators. Such algorithms can often handle large-scale problems that may be difficult for systematic search algorithms. Nevertheless, the computational cost of solving such problems is still very high. We observed that, many of the repair steps applied by such algorithms are redundant in the sense that they do not eventually contribute to finding a solution. Such redundant steps are particularly harmful in repair-based search, where each step carries high cost due to the very high branching factor typically associated with it.

Accurately identifying and avoiding such redundant steps would result in faster local search without harming the algorithm’s problem-solving ability. In this paper we propose a speedup learning methodology for attaining this goal. It consists of the following steps: defining the concept of a redundant step; acquiring this concept during off-line learning by analyzing solution paths for training problems, tagging all the steps along the paths according to the redundancy definition and using an induction algorithm to infer a classifier based on the tagged examples; using the acquired classifier to filter out redundant steps while solving unseen problems.

Our algorithm was empirically tested on instances of real-world employee timetabling problems (ETP). The problem solver to be improved is based on one of the best methods for solving some large ETP instances. Our results show a significant improvement in speed for test problems that are similar to the given example problems.

1. Introduction

One of the most important techniques developed in the field of Artificial Intelligence is problem solving by searching in state spaces. For some problems, the goal of the solver is to find a path from an initial state to a final state. Many search algorithms have been devised to find a low-cost or lowest-cost solution path.

In many other problems, however, such as scheduling, timetabling and VLSI design, the particular path to the goal or its cost are irrelevant. The goal in such problems is to find a solution state that satisfies given constraints or to find a best solution state according to a
given optimization criterion. Such problems are solved in many cases by using repair-based methods (Zweben, 1990; Duncan, 1990; Minton et al., 1992; Baptiste et al., 1995; Schäfer, 1996; Schäfer and Meisels, 1999). These methods start with a complete suboptimal solution and attempt to improve the solution by local repair operators. Examples for such methods are hill climbing, simulated annealing (Kirkpatrick et al., 1983) and tabu search (Glover, 1989).

Local search algorithms can often handle large-scale problems that may be difficult for systematic search algorithms (Minton et al., 1992). Nevertheless, the computational cost of solving such problems is still very high. We observed that, many of the repair steps applied by such algorithms are redundant in the sense that they do not eventually contribute to finding a solution. Such redundant steps are particularly harmful in repair-based search, where each step carries high cost due to the very high branching factor typically associated with it.

Assume, for example, that we try to solve an instance of the Traveling Salesperson Problem (TSP) by iterative repair. We start with a suboptimal tour and iteratively repair it by removing two of its edges and replacing them with the two edges that complete it into a legal tour (Lin and Kernighan, 1973). To avoid local minima we allow also replacements that do not change the tour cost. Figure 1 shows a TSP instance. Figure 2(a) shows a sequence of steps leading to a solution generated by the above algorithm. The first step is redundant since removing it would have still resulted in a solution as demonstrated in Figure 2(b).

![Figure 1: A TSP instance](image)

Accurately identifying and avoiding such redundant steps would result in faster local search without harming the algorithm’s problem-solving ability. In this paper we propose a speedup learning methodology for attaining this goal. Our methodology is based on the following steps:

1. Defining the concept of a redundant step.

2. Acquiring this concept during off-line learning by analyzing solution paths for training problems, tagging all steps along the paths according to the redundancy definition, and using an induction algorithm to infer a classifier based on the tagged examples.

3. Using the acquired classifier to filter out redundant steps while solving unseen problems.
Figure 2: Applying iterative repair to a TSP instance. Figure (a) shows the sequence leading to an optimal tour. Figure (b) shows the results of applying the sequence without the first redundant operator.

Our work builds on previous inductive speedup learning methods by Langley (1983), Mitchell, Utgoff, and Banerji (1984), Tadepalli and Natarajan (1996), and Briesemeister, Scheffer, and Wysotzki (1996). In Section 5 we explain the differences between these approaches and ours. Our algorithm was empirically tested on instances of real-world employee timetabling problems (ETP). The problem solver used as input is based on an algorithm developed by Schaefer and Meisels (1999), which is considered to be among the best methods for solving some large ETP instances. Our results show a significant improvement in speed for test problems that are similar to the given example problems.

Section 2 presents our general learning methodology. Section 3 describes the application of this methodology to ETP, including the set of features used by the induction algorithm. Section 4 describes the empirical evaluation of the algorithm on two real ETPs. Finally, in Section 5, we compare our approach to alternative speedup learning approaches and present our conclusions.

2. Speedup Learning for Repair Based Methods by Identifying Redundant Search Steps

In this section we give some background about local search and describe our algorithms for utilizing and learning the redundancy concept.
procedure LocalSearch(s_0, GOAL, O)
    s ← s_0
    Repeat until GOAL(s) do
        begin
            O_s ← \{ o ∈ O \mid s ∈ Dom(o) \}\; legal operators in s
            o ← Select(O_s, s)
            s ← o(s)
        end
    return s

Figure 3: A general scheme for local search

2.1 Local search algorithms

We start with a formal description of the local search approach. Let \( S \) be a set of states. Let \( s_0 \) be a start state. Let \( G \subseteq S \) be a set of goal states. Let \( O \) be a finite set of operators. An operator \( o \in O \) is a function from \( \text{Dom}(o) = \text{Dom}(o) \subseteq S \) to \( S \). If \( s \notin \text{Dom}(o) \), we define \( o(s) \) to be \( s \). Let \( \sigma = o_1, \ldots, o_n \) be a sequence of operators in \( O \). We define \( \sigma(s) = o_n(\ldots o_1(s)) \).

We assume that any local search technique must have a decision procedure for selecting one operator out of a given set of operators to apply in a given state. We denote this decision procedure as \( \text{select} \). We can now specify more precisely the general scheme of the local search. It starts with \( s_0 \). This state is usually an approximated solution state. The \( \text{select} \) procedure then repeatedly selects a legal operator and applies it to the current state until a goal state (or a resource limit) is reached. We assume that a predicate \( \text{GOAL} \) that tests for membership in \( G \) is given. The formal description of the algorithm is given in Figure 3.

Many of the local search methods can be characterized by their \( \text{select} \) procedure. Steepest-descent hill climbing selects the operator that yields the best state with respect to a given heuristic function. Simple hill climbing selects the first operator that improves the current state. Hill-climbing methods are known to be sensitive to local minima and plateaus. Simulated annealing (Kirkpatrick et al., 1983) attempts to overcome these problems by allowing selecting non-improving operators. Tabu search (Glover, 1989) avoids utilizing the last \( k \) operators used.

2.2 Local search using a redundancy filter

Local search algorithms repeatedly modify the current state in order to reach a goal state. Some of these local changes may be redundant in the sense that they do not contribute to reaching a goal state. More formally, we define a step \( \langle o, s \rangle \) to be redundant with respect to a goal \( G \) iff for any sequence \( \sigma \) of operators \( \langle o \mid \sigma \rangle(s) \in G \Rightarrow \sigma(s) \in G \).

If we could identify redundant steps, we could speed up our local search by avoiding them. Figure 4 shows the local search scheme with the redundancy test incorporated. The
procedure LocalSearch(s_0, GOAL, O, Redundant)
    s ← s_0
    Repeat until GOAL(s) do
    begin
        O_s ← \{o ∈ O | s ∈ Dom(o)\} \text{ legal operators in } s
        O_u ← \{o ∈ O_s | \neg \text{Redundant}(o)\}
        if O_u is empty then o ← Select(O_s, s)
        else o ← Select(O_u, s)
        s ← o(s)
    end
    return s

Figure 4: A general scheme for local search that avoids redundant steps

The algorithm first finds the set of operators that are legal at the current state. It then uses the redundancy predicate to filter out of this set operators that are estimated to be redundant. The select procedure is then applied to the reduced set. If the redundancy predicate is computationally expensive, we can switch the order of filtering. First the algorithm selects a window of best (or almost best) operators according to its select procedure. Then it chooses the first nonredundant operator out of this set. An example for an algorithm that uses this order of filtering is given in Section 3.

2.3 Learning the Redundancy Concept

The learning algorithm is given as input a set of training problems. It solves them and analyzes the sequences of operators that generate a solution state. It then estimates the redundancy of each step along the sequence and tags it accordingly. The tagged steps are converted to tagged feature vectors and are given to an inductive concept learner. The resulting classifier is then used as a redundancy estimator as described in Figure 4.

The algorithm in Figure 4 tests each of the legal steps for redundancy. In practice, however, we are only interested in detecting those redundant steps that might be considered useful by the problem solver. Such potentially useful steps will be selected by the select procedure. Steps which are selected by the select procedure but turn out to be redundant are called \textit{deceptively redundant}. During the learning process, we concentrate on \textit{deceptively redundant} steps by restricting our example set to steps along solution paths.

To estimate the redundancy of applying an operator o to a state s in a problem p = \langle s_0, G, O \rangle, the algorithm tests whether skipping this application would have also resulted in a goal state. More formally, let \( \sigma = o_0, \ldots, o_i, \ldots, o_n \) be a sequence of operators applied by the given local search algorithm to reach a solution state. Thus, \( \sigma(s_0) \in G \). Let \( s_i = o_0, \ldots, o_{i-1}(s_0) \). We tag \( \langle s_i, o_i, p \rangle \) as redundant iff \( o_{i+1}, \ldots, o_n(s_i) \in G \).

Note that this tagging procedure only approximates our defined concept of redundancy. We do not test whether \textit{every} solution sequence from \( o_i(s_i) \) is also a solution sequence from
but are rather satisfied with testing one such case. This is not as harmful as it seems since the particular solution tested is the one generated by the specific problem solver that the learner tries to improve. Moreover, it is necessary in complex domains where testing all possible solution sequences from a given state is impractical.

The next step is to convert each tagged step to a feature vector representation. This step requires domain-specific features to be supplied by the user. In search spaces with a standard predefined structure, such as CSP spaces, it is possible to define general features. Such features will be based on the particular representation of states and operators. In Section 3.3 we will show a set of features for ETPs.

As soon as we have a set of tagged feature vectors, we can use any of the known induction algorithms to learn the redundancy concept. Since the goal of the learning process is to speed up a problem solver, we must use a fast classifier. For example, in the experiments described in Section 4.1, we use a decision tree as our classifier.

```
procedure RedundancyLearning(TrainingProblems, Solver, Features)
    Solver is a local search algorithm which returns
    a sequence to a goal state (or ⊥ when no solution found)
    Features is a sequence f₁, ..., fₖ of feature functions.
    Examples ← {} 
    loop for p = ⟨s₀, GOAL, O⟩ ∈ TrainingProblems
        begin
            σ ← Solver(s₀, GOAL, O)
            if σ ≠ ⊥
                /* analyze solution path */
                let σ = o₀, ..., oᵢ, ..., oₙ
                loop for j from 1 to n - 1
                    begin
                        let sⱼ = ⟨o₀, ..., oⱼ₋₁⟩(s₀)
                        if GOAL(⟨oⱼ₊₁, ..., oₙ⟩(sⱼ))
                            tag ← +
                        else
                            tag ← -
                        Examples ← Examples ∪ ⟨⟨f₁(sⱼ, oⱼ, p), ..., fₖ(sⱼ, oⱼ, p)⟩, tag⟩
                    end
                end
        end
    Return(LearnClassifier(Examples))
```

Figure 5: The learning algorithm

The learning algorithm is described formally in Figure 5. The algorithm assumes that the given features are functions whose domain is a step and a problem.
2.4 Generating training problems

The goal of a speedup learning system is to improve the potential performance of the problem solver on future problems. Most learning paradigms, such as the PAC framework (Valiant, 1984), assume that the past problems and the future problems are drawn from the same fixed distribution. This implies that the past examples are considered as a set, and the order of their appearance is ignored.

Many times, however, the order of the past examples does carry some information. In particular, for many domains, each problem is produced by a modification to the previous problem. The Dynamic Constraint Satisfaction Problems (DCSP) (Dechter and Dechter, 1988) are an example of such a model. When problems are generated this way, future problems are more likely to resemble recent past problems.

In off-line learning, an automatic generation of training problems is often required. A reasonable approach to this task is to try and generate problems that are likely to resemble future problems. For the PAC-like problem model, it is reasonable to generate problems that are similar to the set of past problems regardless of their order. For the DCSP model described above, the next problem will most resemble the last problem. Therefore, this problem can be used as the basis for training problem generation. Assume that a set of atomic problem-change operators is given. In DCSP, for example, such operators can be implemented by the removal or addition of constraints. We define the distance $d$ between two problems $p_1$ and $p_2$ as the minimal number of problem-change operators required to transform $p_1$ into $p_2$. We assume that at any time $t$, a bound $B$ on the distance between the last problem $p_t$ and the next problem $p_{t+1}$ is either given or can be estimated from the sequence of externally supplied past problems $\langle p_1, \ldots, p_t \rangle$. For example, if we assume that the distance is distributed uniformly over the sequence, we can assume that

$$\max_{i=1, \ldots, t-1} \{d(p_i, p_{i+1})\} \approx \max_{i=1, \ldots, t} \{d(p_i, p_{i+1})\}.$$

Training problems can then be generated by applying to the last problem a random sequence of change operators, with length bounded by the above bound.

2.5 A general architecture for learning and using a redundancy filter

The architecture that integrates all the above modules is illustrated in Figure 6.

3. Applying Redundancy-based Speedup Learning to ETPs

In this work we are particularly interested in speeding up the solution of ETPs. We start with a description of ETPs and continue with local search techniques used to solve such problems. We then show how to apply our algorithm to speed up these search techniques. For this we describe a set of features appropriate for ETP learning.

3.1 The employee timetabling problem

Many organizations face the problem of employee timetabling, where a set of employees needs to be assigned a set of tasks in a set of fixed time shifts. The problem is typically specified by listing the set of employees with their qualifications, constraints and preferences, and the set of tasks to be fulfilled in each shift. In addition, there is commonly
a set of constraints enforced by the organization. Such problems include assignment of nurses to shifts in a hospital or assignment of production workers to shifts in a factory. Related and very similar problems are school timetabling (Junginger, 1986), and examination timetabling (Carter, 1986). Schaerf (1995) gives a survey of research in this area.

We start with an exact definition of ETP, largely based on the work of Schaerf and Meisels (1999). The Employee Timetabling Problem consists of assigning employees to tasks in shifts with fixed start and end times.

**Definition 1** An employee timetabling domain is a triplet \( \langle E, S, T \rangle \) where:

- \( E \) is a set of employees;
- \( S \) is a set of shifts;
- \( T \) is a set of tasks.

For example, in hospital timetabling, a shift can be “Tuesday morning” and a task can be “head nurse”. The set of shifts spans over a period (a week, for example).

**Definition 2** A timetabling assignment is a function \( \varphi : E \times S \rightarrow T \cup \{\phi\} \).

\( \varphi(e, s) = t \) means that employee \( e \) is assigned to task \( t \) in shift \( s \). If employee \( e \) is not assigned to any task in shift \( s \) then \( \varphi(e, s) = \phi \). In this case we say that \( e \) is assigned to the null task. Note that by the above definition an employee can be assigned to at most one task in a shift. For convenience we will represent an assignment as a two-dimensional matrix.
A timetabling constraint is a predicate over timetabling assignments. Schaerf and Meisels describe 5 types of such constraints:

- **A requirement constraint**: an overrequirement constraint is a triplet \( \langle s, t, r_{max} \rangle \) where \( s \in S \) and \( t \in T \). \( M \) satisfies such a constraint iff the number of employees assigned to task \( t \) in shift \( s \) is not more than \( r_{max} \). An underrequirement constraint is a triplet \( \langle s, t, r_{min} \rangle \). \( M \) satisfies such a constraint iff the number of employees assigned to task \( t \) in shift \( s \) is at least \( r_{min} \). For example, there must be two to four regular nurses on the Sunday evening shift.

- **An ability constraint**: a pair \( \langle e, T_e \rangle \) where \( e \in E \) and \( T_e \subseteq T \). \( M \) satisfies such a constraint iff employee \( e \) is only assigned to tasks from \( T_e \). For example, Jane can work as a nurse or as a head nurse.

- **An availability constraint**: a pair \( \langle e, s \rangle \) where \( e \in E \) and \( s \in S \). \( M \) violates such a constraint iff employee \( e \) is assigned to work in shift \( s \). For example, John cannot work on Wednesday evening.

- **A conflict constraint**: a triplet \( \langle e, s_1, s_2 \rangle \) where \( e \in E \) and \( s_1, s_2 \in S \). \( M \) violates such a constraint iff employee \( e \) is assigned to work in both shifts \( s_1 \) and \( s_2 \). For example, the organization may enforce a constraint where no employee is allowed to work in two consecutive shifts. In addition, Jane is able to work on either Saturday evening or Sunday evening but not in both shifts.

- **A workload constraint**: an overload constraint is a triplet \( \langle e, S_e, r_{max} \rangle \) where \( e \in E \) and \( S_e \subseteq S \). \( M \) satisfies such a constraint iff the number of shifts in \( S_e \) where \( e \) is assigned to work is no more than \( r_{max} \). For example, no worker is allowed to work more than two night shifts each week. An underload constraint is a triplet \( \langle e, S_e, r_{min} \rangle \) where \( e \in E \) and \( S_e \subseteq S \). \( M \) satisfies such a constraint iff the number of shifts in \( S_e \) where \( e \) is assigned to work is at least \( r_{min} \).

A timetabling problem is a pair consisting of a domain and a set of constraints. Our goal is to find an assignment that satisfies all of the constraints. An alternative goal may be to find an assignment that optimizes some criterion such as minimizing the total wages paid to employees or equalizing the workload over the set of employees. Even et al. (1976) proved that these problems belong to the class of NP-complete problems. Despite the difficulty, many methods have been developed to cope with timetabling problems. Roughly speaking, there are two principal fields that deal with these problems: Operations Research (Burns and Carter, 1985; Nanda and Browner, 1992; Schaerf, 1995), and Artificial Intelligence (Duncan, 1990; Schaerf and Schäfer, 1995; Schaerf, 1995, 1996; Meisels et al., 1996; Meisels and Lusternik, 1997; Meisels et al., 1997b,a; Banks et al., 1998; Schaerf and Meisels, 1999). The former includes linear programming, reduction to graph coloring, and network flow techniques. The latter includes genetic algorithms, local search, constraint satisfaction, and expert systems/rule-based approaches. In the next subsection we describe the local search technique proposed by Schaerf and Meisels. The problem solver our learning algorithm attempts to improve is based on this technique.
3.2 Local search for ETPs

There are quite a few local search algorithms that were applied to ETPs (Schaerf and Schaefer, 1995; Schaefer, 1996; Schaefer and Meisels, 1999; Meisels and Schaefer, 2001). The problem solver targeted by our speedup learning algorithm is based on the techniques developed by Schaefer and Meisels (1999) and applied successfully to real-life ETPs.

Since the problem-solving technique is based on the local search algorithm described in Figure 3, we need only to specify the following components: the set of search states, the set of operators, the GOAL predicate, and the decision procedure select which chooses the next operator to apply. The rest of this section describes these components.

Each search state is a complete timetabling assignment. The assignment is represented, as described in the previous section, by a rectangular $m \times n$ integer-valued matrix $M$ with a row for each employee and a column for each shift. The search space includes three types of parametrized operators:

1. **Swap**: The operator is instantiated by three parameters: shift $s$, employee $e_1$, and employee $e_2$. The instantiated operator swaps the tasks of $e_1$ and $e_2$ in shift $s$. We denote such an operator by $\text{swap}_{s,e_1,e_2}$.

2. **Insert**: The operator is instantiated by three parameters: shift $s$, employee $e$, and a non-null task $t$. The instantiated operator assigns task $t$ to employee $e$ in shift $s$. It is not legal to apply the operator if $e$ is already assigned a non-null task in shift $s$. We denote such an operator by $\text{insert}_{s,e,t}$.

3. **Delete**: The operator is instantiated by two parameters: shift $s$, and employee $e$. The instantiated operator assigns the null task to employee $e$ in shift $s$. It is not legal to apply the operator if $e$ is already assigned the null task in shift $s$. We denote such an operator by $\text{delete}_{s,e}$.

Table 1 shows the results of applying a sequence of operators on an example state (timetabling assignment).

<table>
<thead>
<tr>
<th>Start assignment table</th>
<th>Sequence of applied operators</th>
<th>End assignment table</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>$S_2$</td>
<td>$S_3$</td>
</tr>
<tr>
<td>$E_1$</td>
<td>$T_1$</td>
<td>$T_2$</td>
</tr>
<tr>
<td>$E_2$</td>
<td>$T_3$</td>
<td></td>
</tr>
<tr>
<td>$E_3$</td>
<td></td>
<td>$T_2$</td>
</tr>
<tr>
<td>$E_4$</td>
<td></td>
<td>$T_3$</td>
</tr>
</tbody>
</table>

Table 1: The effect of applying a sequence of operators to an assignment table

1. The original name given by Schaefer and Meisels is Replace. A swap operator is not the same as replace, but a simple extension of it.
procedure LocalSearch\((s_0, GOAL, O)\)
\[ s \leftarrow s_0 \]
Repeat until \( GOAL(s) \) do
  
  begin
  \[ O_s \leftarrow \{o \in O | s \in Dom(o)\} \] ;legal operators in \( s \)
  \[ O_h \leftarrow \{o \in O_s | h(o) \text{ is minimal}\} \]
  \[ o \leftarrow \text{RandomElement}(O_h) \]
  \[ s \leftarrow o(s) \]
  end
  return \( s \)

Figure 7: The GS\( H C^+ \) scheduler algorithm

Our goal is to search for a state without any violated constraints. Thus, the goal predicate checks whether the total number of violated constraints is zero.

At each iteration, the select operator must choose one operator from the set of legal operators for the current state. Our strategy first randomly selects one of the three operator types. It then applies a heuristic function on the states resulting from applying all\(^2\) operators of the selected type and selects the one with best heuristic value. The heuristic used is the minimum-conflict function (Minton et al., 1992), which counts the number of violated constraints. Schaefer and Meisels used a more complicated heuristic that also includes some look-ahead component and a shifting penalty scheme to dynamically determine the weight of each constraint type. We preferred the simpler heuristic because it proved to be faster on the tested domains and therefore a more challenging choice for speedup learning. Frequently, this heuristic results in a relatively large set of best operators. In such cases we use random tie-breaking. We refer to the algorithm described in this subsection as the GS\( H C^+ \) scheduler. The algorithm is formally described in Figure 7.

3.3 Features for ETP domains

In the previous section we described the redundancy-learning algorithm that induces a classifier based on tagged examples. For ETP, each example is a triplet \( (M, o, p) \) where \( M \) is an assignment table representing a state, \( o \) is an operator, and \( p \) is an ETP instance. In order to generalize from a training problem to future unseen problems, we convert the examples to feature vector representation. The features are usually domain-dependent. In this subsection we describe a set of features for the ETP domain. These features have been selected out of a larger group by experimenting\(^3\) on test sets.

2. Schaefer and Meisels explored various strategies for selecting a subset of the legal operators of the selected type. The strategy we employ looks at all the operators of the chosen type and corresponds to their GS\( H C \) strategy.
3. The experiments were performed on test sets other than those used for the final evaluation.
The features can be divided to two groups: *atomic* features and *compound* features. The atomic features can be categorized according to the parts of the example they pertain to:

- **state-problem** attributes are defined over a state $M$. They try to capture its characteristics with respect to the problem definition $p$. Each of the attributes of this group sums, for one constraint type, the values of its violations. For example, the *maximum-employee violations* attribute computes, for each violation of the *overrequirement* constraint, the difference between the number of employees assigned to the given task in the given shift and the maximum allowed. It then sums these differences. A high value for this feature may indicate that *swap* or *insert* operators are redundant since they do not reduce the number of such violations.

- **operator-state-problem** attributes. While attributes of the previous group consider the whole assignment table $M$, attributes in this group consider only the part of the table defined by the instantiation of the variables of operator $o$. Thus, such features focus on the part of the state that may be more relevant to the specific operator considered.

For example, assume that the operator $o$ is $\text{INSERT}_{s,t}$. The *operator-maximum-employee violations* attribute sums the number of redundant employees, according to overrequirement constraints in $p$, who are scheduled to perform task $t$ in shift $s$. A positive value for this attribute may indicate that the specific insertion is redundant since there are already enough employees in the given shift assigned to perform the given task. Note that it is quite possible that the specific insert operator is not redundant despite a positive value for this attribute. For example, it is possible that the particular employee is underloaded and the insertion allows an overloaded employee to be freed from this shift.

- **state-operator** attributes are defined over the state $M$ and the operator $o$. These attributes attempt to characterize the relations between the state and the operator regardless of the particular problem $p$. For example, assume that the operator $o$ is $\text{DELETE}_{s,e}$. The *employee workload* attribute counts the number of shifts in which employee $e$ is scheduled to work. A low value may indicate that the employee has a low workload and that the operator may be redundant.

- **operator-problem** attributes are defined over the problem $p$ and the operator $o$. These attributes attempt to characterize operator $o$ with respect to problem $p$ regardless of the particular state $M$. For example, assume that the operator $o$ is $\text{INSERT}_{s,e,t}$. The *employee-workload constraint degree* attribute counts the number of workload constraints in which employee $e$ participates.

- **problem-base-problem** attributes try to characterize the problem itself. Since there are too many possible features for describing an ETP, we restrict ourselves to features that describe the *differences* between the problem and the base problem.

The class of *compound attributes* combines pairs of continuous atomic attributes by arithmetic relations of their values. An example is the *attribute-i-bigger-than-attribute-k*
attribute, which tests whether the value of a specific attribute is bigger than the value of another specific attribute. The complete list of attributes can be found in Appendix A.

3.4 Problem-change operators for generating training ETPs

For the ETP domains used in this paper, we made several reasonable assumptions that determine the set of problem-change operators. We assume that the only type of change is a replacement of an employee by a new one. This includes changes to certain constraints of an employee. We assume that the difference between the new employee and the replaced employee is restricted as follows:

1. The set of tasks $T_{\text{new}}$ defined by the ability constraints of the new employee is similar to that of the replaced employee ($T_{\text{old}}$). Specifically, we assume that either $T_{\text{old}} \subseteq T_{\text{new}}$ or $T_{\text{new}} \subset T_{\text{old}}$ and

$$||T_{\text{new}}| - |T_{\text{old}}|| \leq \epsilon_a |T_{\text{old}}|.$$  

This means that the new employee is either more qualified or less qualified than the replaced employee, but the difference in their qualifications is bounded. Thus, for example, such a restriction could be used to prevent replacing a nurse with an engineer.

2. The number of shifts for which the new employee is available, $|S_{\text{new}}|$, defined by the availability constraints, is similar to the number of shifts for which the replaced employee is available, $|S_{\text{old}}|$. Specifically, we assume that

$$|S_{\text{new}}| - |S_{\text{old}}| \leq \epsilon_a |S_{\text{old}}|.$$  

Such a restriction could be used, for example, to prevent replacing a full-time employee with a part-time employee.

We assume that the other two types of constraints, workload and conflict constraints, are based on organizational rules and are therefore not likely to be changed often. Of course, the framework presented here does not depend on these assumptions.

3.5 Utilizing the learned classifier for ETP

After the classifier is learned, it can be used for detecting redundant steps as described in the algorithm in Figure 4. In this algorithm, we first filter the redundant operators out of the set of legal ones and then select the best operator. This approach is reasonable if the cost of applying the redundancy classifier is very low compared to the selection process. An application of a straightforward implementation of the minimum-conflict heuristic may carry a high computational cost in the ETP domain. Our implementation, however, follows an incremental approach, which yields a very efficient heuristic computation. Since a heuristic evaluation is now much cheaper than a redundancy classification, we first find the best operators according to the heuristic and then return the first best operator that is not redundant. This version of the algorithm is described in Figure 8.
procedure LocalSearch\(s_0, GOAL, O, \text{redundant})
\begin{align*}
  & s \leftarrow s_0 \\
  \text{Repeat until } GOAL(s) \text{ do} \\
  & \begin{align*}
  & O_s \leftarrow \{ o \in O \mid s \in Dom(o) \}; \text{legal operators in } s \\
  & h_{min} \leftarrow \min_{o \in O_s} h(o) \\
  & O_h \leftarrow \{ o \in O_s \mid h(o) \leq h_{min}(1 + \epsilon) \} \\
  & o \leftarrow \text{first non-redundant element in } O_h \\
  & \text{if } o \text{ is null then } o \leftarrow \text{RandomElement}(O_h) \\
  & s \leftarrow o(s) \\
  \end{align*}
\end{align*}
\begin{align*}
  \text{return } s
\end{align*}

Figure 8: The adaptive-gshc* scheduler algorithm

4. Experimental Evaluation

To test the effectiveness of our algorithm, we experimented with it in two real ETP domains. One, the hospital department problem, is timetabling of nurses in a hospital department. The other, the factory problem, is timetabling of production workers in a factory\(^1\). In the hospital department problem, there are 57 shifts in each week’s timetable and 29 employees to be assigned to a total of 105 tasks over 7 days. The factory problem has 21 weekly shifts (three per day, 8 hours each) and 50 employees to be assigned to a total of 243 tasks. Each of these problems includes several thousands of constraints. This data is summarized in Table 2. Each of the two instances is used as a base problem from which training and testing problems are generated. The exact specification of the two instances is listed in the online Appendix.

<table>
<thead>
<tr>
<th></th>
<th>hospital problem</th>
<th>factory problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employees</td>
<td>29</td>
<td>50</td>
</tr>
<tr>
<td>Shifts</td>
<td>57</td>
<td>21</td>
</tr>
<tr>
<td>Tasks</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>Employee Groups</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>Shift Groups</td>
<td>19</td>
<td>3</td>
</tr>
<tr>
<td>Required Assignments</td>
<td>105</td>
<td>243</td>
</tr>
<tr>
<td>Constraints</td>
<td>10766</td>
<td>3561</td>
</tr>
</tbody>
</table>

Table 2: Quantitative information about the two problem instances used for experimentation

\(^1\) The two problems are based on the problems described by Schaef and Meisels (1999), available at [http://www.cs.bgu.ac.il/~am/](http://www.cs.bgu.ac.il/~am/)
When representing the problems as a search space according to the scheme described in Section 3.2, the computed branching factor is about 42,000 for the hospital department problem and about 30,000 for the factory problem. The average actual branching factor (considering only nontrivial legal operators available in each search state) is 5000 for the hospital department problem and 6735 for the factory problem.

4.1 Experimental methodology

Most of the experiments described here consist of a learning phase and a testing phase. We assume the model described in Section 2.4, where the learner is given the last problem, and a bound \( B \) on the distance between the last problem and the next problem.

For testing we use a set of 100 random problems with distance bounded by \( B \) from the input problem. We use the same set throughout our experiments. The problem solver we use for testing is the \( \text{gsHC}^* \) scheduler described in Section 3.2. Since we assume that the next problem to be solved is similar to the last problem, it is reasonable to exploit the last solution for the new problem. One of the obvious ways of doing so is by using the last solution as an initial state for the next problem. We therefore use this modified scheduler with the same initial solution for all the tests.

For training, the learner gets as input the base problem, the bound \( B \), a set of change operators and a set of features. The learner generates training problems using the algorithm described in Section 2.4. To reduce variability, we use the same training set for all the experiments. The learner generates from each solution path a set of tagged examples as described in Figure 5. The examples are given to the \( C4.5 \) induction algorithm (Quinlan, 1986, 1993), which generates a decision tree classifier. This classifier is then used by the adaptive-\( \text{gsHC}^* \) scheduler algorithm for solving test problems.

To test the statistical significance of our results, we use the Wilcoxon matched-pair signed-rank test (Sachs, 1982). Unlike the \( T \) test, the Wilcoxon test is distribution free. One problem in comparing the speed of problem solvers is the bias due to the time-bound imposed by the experimenter (Segre et al., 1991). To address this problem we use the approach suggested by Etzioni and Etzioni (1994) that treats the results of such experiments as censored data. In particular, we used the most conservative approach. This approach considers as infinite the solving time of any problem in which the adaptive-\( \text{gsHC}^* \) scheduler algorithm stopped due to a resource bound.

4.1.1 Dependent variables

The goal of speedup learning is to improve the performance of the given problem solver. Therefore, the most important dependent variables are those measuring that improvement. In addition, to gain some insight about the learning process, we measure various aspects of the learned classifiers.

- **Speedup factor:** The ratio between the speed of the problem solver after learning (adaptive-\( \text{gsHC}^* \) scheduler) and the speed before learning (\( \text{gsHC}^* \) scheduler). The speed is measured by CPU time\(^5\).

---

5. We normalize the CPU time by the time required for one operator application to reduce variance due to different hardware and system load.
• **Atomic operator applications:** The number of atomic operator applications, where swap is considered as either two or four atomic applications. This variable is implementation-independent and can therefore be used by other researchers for comparison.

• **Success rate:** The portion of the test set that is solved by the tested algorithm.

• **Accuracy on test examples:** The average accuracy of the learned concept on the test set.

• **Attribute class utility:** The contribution of each class of attributes to the performance of the learning algorithm. This variable is measured by comparing performance with and without the tested set.

### 4.1.2 Independent variables

There are many independent variables that affect the performance of the learning system. For the experiments described here we look at the following variables:

- **Test distance variables:** These variables determine the degree of difference between the base problem and the test problems. To generate a test problem, a sequence of problem change operators is applied to the base problem. Such a sequence is determined by the parameters listed below (see Subsection 2.4):
  - **operator-distance variable:** the length of the problem-change operator sequence (bounded by $B$, as mentioned in Subsection 2.4).
  - **problem-change operator parameters:** the problem-change operator for an ETP includes two free parameters.  
    * $\varepsilon_q$: this parameter determines the degree of difference between the qualification set of a replaced employee and that of the replacing employee. A smaller value indicates greater similarity between the two sets.  
    * $\varepsilon_a$: this parameter determines the degree of difference between the availability set of a replaced employee and that of the replacing employee. A smaller value indicates greater similarity between the two sets.

The default values for these variables are $\varepsilon_q = 0.5$, $\varepsilon_a = 0.4$, and the operator distance is uniformly chosen from $[1, 10\%]$. For example, for the *factory problem* this range is $[1, 5]$.

- **Training distance variables:** These variables determine the degree of difference between the base problem and the training problems. The default values for these variables are $\varepsilon_q = 0.5$, $\varepsilon_a = 0.4$, and the operator distance is uniformly chosen from $[1, 10\%]$. For example, for the *factory problem* this range is $[1, 5]$.

- **Learning resources:** The most important independent variable for a learning system is the amount of resources invested in learning. The most common method of measuring learning resources in off-line learning is by counting the number of training problems. In our case this would not be a good measurement since there is a great variability in the difficulty of the training problems. Therefore we use instead the total number of tagged steps used in the classifier construction.
- **Redundancy filter selectivity**: This variable, which has the range $[0,1]$, determines when a tree leaf should be tagged as *nonredundant*. If the portion of nonredundant examples in a leaf is above that value, the leaf is tagged as *nonredundant*; otherwise it is tagged as *redundant*. The default value of this variable is 0.5.

### 4.2 Performance before learning

To give our learning methodology a fair test, we were interested in a base algorithm that has both high success rate and high speed. The **gshc** scheduler algorithm selects from $O_s$ the set of all legal operators. Schaefer and Meisels (1999) propose several methods for reducing the size of $O_s$, and therefore reducing the branching factor. We refer to the variants of the **gshc** scheduler that use these methods as follows:

- **GrHc** scheduler: Select a random operator. Apply it if it improves the evaluation of the state.
- **Grrshc** scheduler: Select a random shift. Select the best operator pertaining to the selected shift.
- **Grsshc** scheduler: Select a random shift and a random employee. Select the best operator pertaining to the selected shift and employee.

Table 3 compares the performance of the four variants for the test set of the *factory problem* in terms of time\(^6\), success rate and atomic operator applications.

<table>
<thead>
<tr>
<th>scheduler</th>
<th>Time [Seconds]</th>
<th>Success Rate</th>
<th>Atomic Operator Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>with</td>
<td>without</td>
<td>with</td>
</tr>
<tr>
<td><strong>GrHc</strong> scheduler</td>
<td>45</td>
<td>191</td>
<td>89</td>
</tr>
<tr>
<td><strong>Grrshc</strong> scheduler</td>
<td>88</td>
<td>252</td>
<td>26</td>
</tr>
<tr>
<td><strong>Grsshc</strong> scheduler</td>
<td>86</td>
<td>263</td>
<td>93</td>
</tr>
<tr>
<td><strong>Gshc</strong> scheduler</td>
<td>46</td>
<td>296</td>
<td>95</td>
</tr>
</tbody>
</table>

Table 3: Comparison of various search techniques when applied to the *factory problem*. The comparison is for time, success rate and atomic operator applications. The *with* columns give the performance of the appropriate scheduler when the solution to the base problem is used as the initial state. The *without* columns give the performance of the appropriate scheduler that finds an initial state by some greedy procedure.

We can see that the **gshc** scheduler indeed has the best combination of speed and success rate. In addition, the table shows that it is beneficial to use a previous solution when the previous and current problems are similar. We therefore use this algorithm as our base algorithm to be improved. Table 4 shows the performance of the **gshc** scheduler on the two test sets. The table also reports the the total number of constraint violations for unsolved problems and the average number of best operators in each iteration ($O_h$ in Figure 7).

---

6. The time reported is for Java running in Windows 95 on an IBM PC with a 500MHz Pentium III Processor.
### Table 4: Comparing two test sets by applying to them the gshc* scheduler. Each number represents the mean over the test sets.

<table>
<thead>
<tr>
<th></th>
<th>hospital problem</th>
<th>factory problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic operator applications</td>
<td>4500</td>
<td>4261</td>
</tr>
<tr>
<td>Success rate</td>
<td>70.9%</td>
<td>95.3%</td>
</tr>
<tr>
<td>Violations at end</td>
<td>0.59</td>
<td>0.05</td>
</tr>
<tr>
<td>Best operators per iteration</td>
<td>80</td>
<td>175</td>
</tr>
<tr>
<td>Solution length</td>
<td>2155</td>
<td>1774</td>
</tr>
</tbody>
</table>

### 4.3 Learning Curve

Our basic experiment tests the effect of the allocated learning resources on the utility of the adaptive-gshc* scheduler. The learning algorithm generates solution paths for the training problems, analyzes them and generates a set of tagged examples. These examples are used by the induction algorithm to build a classifier. We allocated enough learning resources to generate 150,000 examples.

Before using the generated classifiers, we measured their accuracy on an independent set of tagged examples and found out that it is quite accurate: 89% on the hospital department problem and 76% on the factory problem. Accurate classification, however, is not sufficient for speedup. It is quite possible that the additional cost associated with the classifier applications will outweigh its benefits. The ultimate test should therefore be the speedup gained when using the learned classifier. We run the induction algorithm 5 times - with 0%, 25%, 50%, 75% and 100% of the example set. Each time we compare the performance of the adaptive-gshc* scheduler to that of the gshc* scheduler. The learning curves showing the average speedup factor as a function of the learning resources for both domains are shown in Figure 9.

The graphs show typical learning curves with speedup factors of up to 1.5 and 3.1 for the hospital department problem and the factory problem respectively. According to the Wilcoxon test with the adjustment for censored data (as described in Subsection 4.1), the algorithm after learning (with 100% of the training data) significantly outperforms the algorithm before learning (with p=0.01).

<table>
<thead>
<tr>
<th></th>
<th>hospital problem</th>
<th>factory problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>gshc* scheduler</td>
<td>70%</td>
<td>95%</td>
</tr>
<tr>
<td>adaptive-gshc* scheduler</td>
<td>71%</td>
<td>99%</td>
</tr>
</tbody>
</table>

Table 5: The success rate before and after learning

Of course, these results would have been less impressive had the increasing speed been accompanied by reduction in the success rate of the problem solver. Table 5 shows that this is not the case. The success rate even increased slightly.

Table 6 shows the number of atomic operators before and after learning. We can see that for the factory problem, for example, the improvement measured by operator applications
Figure 9: The effect of learning resources on the speedup factor. Each number represents the mean over the test set.

<table>
<thead>
<tr>
<th></th>
<th>hospital problem</th>
<th>factory problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSHC* scheduler</td>
<td>4530</td>
<td>4260</td>
</tr>
<tr>
<td>adaptive-GSHC* scheduler</td>
<td>3020</td>
<td>1200</td>
</tr>
<tr>
<td>adaptive-GSHC* scheduler with oracle</td>
<td>1440</td>
<td>920</td>
</tr>
</tbody>
</table>

Table 6: The number of atomic operator applications before and after learning. The third row shows the results for the adaptive-GSHC* scheduler with oracle.

is a bit more than that represented by the speedup factor shown above (3.5 vs. 3.1). This difference is due to the overhead incurred by the classification process.

The third row of the table shows the results for the adaptive-GSHC* scheduler that, instead of using a learned classifier, uses an oracle that always gives the correct classification. (We use the same procedure utilized for tagging.) The number in this row can serve as a limit on the best possible improvement that can be achieved by our proposed algorithm.

One interesting phenomenon in the above result is that, while the accuracy for the hospital department problem was higher than the accuracy for the factory problem, the actual speedup for the factory problem was higher. One possible explanation is that the effect of false positives on performance is much stronger than the effect of false negatives. False positive classification adds the cost of a redundant operator application. False negative classification adds the cost of additional classification. Since in our domain the cost of an operator application is proportional to the branching factor and is therefore much higher than the cost of classification, the effect of false positives is more significant. We measured these errors and found that indeed for the factory problem the false positive error rate is smaller than for the hospital department problem—11% versus 18%.
4.4 The effect of the filter selectivity on performance

At the end of a learning phase, the learned classifier is used to filter out steps that are estimated to be redundant. In this experiment we test the effect of the sensitivity of the filter on the system performance. Figure 10 shows the speedup factor as a function of the filter selectivity.

![Speedup Factor versus Filter Selectivity](image)

Figure 10: The effect of the filter selectivity on the speedup factor

The graphs for the two problems show a similar behavior. A low value for the filter selectivity variable means a less selective filter. Such a filter will consider most of the steps as useful. Thus the likelihood of a redundant step passing through the filter and being selected is high. This is the reason for the lower performance with low values for the variable (values less than 0.5).

A high value for the variable means a more selective filter that estimates most of the steps to be redundant. The graphs show that for such high values the performance of the system deteriorates. This result seems counterintuitive at first since higher selectivity is presumed to identify nonredundant steps with higher accuracy. Looking at the algorithm described in Figure 8, however, reveals the reason for this phenomenon. If the filter does not find any useful step, it resorts to the default behavior of choosing a random step. High selectivity increases the likelihood of such incidents, which increases the chance of choosing a redundant step.

Figure 11 shows the number of atomic operator applications as a function of the filter selectivity. The graphs show patterns similar to those of the speedup factor. There is one interesting phenomenon in these graphs. Look at the graph for the factory problem at points 0.1 and 0.9. When the operator applications are compared, the performance for 0.9 is the same as for 0.1. However, when the same points on the speedup factor graph are compared, the performance for 0.9 is much worse.
Figure 11: The effect of filter selectivity on atomic operator applications

Figure 12: The effect of filter selectivity on the classifications overhead. This overhead is given by the portion of total time that is consumed by the classifications.

A careful look at the algorithm (in Figure 8) will help explain this behavior. As the selectivity increases, so does the number of times that the classifier is applied. The overhead incurred by classification increases as well. Figure 12 shows the classifier overhead as a function of the filter selectivity. Indeed, while for the selectivity default value (0.5) the classification overhead is low (about 5%), for a value of 0.9 it increases to above 17%. The reason for the difference in overhead for the factory problem and the hospital department
**problem** is that the percentage of redundant steps differs for each problem. Looking at Table 6 one can calculate the percentage of operators that are not redundant: 22% for the **factory problem** and 32% for the **hospital department problem**. Therefore, for the **factory problem**, the filter is applied more times before a nonredundant operator is found.

### 4.5 The effect of the problem-spread on the learning utility

The performance of a learning system usually depends on the similarity between its training and testing problems. In Section 2.4 we describe the model we assume for the input problems. The distance between subsequent input problems is assumed to be bounded by a parameter $B$. We assume that the learning algorithm is given $B$ and that it uses the last problem in the sequence (the base problem) to generate training problems of distance bounded by $B$. The default value of $B$ used throughout the experiments is 10%. Note that the actual distance between training and testing problems can be up to $2B$ since both types of problems are sampled from a circle of radius $B$ around the base problem.

To test the effect of $B$ on the performance of the learning system, we repeated our learning experiment with $B = 5\%$ and $B = 15\%$. The results are presented in Table 7 and Table 8.

<table>
<thead>
<tr>
<th>$B$</th>
<th>hospital problem</th>
<th>factory problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>3%</td>
<td>1.4</td>
<td>2.2</td>
</tr>
<tr>
<td>10%</td>
<td>1.5</td>
<td>3.1</td>
</tr>
<tr>
<td>15%</td>
<td>1.2</td>
<td>2.55</td>
</tr>
</tbody>
</table>

Table 7: The effect of $B$ on the speedup factor

<table>
<thead>
<tr>
<th></th>
<th>$B=3%$</th>
<th>$B=10%$</th>
<th>$B=15%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>gshc* scheduler</td>
<td>94.5%</td>
<td>95.3%</td>
<td>95.3%</td>
</tr>
<tr>
<td>adaptive-gshc*</td>
<td>97.8%</td>
<td>99.5%</td>
<td>98.1%</td>
</tr>
</tbody>
</table>

Table 8: The effect of $B$ on the success rate. The base problem is the **factory problem**.

For $B = 15\%$, the benefit of learning decreases as expected since the testing problems are less similar to the training problems. For $B = 5\%$ we anticipated that the performance would be better since the training and testing problems are more similar. The results, however, show that the speedup factor was no better. To understand the reason for this phenomenon, recall that the problem solver starts with the solution of the base problem as its initial state. Therefore, the solver will be able to efficiently solve problems that are very similar to the base problem even without learning. Consequently, the learning process has a narrower margin for improvement.

Other parameters that affect the difference are $\epsilon_q$ and $\epsilon_a$, which determine the similarity between a replaced employee and the replacing employee within a given operator. We tested the effect of these parameters on performance and discovered that larger values for these
parameters indeed yield problems with greater differences (for the same operator distance) and therefore worse performance.

### 4.6 Attribute class utility

One of the most important factors in learning system performance is the set of attributes used. In this subsection, we test the contribution of the different classes of attributes to the performance of our learning algorithm. The utility of different classes of attributes is evaluated by constructing the classifiers with and without the evaluated attribute class and comparing the speedup obtained by the two classifiers.

<table>
<thead>
<tr>
<th>attribute class</th>
<th>Speedup factor</th>
<th>Relative contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>problem-base-problem</td>
<td>2.71</td>
<td>14%</td>
</tr>
<tr>
<td>state-problem</td>
<td>1.47</td>
<td>110%</td>
</tr>
<tr>
<td>operator-state-problem</td>
<td>1.90</td>
<td>63%</td>
</tr>
<tr>
<td>state-operator</td>
<td>2.06</td>
<td>50%</td>
</tr>
<tr>
<td>operator-problem</td>
<td>1.90</td>
<td>63%</td>
</tr>
<tr>
<td>complex</td>
<td>2.44</td>
<td>27%</td>
</tr>
</tbody>
</table>

Table 9: The first column gives the speedup factor obtained by using the reduced set: the full set, without any of the attributes belonging to the appropriate class. The second column gives the ratio between the speedup factor achieved by the full set and the one achieved by the reduced set. The data is for the factory problem.

Table 9 shows the results obtained. The most important observation is that the utility of all of the classes is positive. This justifies the use of all the suggested classes of attributes.

### 5. Conclusions and Related Work

This paper presents a general framework for using machine learning methods to speed up a given local search problem solver. Our methodology is based on the observation that many solution steps generated by repair-based solvers are redundant in the sense that the changes they make do not contribute to the final solution. We achieve speedup by filtering out steps that are estimated to be redundant. The redundancy filter is induced based on tagged examples generated from solution paths of training problems. A step is tagged as redundant if skipping it would still result in a solution path.

We instantiate the above framework for employee-timetabling problems by supplying a set of step features that is used to represent examples. Our algorithm was empirically tested on two instances of a real world ETPs. While our base problem solver was quite efficient to start with, our improved problem solver was still able to speed it up by a factor of 3.1. Moreover, its problem-solving ability did not deteriorate and in fact was improved.

Previous work on speedup learning consists of two main approaches. One technique is to learn new macro operators (Korf, 1985; Iba, 1989; Markovitch and Scott, 1993; Tadepalli and Natarajan, 1996; Finkelstein and Markovitch, 1998) by composing sequences of original operators, that allow the problem solver to take “big steps” when searching. The other
technique is to learn some form of control knowledge, that will help determine which action to try next (Smith, 1983; Langley, 1983; Mitchell et al., 1984; Minton, 1988; Gratch and Chien, 1996; Tadepalli and Natarajan, 1996; Briesemeister et al., 1996; Kaelbling et al., 1996; Morris et al., 1997b,a). Control knowledge can take many forms, including evaluation functions (Zhang and Dietterich, 1995; Gratch and Chien, 1996; Morris et al., 1997b; Boyan and Moore, 2000) and control rules (Langley, 1983; Mitchell et al., 1984; Minton, 1988; Briesemeister et al., 1996; Kaelbling et al., 1996; Tadepalli and Natarajan, 1996). This knowledge, which can be used for operator selection, operator rejection or operator ordering (Minton, 1988), may be acquired by reinforcement learning (Zhang and Dietterich, 1995), weight adjustment (Morris et al., 1997b), inductive learning (Mitchell et al., 1984) and explanation-based learning (Minton, 1988).

Our method uses inductive learning to acquire rejection rules. Our algorithm uses the steps along the solution path as examples for the inductive algorithm. Several works (Langley, 1983; Mitchell et al., 1984; Tadepalli and Natarajan, 1996; Briesemeister et al., 1996) have used a similar approach for learning control rules. The most important difference between these approaches and ours is their treatment of all the solution steps as desired moves. While this approach is appropriate for general search algorithms, especially those that find low-cost solutions, it is inappropriate for local search. In local search, the solution path (which is also the search path) is usually much longer than the shortest solution. Therefore, unlike the above methods, our method considers a large percentage of the solution steps to be undesired moves.

If, for example, we would apply LEX’s methodology (Mitchell et al., 1984) to improve a repair-based ETP solver such as the one described in Section 3.2, we would have to tackle the following problems:

1. As described above, many of the steps tagged by LEX as desirable are in fact redundant and selecting them would not result in speedup.

2. Since each operator has an undo counterpart, no operator application would be considered as a negative example. Therefore, the set of negative training instances would be empty.

3. The cost of testing examples for negativity would be prohibitively high. LEX tests each step that leads off the solution: it does this by applying the problem solver, beginning from the state that resulted from applying the tested operator to the tested state. The number of times that such a test is applied is proportional to the length of the solution path times the branching factor. For problems such as those described in Section 4, the length of solution paths is in the thousands and the branching factor is in the thousands as well.

The work presented here builds on the above approaches in inductively acquiring control knowledge based on solution paths. However, to make it appropriate for repair-based methods, we introduce the new concept of operator redundancy together with algorithms for learning and using it. This concept allows us to identify and avoid operator applications that would be viewed by other methods as deceptively useful. In addition, we supply a well-designed set of features enabling the inductive learning of this concept in the ETP domain.
Speedup learning techniques have been tried mainly on artificial and toy domains. Recently, several works have attempted to apply such techniques to complex real-world problems. This work contributes to the field of speedup learning by extending the applicability of control-rule learning to repair-based search methods that are often used for complex real-world tasks such as ETPs.
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**Appendix A. Attributes**

A concept instance is a description of a problem state, an operator, and a problem definition. These variables are represented by the vector $\langle M, Op, P \rangle$, where $M$ is the assignment-table (i.e., the problem state), $P$ is the problem definition, and $Op$ is the operator. Although there are three types of parameterized operators, each operator is represented by the same vector $\langle s, e_1, e_2, t \rangle$, where $s$ indicates the shift, $e_i$ indicates the involved employees, and $t$ indicates the task.

The following definitions and symbols will be used in the attribute description:

- **General definitions:**
  - Operator ($Op$) symbols:
  - Let $P$ be an employee timetabling problem. Its domain and its set of constraints are defined by the following symbols:
    * $E$ - set of all employees.
    * $S$ - set of all shifts.
    * $T$ - set of all tasks.
    * $SG$ - set of all shift groups $G_1, \ldots, G_s$.
    * $Rmin$ - min requirements matrix. $Rmin[S_j, T_k]$ holds the minimum number of employees that must be assigned for task $T_k$ is shift $S_j$.
    * $Rmax$ - max requirements matrix. $Rmax[S_j, T_k]$ holds the maximum number of employees that are allowed to be assigned for task $T_k$ is shift $S_j$.
    * $Wmin$ - min workload matrix. $Wmin[E_i, G_k]$ holds the minimum number of shifts of group $G_k$, in which employee $E_i$ must be assigned.
    * $Wmax$ - max workload matrix. $Wmax[E_i, G_k]$ holds the maximum number of shifts of group $G_k$, in which employee $E_i$ is allowed to be assigned.
    * $C$ - conflict matrix. $C[S_i, S_j, E_k] = 1$ if employee $E_k$ cannot be assigned to both shifts $S_i$ and $S_j$. Otherwise, $C[S_i, S_j, E_k] = 0$.
    * $Q$ - qualification matrix. $Q[E_i, T_k] = 1$ if employee $E_i$ qualifies for task $T_k$, $Q[E_i, T_k] = 0$ otherwise.

- The relevant task to be used while evaluating some feature:
  $$task_M(Op, j) = \begin{cases} 
  M[Op.e_j, Op.s] & \text{Op is a swap operator} \\
  Op.t & \text{otherwise.}
  \end{cases}$$
- \( \text{ReqCounter}_M[s, t] \) - the number of employees that are scheduled to perform task \( t \) during shift \( s \). More precisely, 
\[ |\{ e | e \in E \land (M[e, s] == t)\}|. \]

- \( \text{LimitCounter}_M[e, sg] \) - the number of shifts belonging to the shift group \( sg \), at which employee \( e \) is scheduled to work. More precisely, 
\[ |\{ s | s \in sg \land (M[e, s] > 0)\}|. \]

- **Attribute (xxx) symbols:**
  - **c-xxx** - The attribute \( xxx \) is a continuous one.
  - **d-xxx** - The attribute \( xxx \) is a discrete one.

- **Constraint violation types:**
  - **maximum employee violation:** scheduling too many employees (according to \( R_{\text{max}} \)) to perform the same task during the same shift. For example, 3 employees are scheduled as senior nurses on a certain night shift, although the department allows at most 2 senior nurses per shift.
  - **minimum employee violation:** scheduling too few employees (according to \( R_{\text{min}} \)) to perform the same task during the same shift. For example, 2 employees are scheduled as senior nurses on a certain night shift, although the department does not allow less than 3 senior nurses per shift.
  - **maximum employee workload violation:** scheduling an employee to work too many times (according to \( W_{\text{max}} \)) in a shift group. For example, a certain employee is scheduled to work 3 night shifts in a week, although he should not work more than 2 night shifts in a week.
  - **minimum employee workload violation:** scheduling an employee to work too few times (according to \( W_{\text{min}} \)) in a shift group. For example, a certain employee is scheduled to work 2 night shifts in a week, although he should work at least 4 night shifts in a week.
  - **conflicting-shift violation:** scheduling an employee to work two conflicting shifts (according to \( C \)). For example, scheduling an employee to work two overlapping shifts.
  - **qualification violation:** scheduling an employee to perform a task that he is not qualified (according to \( Q \)) to perform.
  - **availability violation:** scheduling an employee to work a shift for which he is not available (according to \( A \)).

### A.1 State-problem attributes

These attributes are defined over a state \( M \). They try to capture its characteristics with respect to the problem definition \( P \). All of them are continuous.

1. **c-maximum-employee violations:** the sum of maximum employee violations due to all the employee scheduling done in state \( M \). More precisely, 
\[ \sum_{t \in T, s \in S} \max [0, \text{ReqCounter}_M[s, t] - R_{\text{max}}[s, t]]. \]
2. \textit{c-minimum-employee violations}: the sum of minimum employee violations due to all
the employee scheduling done in state \(M\). More precisely,
\[\sum_{s \in S} \max\{0, \text{Rmin}[s, t] - \text{ReqCounter}_{M}[s, t]\}.
\]
3. \textit{c-maximum-workload violations}: the sum of maximum employee workload violations
due to all the employee scheduling done in state \(M\). More precisely,
\[\sum_{s \in S} \max\{0, \text{LimitCounter}_{M}[e, s] - \text{Wmax}[e, s]\} \].
4. \textit{c-minimum-workload violations}: the sum of minimum employee workload violations
due to all the employee scheduling done in state \(M\). More precisely,
\[\sum_{s \in S} \max\{0, \text{Wmin}[e, s] - \text{LimitCounter}_{M}[e, s]\} \].
5. \textit{c-conflicting-shift violations}: the number of conflicting-shift violations due to all the
employee scheduling done in state \(M\). More precisely,
\[|\{(s_1, s_2) | s_1, s_2 \in S \land (M[e, s_1] > 0) \land (M[e, s_2] > 0) \land (C[s_1, s_2, e] == 1)\}|\].
6. \textit{c-qualification violations}: the number of qualification violations due to all the employee
scheduling done in state \(M\). More precisely,
\[|\{(e, s) \in E, s \in S \land (M[e, s] > 0) \land (Q[e, M[e, s]] == 0)\}|\].
7. \textit{c-availability violations}: the number of availability violations due to all the employee
scheduling done in state \(M\). More precisely,
\[|\{(e, s) \in E, s \in S \land (M[e, s] > 0) \land (A[e, s] == 0)\}|\].

\textbf{A.2 State-operator attributes}

\textit{state-operator} attributes are defined over the state \(M\) and the operator \(Op\). These attributes
attempt to characterize the relations between the state and the operator regardless of the particular
problem \(P\). The first three are continuous. The rest are binary attributes, \(j \in \{1, 2\}\).

1. \textit{c-total-employee crowding}: the number of employees scheduled to work during the
same shift \(Op.s\). More precisely,
\[|\{(e) \in E \land (M[e, Op.s] > 0)\}|\].
2. \textit{c-certain-employee crowding-\(j\)}: the number of employees scheduled to perform the
task \(task_M(Op, j)\) during the shift \(Op.s\). More precisely,
\[|\{(e) \in E \land (M[e, Op.s] == task_M(Op, j))\}|\].
3. \textit{c-employee-workload-\(j\)}: the number of shifts in which employee \(Op.e_j\) is scheduled to
work. More precisely,
\[|\{s \in S \land (M[Op.e_j, s] > 0)\}|\].
4. \textit{d-trivial-swap-op-effect}: check whether \(Op\) is a normal swap operator that cannot
affect \(M\) (i.e., a trivial operator). More precisely,
5. \textit{d-full-swap-op}: check whether \(Op\) is a normal swap operator that is also "full" (in a
"full" swap operator, the switched tasks are not equal to zero). More precisely,
6. \(d\text{-}replace\text{-}swap\text{-}op\): check whether \(O_p\) is a normal swap operator that is not "full". More precisely,
\[
((O_p.e_1 \neq O_p.e_2) \& ((M[O_p.e_1, O_p.s] == 0) \& (M[O_p.e_2, O_p.s] > 0)) \| (M[O_p.e_1, O_p.s] > 0) \& (M[O_p.e_2, O_p.s] == 0))).
\]

### A.3 Operator-problem attributes

These attributes are defined over the problem \(P\) and the operator \(O_p\). They attempt to characterize operator \(O_p\) with respect to problem \(P\) regardless of the particular state \(M\). The first one is a continuous attribute. The rest are binary attributes. \(j \in \{1, 2\}\).

1. \(c\text{-}shift\text{-}constraint\ degree\): the number of shift groups in \(SG\) that contain the shift \(O_p.s\). More precisely,
\[
|[sg|sg \in SG \& (O_p.s \in sg)]|.
\]

2. \(d\text{-}is\text{-}in\text{-}shifts\text{-}group\text{-}i\): check whether shift group \(i\) includes the shift \(O_p.s\). More precisely, for shift group \(sg_i\), \((O_p.s \in sg_i)\).

3. \(d\text{-}is\text{-}emp\text{-}j\text{-}in\text{-}employees\text{-}group\text{-}i\): check if employee group \(i\) includes the employee \(O_p.e_j\). More precisely, for employee group \(eg_i\), \((O_p.e_j \in eg_i)\).

### A.4 Operator-state-problem attributes

These attributes are defined over parts of a state \(M\). They try to capture its characteristics with respect to the problem definition \(P\). These parts of the state \(M\) are indicated by the instantiation of the variables of operator \(O_p\). All of the following attributes assume that \(\text{task}_M(O_p, j) \neq 0\). \(j \in \{1, 2\}\).

1. \(c\text{-}operator\text{-}maximum\text{-}employee\ violations\text{-}j\): the value of the maximum employee violation due to the (too many) employees scheduled to perform task \(\text{task}_M(O_p, j)\) during shift \(O_p.s\). More precisely,
\[
\max\{0, \text{ReqCounter}_M[O_p.s, \text{task}_M(O_p, j)] - Rmax[O_p.s, \text{task}_M(O_p, j)]\}.
\]

2. \(c\text{-}operator\text{-}minimum\text{-}employee\ violations\text{-}j\): the value of the minimum employee violation due to the (not enough) employees scheduled to perform task \(\text{task}_M(O_p, j)\) during shift \(O_p.s\). More precisely,
\[
\max\{0, Rmin[O_p.s, \text{task}_M(O_p, j)] - \text{ReqCounter}_M[O_p.s, \text{task}_M(O_p, j)]\}.
\]

3. \(c\text{-}operator\text{-}maximum\text{-}workload\ violations\text{-}j\): the sum of maximum workload violations due to scheduling employee \(O_p.e_j\) to work (too many times) in shift groups that include the shift \(O_p.s\). More precisely,
\[
\sum_{sg \in SG} \max\{0, \text{LimitCounter}_M[O_p.e_j, sg] - Wmax[O_p.e_j, sg]\}.
\]

4. \(c\text{-}operator\text{-}minimum\text{-}workload\ violations\text{-}j\): the sum of minimum workload violations due to scheduling employee \(O_p.e_j\) to work (not enough times) in shift groups that include the shift \(O_p.s\). More precisely,
\[
\sum_{sg \in SG} \max\{0, Wmin[O_p.e_j, sg] - \text{LimitCounter}_M[O_p.e_j, sg]\}.
\]
5. *c-operator-conflicting-shift violations*_\(i\): the number of conflicting shift violations due to scheduling employee \(O_p.e_j\) to work at shift \(O_p.s\). More precisely, 
\[\left|\{s | s \in S \& (s \neq O_p.s) \& (M[O_p.e_j,s] > 0) \& (C[s,O_p.s,O_p.e_j] == 1)\}\right|.

6. *d-operator-availability violations*_\(i\): the value of the availability violation due to scheduling employee \(O_p.e_j\) to work at shift \(O_p.s\). More precisely, \((A[O_p.e_j,O_p.s] == 0)\).

7. *d-operator-qualification violations*_\(i\): the value of the qualification violation due to scheduling employee \(O_p.e_j\), at shift \(O_p.s\), to perform task \(task_M(O_p,j)\). More precisely, \((Q[O_p.e_j,O_p.s] == 0)\).

**A.5 Problem-base problem attributes**

These attributes are defined over the problem definition \(P\), and may be informative only when the training model includes more than one training problem. They are restricted to characterizing the differences between this problem and the base problem. In our model, each problem is generated from a base problem by applying a sequence of replacement operators. The only possible changes are therefore in the unavailabilities and in the qualifications of some of the employees. The following attributes characterize these differences.

Assume \(U_{e_j}\) as the set of unavailabilities of employee \(e_j\). Assume \(Q_{e_j}\) as the set of qualifications of employee \(e_j\). In addition, \(diff(A,B)\) is defined to be \((A \setminus B) \cup (B \setminus A)\).

1. *c-absolute-difference-between-unavailability-sets*: size of the symmetric difference between the unavailability sets of employee \(O_p.e_1\) and employee \(O_p.e_2\). More precisely, 
\[|diff(U_{e_1},U_{e_2})|\].

2. *c-relative-difference-between-unavailability-sets*: 
\[|diff(U_{e_1},U_{e_2})| / (|U_{e_1}| + |U_{e_2}|)\].

3. *c-difference-between-unavailability-sets*_\(j\): 
\[|diff(U_{e_1},U_{e_2})| / |U_{e_j}|\].

4. *c-absolute-difference-between-qualification-sets*: size of the symmetric difference between the qualification sets of employee \(O_p.e_1\) and employee \(O_p.e_2\). More precisely, 
\[|diff(Q_{e_1},Q_{e_2})|\].

5. *c-relative-difference-between-qualification-sets*: 
\[|diff(Q_{e_1},Q_{e_2})| / (|Q_{e_1}| + |Q_{e_2}|)\].

6. *c-difference-between-qualification-sets*_\(j\): More precisely, 
\[|diff(Q_{e_1},Q_{e_2})| / |Q_{e_j}|\].

**A.6 Compound attributes**

These attributes combine pairs of continuous atomic attributes by arithmetic relations of their values. All of them are discrete. The following set of attributes are computed for each pair \(<attribute_i,attribute_k>\) of continuous attributes. There are compound attributes especially for computing the attributes of section A.5.

1. *d-attribute-i-bigger-than-attribute-k*: \((attribute_i(\langle M,O_p,P \rangle) > attribute_k(\langle M,O_p,P \rangle))\).

2. *d-attribute-i-equals-to-attribute-k*: \((attribute_i(\langle M,O_p,P \rangle) == attribute_k(\langle M,O_p,P \rangle))\).