Spectral-Null Codes and Null Spaces of Hadamard Submatrices

RON M. ROTH
Computer Science Department
Technion — Israel Institute of Technology
Haifa 32000, Israel.
e-mail: ronny@cs.technion.ac.il

Abstract

Codes $C(m, r)$ of length $2^m$ over $\{1, -1\}$ are defined as null spaces of certain submatrices of Hadamard matrices. It is shown that the codewords of $C(m, r)$ all have an $r$th order spectral null at zero frequency. Establishing the connection between $C(m, r)$ and the parity-check matrix of Reed-Muller codes, the minimum distance of $C(m, r)$ is obtained along with upper bounds on the redundancy of $C(m, r)$. An efficient algorithm is presented for encoding unconstrained binary sequences into $C(m, 2)$.
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1 Introduction

Let $\Phi$ denote the alphabet $\{1,-1\}$. A word $x = [x_0, x_1 \ldots x_{n-1}]$ over $\Phi$ is said to have an $r$th order spectral null at zero frequency if $\sum_{j=0}^{n-1} j^r x_j = 0$ for $i = 0,1,\ldots,r-1$, where operations are taken over the integers. Codes consisting of words with prescribed spectral-null properties have appeared in the literature in several applications, e.g., in reducing the notch width of the spectrum of DC-free words at zero frequency [12],[13] or in enhancing the error-correction capability of codes used in partial-response channels [6],[14].

Let $C$ be a nonempty subset of $\Phi^n$. We refer to $n$ as the length of $C$ and to $n - \log_2 |C|$ as the redundancy of $C$, denoted $\text{red}(C)$. The minimum distance $\text{dist}(C)$ of $C$ is the minimum Hamming distance between any two distinct words in $C$.

Let $H(n,r)$ denote the integer matrix

$$H(n,r) = \begin{bmatrix} 1 & 1 & 1 \ldots & 1 \\ 0 & 1 & 2 \ldots & n-1 \\ 0^2 & 1^2 & 2^2 \ldots & (n-1)^2 \\ \vdots & \vdots & \vdots & \ldots & \vdots \\ 0^{r-1} & 1^{r-1} & 2^{r-1} \ldots & (n-1)^{r-1} \end{bmatrix}$$

and let $S_{\mathbb{R}}(n,r)$ denote the $(n-r)$-dimensional space over the real field $\mathbb{R}$ consisting of all words $x \in \mathbb{R}^n$ satisfying $H(n,r)x' = 0$. The set $S(n,r) = S_{\Phi}(n,r)$ is defined by $S_{\mathbb{R}}(n,r) \cap \Phi^n$. That is, $S(n,r)$ is the set of all words in $\Phi^n$ with an $r$th order spectral null at zero frequency.

The case $r = 0$ corresponds to unconstrained words and, therefore, $S(n,0) = \Phi^n$ with redundancy zero and minimum distance 1. The set $S(n,1)$ consists of all balanced (or DC-free) words, with redundancy $\frac{1}{2} \log_2 n + O(1)$ and minimum distance 2 [12],[15]. Using enumerative encoding [12], it is fairly easy to encode an arbitrary binary sequence of length $k = n - \frac{1}{2} \log_2 n - O(1)$, regarded as a $k$-bit representation of an integer $\ell$, into a word of $S(n,1)$ indexed by $\ell$ according to the standard lexicographic order on $S(n,1)$. In [15], Knuth described a simpler encoding method into a subset of $S(n,1)$ with redundancy which is approximately twice the redundancy of $S(n,1)$. See also [1],[2],[10]. Subsets of $S(n,1)$ with certain error-correcting capability have been described in [3],[4],[5],[7],[8],[20], among others.
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The problem of analyzing and synthesizing codes $C \subseteq S(n,r)$ for values of $r$ greater than 1 has also been dealt with in a number of papers recently, e.g., [13],[14],[17],[19]. Some of the constructions, as in [14] and [17], are based on approaching the set $S(n,r)$, when $n$ goes to infinity, by a sequence of sets of words that are generated by finite labeled directed graphs. It also follows from [13] and [14] that the minimum distance of $S(n,r)$ is at least $2r$. Efficient encoding algorithms of unconstrained binary sequences into $S(n,r)$ are known for small values of $r$ [15],[19]. For general values of $r$, however, there is still no practical encoding algorithm into $S(n,r)$ with fairly small redundancy. The case of combining such constructions with prescribed error-correcting capability, and the design of efficient encoders and decoders for such codes, seem to be even more difficult problems that are still unsolved.

In this work, we aim at finding relatively large subsets of $S(n,r)$ that have minimum distance which is much larger than $2r$. To this end, we define null spaces $C(m,r)$ of certain submatrices of Hadamard matrices (Section 2). In Section 3, we show that $C(m,r)$ is a subset of $S(2^m,r)$. Using the connection between $C(m,r)$ and the parity-check matrix of Reed-Muller codes, we then show that the minimum distance of $C(m,r)$ is $2^r$ (Section 4). Then, in Section 5, we obtain upper bounds on the redundancy of $C(m,r)$. Finally, in Section 6, we describe an efficient encoding procedure of unconstrained binary sequences into $C(m,2)$. Obtaining an encoding procedure into $C(m,r)$ for general values of $r$ remains still an open problem.

2 Null spaces of Hadamard submatrices

Let $F$ be the alphabet $\{0,1\}$, regarded as a subset of the integers. Denote by $\mathcal{H} = \mathcal{H}(m)$ the $2^m \times 2^m$ Sylvester-type Hadamard matrix whose rows and columns are indexed by elements of $F^m$ and whose entries are given by

$$(\mathcal{H})_{u,v} = (-1)^{u \cdot v}, \quad u,v \in F^m.$$  

For example, letting “+” stand for 1 and “−” stand for $-1$, we have, $\mathcal{H}(0) = [+].$
\[ \mathcal{H}(1) = \begin{bmatrix} + & + \\ + & - \end{bmatrix}, \quad \text{and} \quad \mathcal{H}(2) = \begin{bmatrix} + & + & + \\ + & - & + \\ + & + & - \\ + & - & + \end{bmatrix}. \]

For a vector \( \mathbf{u} \in F^m \), we denote by \( \text{wt}(\mathbf{u}) \) the Hamming weight of \( \mathbf{u} \) and by \( \mathcal{B}(m, r) \) the set of all vectors \( \mathbf{u} \in F^m \) with \( \text{wt}(\mathbf{u}) < r \). Clearly, \( |\mathcal{B}(m, r)| = V(m, r) = \sum_{i=0}^{m-1} \binom{m}{i} \).

Let \( \mathcal{H}(m, r) \) be the \( V(m, r) \times 2^m \) submatrix of \( \mathcal{H}(m) \) consisting of all rows of \( \mathcal{H}(m) \) indexed by \( \mathbf{u} \in \mathcal{B}(m, r) \). For example,


where the rows here are indexed in \( \mathcal{H}(m) \) by \( \mathbf{u} = 000, 001, 010, 100, 011, 101, 110 \). The matrix \( \mathcal{H}(3, 2) \) is obtained by taking the first four rows in \( \mathcal{H}(3, 3) \).

We now define the set \( \mathcal{C}_\mathbb{R}(m, r) \) as the right null space of \( \mathcal{H}(m, r) \) in \( \mathbb{R}^{2^m} \) i.e.,

\[ \mathcal{C}_\mathbb{R}(m, r) = \left\{ \mathbf{x} \in \mathbb{R}^{2^m} \mid \mathcal{H}(m, r)\mathbf{x} = \mathbf{0} \right\}, \quad 0 \leq r \leq m, \]

where hereafter we interchange integer indices of entries of vectors (such as \( \mathbf{x} \)) with their binary representations.

The code \( \mathcal{C}(m, r) = \mathcal{C}_\mathbb{R}(m, r) \) is defined as the restriction of \( \mathcal{C}_\mathbb{R}(m, r) \) to \( \Phi^{2^m} \), namely,

\[ \mathcal{C}(m, r) = \mathcal{C}_\mathbb{R}(m, r) \cap \Phi^{2^m}. \]

**Example 1.** The code \( \mathcal{C}(m, 0) \) corresponds to an ‘empty’ matrix \( \mathcal{H}(m, 0) \) and, hence, \( \mathcal{C}(m, 0) = \Phi^{2^m} = \mathcal{S}(2^m, 0) \). Since \( \mathcal{H}(m, 1) \) is the all-one vector \( \mathbf{1} \), we have \( \mathcal{C}(m, 1) = \mathcal{S}(2^m, 1) \), namely, \( \mathcal{C}(m, 1) \) is the set of all balanced words in \( \Phi^{2^m} \). \( \blacksquare \)
Let $G(m, r)$ denote the $V(m, m-r+1) \times 2^m$ submatrix of $H(m)$ consisting of all rows of $H(m)$ indexed by $u \in F^m - B(m, r)$. Since the rows of $H(m)$ are orthogonal, the rows of $G(m, r)$ form a basis of $C_R(m, r)$. Therefore,

$$C(m, r) = \{ x \in \Phi^{2^m} \mid x = y G(m, r) \text{ for some } y \in H^{(m, m-r+1)} \}.$$ 

Note that, in particular, the rows of $G(m, r)$ are words of $C(m, r)$.

**Example 2.** For $r = m$, the matrix $G(m, r)$ contains one row, namely, the last row of $H(m)$. This row vector is also known as a *Morse sequence* [9] and will be denoted hereafter by $\mu(m)$. The $v$th entry in $\mu(m)$ is given by $y = (-1)^{w(v)}$ for every $v \in F^m$. Therefore, the code $C(m, m)$ contains two words, $\mu(m)$ and $-\mu(m)$, and, as such, it has redundancy $2^m - 1$. The minimum distance of $C(m, m)$ is $2^m$.

An equivalent definition for $C_R(m, r)$ and $C(m, r)$ can be obtained by using the parity-check matrix of Reed-Muller (RM) codes, as we now show. This alternative definition will turn out to be useful while analyzing the spectral properties and the minimum distance of $C(m, r)$.

Let $u$ and $v$ be two vectors in $F^m$. We write $u \leq v$ if the inequality holds component-by-component. Similarly, we write $u < v$ if $u \leq v$ and $u \neq v$. Define the $2^m \times 2^m$ matrix $H_{RM} = H_{RM}(m)$ by

$$(H_{RM})_{u,v} = \begin{cases} 1 & \text{if } u \leq v \\ 0 & \text{otherwise} \end{cases}, \quad u, v \in F^m .$$

For example, $H_{RM}(0) = [1]$, $H_{RM}(1) = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}$, and $H_{RM}(2) = \begin{bmatrix} 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix}$.

The parity-check matrix of the binary $(m-r)$th order Reed-Muller (RM) code of length $2^m$ is defined as the $V(m, r) \times 2^m$ submatrix of $H_{RM}(m)$ consisting of all rows of $H_{RM}(m)$ indexed...
by $u \in \mathcal{B}(m, r)$. For example,

$$
H_{\text{rm}}(3, 3) = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1
\end{bmatrix},
$$

where the rows here are indexed in $H_{\text{rm}}(m)$ by $u = 000, 001, 010, 010, 011, 101, 110$. The matrix $H_{\text{rm}}(3, 2)$ is obtained by taking the first four rows of $H_{\text{rm}}(3, 3)$. Note that we regard the matrices $H_{\text{rm}}(m, r)$ as integer matrices with entries in $F$, rather than their common definition as parity-check matrices over $GF(2)$ [16, Ch. 13].

For integer vectors $x = [x_0 x_1 \ldots x_{\ell-1}]$ and $y = [y_0 y_1 \ldots y_{\ell-1}]$, we denote by $x \oplus y$ the (unique) vector in $F^\ell$ whose $s$th entry is congruent to $x_s + y_s$ modulo 2 for every $s = 0, 1, \ldots, \ell-1$. Also, we denote by $x \cdot y$ the integer vector whose $s$th entry is given by $x_s y_s$.

It is easy to verify that the rows of $\mathcal{H}$ that are indexed by $u, v$, and $u \oplus v$ are related by

$$(\mathcal{H})_{u \oplus v} = (\mathcal{H})_u \cdot (\mathcal{H})_v.$$

If, in addition, we have $u \cdot v = 0$, then a similar relation holds also for the rows of $H_{\text{rm}}$:

$$(H_{\text{rm}})_{u \oplus v} = (H_{\text{rm}})_u \cdot (H_{\text{rm}})_v.$$

The following lemma establishes a connection between $\mathcal{H}$ and $H_{\text{rm}}$.

**Lemma 1.** $\mathcal{H} = H_{\text{rm}}' D H_{\text{rm}}$, where $D$ is the $2^m \times 2^m$ diagonal matrix $(D)_{u,u} = (-2)^{\text{wt}(u)}$, $u \in F^m$.

**Proof.** We show by induction on $\text{wt}(u)$ that

$$(\mathcal{H})_u = \sum_{v \leq u} (-2)^{\text{wt}(v)} (H_{\text{rm}})_v.$$


For \( \mathbf{u} = \mathbf{0} \) we have \((\mathcal{H})_0 = (H_{RM})_0\) and for every unit vector \( \mathbf{e} \in F^m \) we have \((\mathcal{H})_e = (H_{RM})_0 - 2 (H_{RM})_e\).

Assume now that \( \mathrm{wt}(\mathbf{u}) > 1 \) and write \( \mathbf{u} = \mathbf{e} \oplus \mathbf{z} \) for some unit vector \( \mathbf{e} \leq \mathbf{u} \). Since \( \mathrm{wt}(\mathbf{z}) = \mathrm{wt}(\mathbf{u}) - 1 \), we can apply the induction hypothesis to \((\mathcal{H})_e\) and \((\mathcal{H})_z\) to obtain

\[
(\mathcal{H})_u = (\mathcal{H})_{e \oplus z} = (\mathcal{H})_e * (\mathcal{H})_z
= ((H_{RM})_0 - 2 (H_{RM})_e) * \left( \sum_{\mathbf{v} \leq \mathbf{z}} (-2)^{\mathrm{wt}(\mathbf{v})} (H_{RM})_{\mathbf{v}} \right)
= \sum_{\mathbf{v} \leq \mathbf{z}} (-2)^{\mathrm{wt}(\mathbf{v})} (H_{RM})_{\mathbf{v}} - 2 \sum_{\mathbf{v} \leq \mathbf{z}} (-2)^{\mathrm{wt}(\mathbf{v})} \left( (H_{RM})_e * (H_{RM})_{\mathbf{v}} \right)
= \sum_{\mathbf{v} \leq \mathbf{z}} (-2)^{\mathrm{wt}(\mathbf{v})} (H_{RM})_{\mathbf{v}} + \sum_{\mathbf{v} \leq \mathbf{z}} (-2)^{\mathrm{wt}(\mathbf{z} \oplus \mathbf{v})} (H_{RM})_{\mathbf{z} \oplus \mathbf{v}}
= \sum_{\mathbf{v} \leq \mathbf{u}} (-2)^{\mathrm{wt}(\mathbf{v})} (H_{RM})_{\mathbf{v}},
\]

as claimed. \(\square\)

**Proposition 1.** \( C_{R}(m, r) = \left\{ \mathbf{x} \in \mathbb{R}^{2^m} \mid H_{RM}(m, r) \mathbf{x}' = \mathbf{0} \right\} \).

**Proof.** We show that the rows of \(\mathcal{H}(m, r)\) and \(H_{RM}(m, r)\) span the same real vector space. Indeed, since \(H_{RM}\) is upper-triangular, then, by Lemma 1, each row \((\mathcal{H})_u\) is a linear combination of rows \((H_{RM})_{\mathbf{v}}\) for \(\mathbf{v} \leq \mathbf{u}\). Conversely, the inverse of \(H_{RM}\) is also upper-triangular (in fact, \((H_{RM}^{-1})_{\mathbf{u}, \mathbf{v}} = (-1)^{\mathrm{wt}(\mathbf{u})+\mathrm{wt}(\mathbf{v})} (H_{RM})_{\mathbf{u}, \mathbf{v}}\)). Writing \(H_{RM} = D^{-1}(H_{RM}')^{-1}\mathcal{H}\), each row \((H_{RM})_u\) is a linear combination of rows \((\mathcal{H})_{\mathbf{v}}\) for \(\mathbf{v} \leq \mathbf{u}\). \(\square\)

Let \(G_{RM}(m, r)\) be the \(V(m, m-r+1) \times 2^m\) matrix whose rows are given by

\[
(G_{RM}(m, r))_u = (H_{RM}(m, m-r+1))_u * \mu(m), \quad \mathbf{u} \in \mathcal{B}(m, m-r+1),
\]

where \(\mu(m)\) is the Morse sequence of length \(2^m\) (see Example 2). It is easy to verify that \(H_{RM}(m, r) G_{RM}(m, r)' = 0\) and, therefore, the rows of \(G_{RM}(m, r)\) form a basis of \(C_{R}(m, r)\). In other words, the codes \(C(m, r)\) and \(C(m, m-r+1)\) are dual codes, up to a fixed sign-flipping of components of the words in one of the codes according to a Morse sequence.
3 Spectral properties of $C(m, r)$

The next theorem, following the lemma, exhibits the spectral properties of $C_{\mathcal{H}}(m, r)$ (and of $C(m, r)$).

**Lemma 2.** Let $\ell \leq m$ be a positive integer. Then, there exist integers $\alpha_u$, $u \in \mathcal{B}(m, \ell)$, such that for every $v = [v_0 v_1 \ldots v_{r-1}] \in F^m$,

$$
\left( \sum_{s=0}^{m-1} v_s 2^s \right)^{r-1} = \sum_{u \in \mathcal{B}(m, \ell)} \alpha_u (H_{\mathcal{R}M})_{u,v} .
$$

**Proof.** Expanding the left-hand side of (1) we have, for every $v \in F^m$,

$$
\left( \sum_{s=0}^{m-1} v_s 2^s \right)^{r-1} = \sum_{U} \alpha_U \prod_{s \in U} v_s ,
$$

where $U$ ranges over all subsets of $\{0,1,\ldots,m-1\}$ of size smaller than $\ell$ and the $\alpha_U$’s are integers that do not depend on $v$. Note that since $v$ is restricted to $F^m$, the degree of each $v_s$ in every term of the expansion can be assumed to be 1 at most. Let $u = [u_0 u_1 \ldots u_{m-1}]$ be the characteristic vector of $U$, that is, $u_s = 1$ if $s \in U$ and $u_s = 0$ otherwise. The lemma now follows by the easily-verified equality $\prod_{s \in U} v_s = (H_{\mathcal{R}M})_{u,v}$.

**Theorem 1.** $C_{\mathcal{H}}(m, r) \subseteq S_{\mathcal{R}}(2^m, r)$.

**Proof.** Let $x = [x_0 x_1 \ldots x_{2^m-1}] = [x_v]_{v \in F^m}$ be a word in $C_{\mathcal{H}}(m, r)$. We compute the first $r$ entries of $H(2^m, r)x'$. By Lemma 2 we have, for every $1 \leq \ell \leq r$,

$$
(H(2^m, r)x')_{\ell-1} = \sum_{j=0}^{2^m-1} j^{r-1} x_j = \sum_{v=[v_0 v_1 \ldots v_{m-1}] \in F^m} \left( \sum_{s=0}^{m-1} v_s 2^s \right)^{r-1} x_v
$$

$$
= \sum_{v \in F^m} \sum_{u \in \mathcal{B}(m, \ell)} \alpha_u (H_{\mathcal{R}M})_{u,v} x_v
$$

$$
= \sum_{u \in \mathcal{B}(m, \ell)} \alpha_u (H_{\mathcal{R}M} x')_u .
$$

However, $(H_{\mathcal{R}M} x')_u = 0$ for every $u \in \mathcal{B}(m, r)$. Hence, $H(2^m, r)x' = 0$.  
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Remark 1. By Theorem 1 we have $C(m, r) \subseteq S(2^m, r)$, with equality for $r = 0, 1$. It is also known that $|S(2^m, m)| = 2$ for $m \leq 5$ [12, p. 243]. Hence, $C(m, m) = S(2^m, m) = \{\mu(m), -\mu(m)\}$ for $m \leq 5$. However, for $m = 6$, the set $S(64, 6)$ contains words other than a Morse sequence, e.g., the word $+ - + - + - + - + - + - + - + - + - + - + - +$, concatenated with its reflection.

\textbf{4 Distance properties of $C(m, r)$}

Next we obtain the minimum distance of $C(m, r)$.

\textbf{Lemma 3.} [16, p. 374].

$$H_{RM}(m, r) = \begin{bmatrix} H_{RM}(m-1, r) & H_{RM}(m-1, r) \\ 0 & H_{RM}(m-1, r-1) \end{bmatrix}.$$

\textbf{Theorem 2.} The minimum distance of $C(m, r)$ is $2^r$.

\textbf{Proof.} The proof is very similar to that used for RM codes. We show by induction on $m$ that the nonzero words of $C_{RM}(m, r)$ all have Hamming weight at least $2^r$. This will imply a lower bound of $2^r$ on $\text{dist}(C(m, r))$.

The claim is trivial for $m = 0$. As for $m > 0$, let $x$ be a nonzero word in $C_{RM}(m, r)$ and write $x = [y z]$, where $y$ and $z$ are words of length $2^{m-1}$. By Lemma 3 we have $H_{RM}(m-1, r-1)z' = 0$ and $H_{RM}(m-1, r)(y + z)' = 0$. Therefore, $z \in C_{RM}(m-1, r-1)$ and $y + z \in C_{RM}(m-1, r)$. Now, if $y \neq -z$, then, by the induction hypothesis, the Hamming weight of $y + z$, and therefore that of $x$, must be at least $2^r$. On the other hand, if $y = -z$, then $z \neq 0$ and, so, the Hamming weight of $z$ is at least $2^{r-1}$. Hence, the Hamming weight of $x$, being in this case twice that of $z$, must be at least $2^r$.

To show that the $2^r$ lower bound is tight, note that if $y$ and $z$ are two words in $C(m-1, r-1)$ at distance $2^{r-1}$, then $[-y \ y]$ and $[-z \ z]$ are two words in $C(m, r)$ at distance $2^r$. The tightness now follows by induction on $r$, starting with $C(m, 0) = \Phi^{2^m}$. □
Example 3. The matrix $G(m, m-1)$ has $m+1$ rows and, hence, $|C(m, m-1)| \geq 2m + 2$. We now show by induction on $m$ that this bound is tight. This is obviously true for $m = 1$. Assume now that $m > 1$ and let $[y z]$ be a word in $C(m, m-1)$, where $y$ and $z$ are words of length $2^{m-1}$. By Lemma 3 we have $z \in C(m-1, m-2)$ and $y + z \in C_H(m-1, m-1)$. However, since $C_H(m-1, m-1)$ consists of scalar multiples of $\mu(m-1)$, all the nonzero words in $C_H(m-1, m-1)$ do not contain any zero components. Therefore, we must have either $y = -z$ or $y = z$. Moreover, when $y = z$ we have $z = \pm \mu(m-1)$. Hence,

$$|C(m, m-1)| \leq |C(m-1, m-2)| + 2 \leq 2m + 2.$$ 

We thus conclude that $\text{red}(C(m, m-1)) = 2^m - 1 - \log_2 m$. The minimum distance of $C(m, m-1)$ is $2^{m-1}$.

The syndrome-based decoding algorithm for RM codes, as described in [18], can be adapted easily to correct up to $2^{r-1} - 1$ errors (and detect $2^{r-1}$ errors) in any word of $C_H(m, r)$ and, hence, in any word of $C(m, r)$. The outline of the algorithm is as follows. Let $x = [y z] \in C_H(m, r)$ be the ‘transmitted’ word, where, by Lemma 3, $z \in C_H(m-1, r-1)$ and $y + z \in C_H(m-1, r)$. In fact, since $H_{nm}(m-1, r-1)$ is a submatrix of $H_{nm}(m-1, r)$, we also have $y \in C_H(m-1, r-1)$. Assume that at most $2^{r-1}$ errors have occurred, resulting in a ‘received’ word $\tilde{x} = [\tilde{y} \tilde{z}]$. We first correct the errors in $\tilde{y} + \tilde{z}$ to obtain $y + z$ by applying recursively the decoding algorithm for $C_H(m-1, r)$. Next, we attempt to correct each of the words $\tilde{y}$ and $\tilde{z}$ by applying the decoding algorithm for $C_H(m-1, r-1)$. Since one of these words contains no more than $2^{r-1}$ errors, at least one of the decoding attempts will end up with the correct error locations or (if the number of errors in $\tilde{x}$ is exactly $2^{r-1}$) with the right detection indication. Knowing $y + z$, we can then reconstruct the other half of $x$. The complexity analysis in [18] shows that the running time of such a decoding algorithm is $O(2^r V(m, r))$ i.e., it is polynomial in the minimum distance and the number of rows of $H_{nm}(m, r)$.

5 Bounds on the redundancy of $C(m, r)$

We now turn to bounding the redundancy of $C(m, r)$ from above, starting with the following theorem.
Theorem 3. \( \text{red}(C(m, r)) \leq \log_2(2^{m-r} + 1) \cdot V(m, r). \)

Proof. The proof is carried out by induction on \( r \). The claim obviously holds for \( r = 0 \), so we assume from now on that \( m \geq r > 0 \).

For an integer vector \( s \in \mathbb{Z}^{V(m-1,r)} \), denote by \( C(m-1,r; s) \) the set of all words \( x \in C(m-1,r-1) \) such that \( H_{nm}(m-1,r)x' = s \). Also, let \( A(m-1,r) \) denote the set of all vectors \( s \) for which \( C(m-1,r; s) \) is nonempty.

Consider the sets
\[
\Delta(m,r;s) = \{ [x \ y] \in \Phi^{2m} \mid x \in C(m-1,r; s) \text{ and } y \in C(m-1,r; -s) \}
\]
which are defined for every \( s \in A(m-1,r) \). By Lemma 3 we have
\[
C(m, r) = \bigcup_{s \in A(m-1,r)} \Delta(m,r;s).
\]
Furthermore, by definition, the sets \( \Delta(m,r;s) \) are disjoint for distinct vectors \( s \) and \( \|\Delta(m,r;s)\| = \|C(m-1,r; s)\|^2 \). Hence,
\[
\|C(m, r)\| = \sum_{s \in A(m-1,r)} \|C(m-1,r; s)\|^2.
\]
Combining this equality with the constraint \( \sum_{s \in A(m-1,r)} \|C(m-1,r; s)\| = \|C(m-1,r-1)\| \), we obtain
\[
\|C(m, r)\| \geq \frac{|C(m-1,r-1)|^2}{|A(m-1,r)|}.
\]
Taking logarithms, we finally get the recursion
\[
\text{red}(C(m, r)) \leq 2\text{red}(C(m-1,r-1)) + \log_2 |A(m-1,r)|.
\]

Now, for every \( s \in A(m-1,r) \), the entries corresponding to rows of \( H_{nm}(m-1,r) \) that are indexed by \( v \in B(m-1,r-1) \), all equal to zero. The remaining \( \binom{m-1}{r-1} \) entries of \( s \) correspond to rows in \( H_{nm}(m-1,r) \) whose Hamming weight is \( 2^{m-r} \) and, as such, each of these entries in \( s \) is an even integer that may take at most \( 2^{m-r} + 1 \) values. Hence, we can bound \( |A(m-1,r)| \) from above by \( (2^{m-r} + 1)^{\binom{m-1}{r-1}} \). Applying the induction hypothesis on (3) we thus obtain
\[
\text{red}(C(m, r)) \leq \log_2(2^{m-r} + 1) \cdot (2V(m-1,r-1) + \binom{m-1}{r-1})
\]
\[
= \log_2(2^{m-r} + 1) \cdot V(m, r).
\]
as desired.

The bound of Theorem 3 is tight for the extreme cases \( r = 0 \) and \( r = m \), but not for values of \( r \) in between. We can improve the bound by taking into account the fact that the sizes of the sets \( C(m-1, r; s) \) vary with \( s \in A(m-1, r) \). We now elaborate on this.

Let the real function \( \eta : [0,1] \to [0,1] \) be defined by \( \eta(t) = ((1-t)\log_2(1-t) + (1+t)\log_2(1+t))/2 \). The following Lemma is the well-known Chernoff bound (see, for instance, [16, p. 310]).

**Lemma 4.** Let \( \delta \) be a real number in the interval \([0,1]\). The number of words \( x = [x_0 x_1 \ldots x_{n-1}] \) over \( \Phi \) with \( \sum_{j=0}^{n-1} x_j \geq \delta n \) is at most \( 2^{m(1-\eta(\delta))} \).

**Lemma 5.** For \( m \geq r > 0 \),
\[
\text{red}(C(m, r)) \leq 2\text{red}(C(m-1, r-1)) + \frac{1}{2} \binom{m-1}{r-1} (m - 2r + c) + T(m, r),
\]
where \( c = 2 - \log_2 \log_2 e \) and
\[
T(m, r) = \max_{\alpha \in (0,1)} \left\{ -2 \log_2(1-\alpha) + \frac{1}{2} \binom{m-1}{r-1} \log_2 \left( \text{red}(C(m-1, r-1)) + \log_2 \binom{m-1}{r-1} + 1 - \log_2 \alpha \right) \right\}.
\]

**Proof.** Fix \( U \) to be a subset \( \{i_1, i_2, \ldots, i_{r-1}\} \) of \( \{0,1,\ldots,m-2\} \) where \( i_1 < i_2 < \cdots < i_{r-1} \). For a vector \( z = [z_0 z_1 \ldots z_{m-2}] \in F^{m-1} \), we denote by \( z_U \) the vector \( [z_{i_1} z_{i_2} \ldots z_{i_{r-1}}] \) in \( F^{r-1} \); that is, \( z_U \) is the subvector of \( z \) which is indexed by \( U \). Let \( x = [x_z]_{z \in F^{m-1}} \) be a word in \( \Phi^{2^{m-1}} \). We denote by \( \sigma(x) \) the vector in \( \mathbb{Z}^{2^{r-1}} \) whose components are given by
\[
(\sigma(x))_a = \sum_{z \in F^{m-1} : z_U = a} x_z \quad \text{for every } a \in F^{r-1}.
\]

Now, suppose that \( x \) is a word in \( C(m-1, r-1) \) and let \( u \in F^{m-1} \) be the characteristic vector of \( U \). First, it is easy to verify that \((\mathcal{H}_{nm}(m-1,r)x')_u = (\sigma(x))_1 \). Second, for every \( v < u \) we have
\[
\sum_{a \in F^{r-1}} (-1)^{a \cdot v} (\sigma(x))_a = \sum_{a \in F^{r-1}} (-1)^{a \cdot v} \sum_{z \in F^{m-1} : z_U = a} x_z = \sum_{z \in F^{m-1}} (-1)^{z \cdot v} x_z = (\mathcal{H}(m-1,r-1)x')_v = 0
\]
i.e.,

\[ \mathcal{H}(r-1, r-1) \sigma(x)^\prime = 0. \]

Hence, \( \sigma(x) \) is a multiple of \( \mu(r-1) \) and, as such,

\[ |(\sigma(x))_a| = |(\sigma(x))_1| = |(H_{\text{rm}}(m-1, r) x')_a| \quad \text{for every } a \in F^{r-1}. \]

For the fixed set \( U \) and for \( \delta \in [0,1] \), let \( Q(u, \delta) \) be the set defined by

\[ Q(u, \delta) = \left\{ \pm x \in \Phi^{2^{m-1}} \mid (\sigma(x))_a (-1)^{\text{wt}(a)} \geq \delta 2^{m-r} \quad \text{for every } a \in F^{r-1} \right\}. \]

In particular, if \( x \in C(m-1, r-1) \cap Q(u, \delta) \), then

\[ |(\sigma(x))_a| = |(H_{\text{rm}}(m-1, r) x')_a| \geq \delta 2^{m-r} \]

for every \( a \in F^{r-1} \).

Let \( \alpha \) be such that \( |Q(u, \delta)| \leq \alpha |C(m-1, r-1)| \left( \frac{m-1}{r-1} \right) \) and suppose that \( \alpha < 1 \). The proof now continues along the same lines as that of Theorem 3, except that we ignore sets \( C(m-1, r; s) \) which correspond to vectors \( s \) containing at least one entry with absolute value \( \geq \delta 2^{m-r} \). This allows us effectively to reduce the set \( A(m-1, r) \) into a set \( \tilde{A}(m-1, r) \) which contains only vectors \( s \) whose entries all have absolute values less than \( \delta 2^{m-r} \). In such a case we have \( |\tilde{A}(m-1, r)| \leq (\delta 2^{m-r})\left( \frac{m-1}{r-1} \right) \) and the inequality (2) becomes

\[ |C(m, r)| \geq \frac{|C(m-1, r-1) - \cup_u Q(u, \delta)|^2}{|\tilde{A}(m-1, r)|} \geq \frac{(1 - \alpha)^2 |C(m-1, r-1)|^2}{(\delta 2^{m-r})\left( \frac{m-1}{r-1} \right)} \]

which translates into

\[ \text{red}(C(m, r)) \leq 2 \text{red}(C(m-1, r-1)) + \left( \frac{m-1}{r-1} \right) (m - r + \log_2 \delta) - 2 \log_2(1 - \alpha). \quad (4) \]

We now obtain a bound that relates \( \alpha \) and \( \delta \) in terms of \( m \) and \( r \). By Lemma 4 and the definition of \( Q(u, \delta) \), we have

\[ |Q(u, \delta)| \leq 2 \cdot \left( 2^{2^{m-r}(1-\eta(\delta))} \right)^{\frac{r-1}{m-1}} = 2 \cdot 2^{2^{m-1}(1-\eta(\delta))}. \]

Recalling the definition of \( \alpha \), we can take \( \alpha \) and \( \delta \) to be any real numbers in \((0,1)\) satisfying the inequality

\[ \left( \frac{m-1}{r-1} \right) \cdot 2 \cdot 2^{2^{m-1}(1-\eta(\delta))} \leq \alpha |C(m-1, r-1)| \]
i.e., $$2^{m-1} \eta(\delta) \geq \text{red}(C(m-1, r-1)) + \log_2 \left( \frac{m-1}{r-1} \right) + 1 - \log_2 \alpha.$$ Noting that $$\eta(\delta) \geq \delta^2 (\log_2 e) / 2,$$ we can take $$\alpha$$ and $$\delta$$ to be such that
$$2 \log_2 \delta = \log_2 \left( \text{red}(C(m-1, r-1)) + 1 + \log_2 \left( \frac{m-1}{r-1} \right) - \log_2 \alpha \right) - m + 2 - \log_2 \log_2 e.$$ The lemma now follows by plugging this value of $$\log_2 \delta$$ into (4) and minimizing over $$\alpha.$$ 

**Corollary 1.** For $$m \geq r > 0,$$
$$\text{red}(C(m, r)) \leq 2 \text{red}(C(m-1, r-1)) + \frac{1}{2} \left( \frac{m-1}{r-1} \right) (m + c_0 r \log_2 (m+1))$$
for some absolute constant $$c_0.$$

**Proof.** Fix $$\alpha$$ to some constant (say, $$\alpha = \frac{1}{4}$$) and let $$c_0$$ be a constant such that $$T(m, r) \leq (c_0 / 2) \left( \frac{m-1}{r-1} \right) r \log_2 (m+1)$$ for every $$m \geq r > 0;$$ by Theorem 3, such a constant indeed exists. The corollary now follows from Lemma 5.

The following theorem is an improvement on Theorem 3 for small values of $$r,$$ namely, when $$r = o(m / \log m).$$

**Theorem 4.** $$\text{red}(C(m, r)) \leq (m/2) V(m, r) \left( 1 + O((r/m) \log (m+1)) \right).$$

**Proof.** Let $$c_0$$ be as in Corollary 1 and let $$\epsilon(m, r)$$ stand for $$(c_0 r/m) \log_2 (m+1).$$ We prove the inequality
$$\text{red}(C(m, r)) \leq (m/2) V(m, r) \left( 1 + \epsilon(m, r) \right)$$
by induction on $$r.$$ The inequality obviously holds when $$r = 0,$$ so we assume from now on that $$m \geq r > 0.$$ By Corollary 1 and the induction hypothesis we have
$$\text{red}(C(m, r)) \leq 2 \left( m/2 \right) V(m-1, r-1) \left( 1 + \epsilon(m-1, r-1) \right)$$
$$+ \frac{1}{2} \left( \frac{m-1}{r-1} \right) (m + c_0 r \log_2 (m+1)).$$
Now, \( \epsilon(m, r) \geq \epsilon(m-1, r-1) \) and, therefore,
\[
\text{red}(C(m, r)) \leq (m/2) \cdot 2V(m-1, r-1) \left( 1 + \epsilon(m, r) \right) + (m/2) \binom{m-1}{r-1} \left( 1 + \epsilon(m, r) \right) \\
= (m/2) V(m, r) \left( 1 + \epsilon(m, r) \right),
\]
as claimed.

We therefore conclude that when \( m \) is large and \( r \) is fairly small, the redundancy of \( C(m, r) \) is not greater than approximately \( m/2 \) times the redundancy of the respective \((m-r)\)th order RM code of length \( 2^m \). In particular, for \( r = 1 \), we obtain the well-known fact that the redundancy of \( S(2^m, 1) = C(m, 1) \) is approximately \( m/2 \).

It is worthwhile comparing the bounds of Theorems 3 and 4 to the known bounds on \( \text{red}(S(n, r)) \). For \( n = 2^m \) we have [19]
\[
\text{red}(S(2^m, r)) = O(2^m),
\]
compared to the bound
\[
\text{red}(C(m, r)) = O(m^r)
\]
implied by the theorems of this section. Recall, however, that the minimum distance of \( C(m, r) \) is exponential in \( r \), whereas the minimum distance of \( S(2^m, r) \) is guaranteed to be only linear in \( r \) [13],[14] and is bounded from above by \( r (r-1) + 2 \) [11, p. 506],[19]. We point out, however, that it is not yet known as to what extent the bound of (5) is tight: the lower bound on \( \text{red}(S(2^m, r)) \) shown in [19] is \( (r-1) (m - r + 1) \).

Table 1 presents the (true) values of \( \text{red}(C(m, r)) \) for \( m \leq 5 \).
6 Encoding scheme for $C(m, 2)$

In this section we present an efficient encoding algorithm of unconstrained binary sequences into $C(m, r)$. The encoding algorithm requires redundancy $O(m^2)$.

For the sake of clarity, we break the description of our algorithm into two pieces. We first describe a so-called balancing procedure that transforms every word $y \in \Phi^{2^m}$ into a word $x \in C(m, 2)$ using a set of operations that can be represented by $m^2 + m$ bits. Then we show how to embed these redundancy bits into the generated word, thus allowing reconstructing $y$ out of $x$.

We start with the balancing procedure. Let $y$ be an arbitrary word in $\Phi^{2^m}$. As a first phase, we transform $y$ into a word $x = [x_u]_{u \in F^m} \in C(m, 1)$ by using Knuth’s algorithm [15]; namely, we flip the signs of consecutive entries in $y$ until the resulting word, $x$, is in $C(m, 1)$. The index of the last flipped entry can be represented by $m$ bits.

Let $e_0, e_1, \ldots, e_{m-1}$ denote the unit vectors in $F^m$ and let $u \in F^m$ be an index for which $x_u = -x_{u \oplus e_i}$. Flipping the signs of $x_u$ and $x_{u \oplus e_i}$ (which is the same as switching between their values) will increase or decrease the value of $(H_{nm}(m, 2)x')_{e_i}$ by 1. On the other hand, the values $(H_{nm}(m, 2)x')_{e_j}$ for $j \neq i$, as well as $(H_{nm}(m, 2)x')_0$, will remain unchanged.

The following is a balancing procedure for transforming a word $x \in C(m, 1)$ into a word in $C(m, 2)$.

- For $i = 0, 1, \ldots, m-1$ do:
  - For increasing values of indices $u$ such that $u \leq u \oplus e_i$, switch between the values of $x_u$ and $x_{u \oplus e_i}$ until $(H_{nm}(m, 2)x')_{e_i} = 0$.
  - Let $u_i$ denote the last index $u$ for which the value $x_u$ was changed during the switching process.

Representing the $u_i$’s requires $m^2$ bits; therefore, the balancing transformation of $y \in \Phi^{2^m}$ into $x \in C(m, 2)$ can be represented by $m^2 + m$ bits.

We next show how to incorporate these $m^2 + m$ bits into the first $2^t = O(m^2)$ locations of $x$, namely, in the entries $x_u$ indexed by $u < e_t$. (We remark that the requirement that
the number of redundancy entries in $x$ be a power of 2 can be relaxed; however, for the sake of clarity we chose to have this slight loss of generality in the description of the encoding algorithm.) To this end, set the first $2^t$ entries of $x$ initially to zero. It is easy to verify that the balancing procedure we have described will still work correctly for all $i < t$; that is, the first $t$ executions of the outer loop of the algorithm will generate a word $x$ with $(H_{nm}(m,2)x')_{e_i} = 0$ for $i = 0, 1, \ldots, t-1$. Furthermore, the zero entries in $x$ will remain unaffected.

On the other hand, for $i \geq t$, we will have indices $u$ for which exactly one of the entries, $x_u$ or $x_{u+e_i}$, is zero. Since the zero entries of $x$ are not to be affected by the balancing procedure, we need to consider in the switching process only indices $u$ for which $e_t \leq u \leq u \oplus e_i$. This constraint, however, requires us also to initially have $\sum_{e_i \leq u < e_{i+1}} x_u = 0$, or else we might not reach the equality $(H_{nm}(m,2)x')_{e_i} = 0$. Therefore, we will need to allocate more than $m$ bits to represent the somewhat more complex transformation which is initially required to obtain $x$ out of $y$. Such a transformation is included in the following encoding procedure.

- Using Knuth’s algorithm, transform the unconstrained word $y \in \Phi^{2^m-2^t}$ into a word $x = [x_u]_{u \in F^m}$ in which the first $2^t$ entries are zero, the other entries are in $\Phi$, and $\sum_{e_t \leq u < e_{i+1}} x_u = 0$ for $i = t, t+1, \ldots, m-1$.
- Let $z$ denote the $t + (t+1) + \ldots + (m-1) < m^2/2$ bits that represent such a transformation.
- For $i = 0, 1, \ldots, m-1$ do:
  - For increasing values of indices $u$ such that $e_t \leq u \leq u \oplus e_i$, switch between the values of $x_u$ and $x_{u+e_i}$ until $(H_{nm}(m,2)x')_{e_i} = 0$.
  - Let $u_i$ denote the last index $u$ for which the value $x_u$ was changed during the switching process.
- Encode the bits of $z$ and the $u_i$’s recursively into a word $c \in C(t,2)$ and embed $c$ into the first $2^t$ locations of $x$.

By the last step of the algorithm, it follows that it suffices to have redundancy $2^t$ which is at least $\frac{3}{2}m^2 + O(\log_2 m)$. 
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We finally point out that in [19], an efficient algorithm is described for encoding arbitrary binary sequences into \( S(n, 2) \). Therefore, as far as the spectral and distance properties are concerned, there is no advantage in using \( C(m, 2) \) instead of \( S(2^m, 2) \), since both have minimum distance 4, whereas the latter has smaller redundancy. This is not the case, however, for larger values of \( r \), where the minimum distance of \( C(m, r) \) is much larger than that of \( S(2^m, r) \). Yet, generalizing the encoding algorithm which was described in this section for larger values of \( r \) is still an open problem.
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