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Abstract

The control of shape of curves is of great importance in computer aided geometric design. Determination of planar curves' convexity, the detection of inflection points, coincident regions, and self intersection points, the enclosed area of a closed curve, and the locations of extreme curvature are important features of curves that can affect the design in modeling environments.

In this paper, we investigate the ability to robustly answer the above queries and related questions using an approach which exploits both symbolic computation and numeric analysis.
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1 Introduction

Freeform surfaces can be constructed in various ways. Predefined primitives and machanical features can be represented using freeform surface. High level surface constructors, such as sweep, extrude, warp and bend [1], constraint based modeling [2, 3, 4, 5, 6], and low level direct manipulation of control points are all methods of surface construction and manipulation. In all those techniques, curves are used as intermediate representations in the process of a surface construction. Surfaces are frequently created by interpolating or approximating a set of curves. These curves can be explicitly supplied by the user, or can be implicitly created by the modeling system, when a high level surface constructor is invoked. It is therefore important to be able to create curves with shape controlled by constraints such as convexity, curvature, enclosed area, and no self intersections or inflection points.

The NURBs and Bézier representations are variation diminishing [7]. If a control polygon is convex or have no inflection points, so is the curve itself. However, the control polygon can have inflection points while the curve is completely convex or concave [8, 9] (see Figure 1). Exact conditions whether a curve
is convex or concave, or the ability to detect and subdivide it at all its inflection points into completely convex or concave regions, are of importance.

A parametric curve $C(t)$ is considered regular if $||dC(t)/dt|| \neq 0$ [10]. A parametric curve $C(s)$ is considered arc-length parameterized if $||dC(s)/ds|| = 1$. By reparameterizing a curve and creating an approximation to an arc-length parameterization, the correspondence between adjacent curves can be more easily established, which, in turn, can simplify the use of these curves in further manipulation and construction (see Figure 2). A constant step in $s$ traces a constant distance along an arc-length parameterized curve, $C(s)$, a desired property for making sure that an end mill is moving at a steady speed during a machining operation or that the curve is rendered at every pixel the curve covers on the screen if curves are used as a valid coverage for surfaces [11]. Unfortunately, arc-length reparameterization is a difficult, and in most cases impossible in the polynomial and rational domains [10].

Detection of self intersection of curves, intersection points of curves, and regions of coincidence in different curves is another set of important but difficult problems [12, 13, 14]. A curve that intersect itself cannot, in general, be used to construct a meaningful surface. The set of (self) intersection points of curves is of importance in several applications from Boolean operations and machining toolpath generation to hidden curve removal of freeform surfaces [15]. The detection of regions of coincidence of two curves with different speeds that are tracing the same curve in space is difficult. The two curves can have different polynomial representation, even if they are being elevated to the same space, that is the same order and
In this paper, we present methods to robustly examine the above problems using a combination of symbolical and numerical analysis. Scalar and vector fields are symbolically computed and analyzed with the aid of numerical techniques. The ability to symbolically represent differentiation, integration, addition, subtraction, product and composition of (piecewise) scalar polynomial and rational curves and represent the result in the same (piecewise) polynomial or rational domains is utilized. In [16, 7, 17, 18, 19], techniques to compute and represent these operations using the Bézier and NURBs basis function in the (piecewise) polynomial and rational domains are discussed. Constant sets of given scalar fields represented as a Bézier or NURBs curves or surfaces will be computed using contouring techniques similar to the ones used in [16].

In section 2, curvature properties of planar curves are discussed. Queries on the existence of inflection points and the convexity or concavity of a curve are answered, as well as the ability to detect and isolate regions of curves with curvature values larger than prescribed, or the points of extreme curvature. In section 3, we attempt to approximate, to within a prescribed tolerance, a unit length vector field curve from an unnormalized vector field curve. This technique is also used to approximate the arc length \( s(t) \) of a regular curve \( C(t) \). In section 4, we use Green's theorem to represent the area enclosed by a
closed polynomial parametric curve symbolically. In section 5, the square of the distance between two curves \(C_1(\alpha)\) and \(C_2(\beta), \delta(\alpha, \beta)\), is computed symbolically. By analyzing \(\delta(\alpha, \beta)\) we will be able to detect intersection points, self intersection points, and even coincident regions between the two curves.

All the figures in this paper were created using the experimental IRIT solid modeler, currently developed at the Technion.

2 Curvature Analysis of Curves

Curvature properties of curves are important for proper design. Most existing research attempted to derive conditions on the curve behavior such as inflection points, cusps, and convexity by deriving the necessary and sufficient conditions on the control polygon of the curve. Unfortunately, deriving these condition is difficult and is usually for restricted cases only. In [20] only cubic polynomial curves are considered, whereas in [21] only uniform B-spline cubic curves are discussed. A different approach in taken herein by deriving the curvature scalar fields symbolically, so it can be directly analyzed.

Let \(C(t)\) be a regular curve, that is \(\|dC(t)/dt\| > 0\). The curvature \(\kappa(t)\) of a \(C(t)\) is equal to [10],

\[
\kappa(t) = \frac{\|\frac{dC(t)}{dt} \times \frac{d^2C(t)}{dt^2}\|}{\left\|\frac{dC(t)}{dt}\right\|^3},
\]

where \(\|\cdot\|\) denotes the magnitude of a vector (\(L^2\) norm) and \(N(t)\) is a unit vector in the curve’s normal direction.

If \(C(t) = (x(t), y(t))\) is a planar curve, the magnitude of equation (1) can be simplified into,

\[
\kappa(t) = \frac{\frac{dx(t)}{dt} \frac{d^2y(t)}{dt^2} - \frac{d^2x(t)}{dt^2} \frac{dy(t)}{dt}}{\left(\left(\frac{dx(t)}{dt}\right)^2 + \left(\frac{dy(t)}{dt}\right)^2\right)^{\frac{3}{2}}}.
\]

\(\kappa(t)\) is not representable as a rational because of the square root term in the denominators of both equations (1) and (2). However, the square of both equation (1) and equation (2) is computable and representable as a piecewise rational scalar curve, provided \(C(t)\) is a Bézier or a NURBs curve. Therefore, we consider \(\chi(t) = \kappa^2(t)\). The sign of \(\kappa(t)\) directly indicates the convexity or concavity of the curve and is the same as the sign of the numerator in both equations (1) and (2), because the denominators are strictly positive for a regular curve. We define the sign function,

\[
\sigma(t) = \frac{dx(t) d^2y(t)}{dt^2} - \frac{d^2x(t) dy(t)}{dt^2},
\]
Figure 3: Two examples of detection of inflection points of cubic planar B spline curves with interior knots, using symbolic approach. \( \sigma(t) \), the curvature sign scalar field is also shown for the respective curves. \( \sigma(t) \) is \( C^0 \) at the interior knots (of multiplicity one) of the cubic curve.

as a scalar field that preserves the sign of the curvature. \( \sigma(t) \) is computable and representable as a polynomial or a rational scalar curve, as a difference between two products of scalar curves.

The zero set of \( \sigma(t) \) provides the points of zero curvature of the planar curve \( C(t) \). These points are the inflection points but also straight line segments of curve \( C(t) \). Figure 3 shows examples of computing \( \sigma(t) \) and using its zero set to isolate points of zero curvature.

The zero set of \( d\chi(t)/dt \) provides all points of extremum curvature on the curve \( C(t) \). Figure 4 shows the points of extremum curvature, for a cross section of a pawn using in [22], computed as the extrem points of \( \chi(t) \).

Furthermore, by computing and representing \( \chi(t) \) as a rational scalar field, one can not only detect the existence of regions of high curvature in the curve, but can also isolate them. Let \( C_d(t) \) be the offset curve of curve \( C(t) \) by a distance \( d \) [22]. Clearly, if there exist regions in \( C(t) \) such that \( \kappa(t) > 1/d \), \( C_d(t) \)
will self intersect [23, 24]. The $1/d^2$ constant set of $\chi(t)$ can be used to isolate the regions in $C(t)$ for which $\kappa(t) > 1/d$, if they exist. One can differentiate the $-1/d$ concave curvature points from the $1/d$ convex curvature points by inspecting the sign of $\sigma(t)$ at the points for which $\chi(t) = 1/d^2$. Figure 5 demonstrates this process on a cross section of a pawn used to demonstrate an adaptive offset approximation algorithm with global error bound that is described in [22]. By precomputing and trimming away the regions for which $\kappa(t) > 1/d$, the cusps formed by the offset are eliminated. Most of the computation in the adaptive offset approximation algorithm described in [22] is devoted to the approximation of these cusps, regions that are eventually eliminated. By preprocessing and eliminating the regions with cusps, the whole process of constructing an offset approximation with a globally bounded error, as described in [22], can be computationally improved. After the highly curved regions are detected and eliminated, the remaining curve segments should be further intersected and trimmed against each other using planar curve–curve intersection techniques [12, 13, 14].

3 Vector Field Normalization and Arc-length Reparameterization

Vector fields that are computed symbolically can be used to define tangent information in high precision. In [25, 18, 26], tangent information computed symbolically is used to construct cubic Hermite blend surfaces that are tangent to the blended surfaces with accuracy bounded only by the machine precision. The tangent vector field is easier to interpret geometrically if the vector field is normalized. Let $V(t)$ be an unnormalized vector field. We would like to be able to approximate the unit length vector field of
Figure 5: An offset to this cross section of a chess pawn has regions that self intersect due to large curvature (a). These regions can be detected and eliminated using symbolic methods that computes the curvature of the curve (b).

Let $V(t), \hat{V}(t)$, to within a given tolerance, such that $\hat{V}(t)$ and $V(t)$ are colinear and $\|\hat{V}(t)\| \approx 1$. $V(t)$ is unit length if $\|V(t)\| = 1$. Although $\|V(t)\|$ is not representable as a polynomial or rational, in general, $\|V(t)\|^2$ is and is equal to,

$$m(t) = \|V(t)\|^2 = v_x^2(t) + v_y^2(t) + v_z^2(t).$$

(4)

Let $M(t)$ be a scalar field defined using $m(t)$, with the same order and continuity (knot vector), by substituting each coefficient $k$ in the control polygon of $m(t)$ as $1/\sqrt{k}$ in the control polygon of $M(t)$.

The error between a $C^2$ continuous function and its Schoenberg variation diminishing spline approximation [27] over a knot vector $\{t_i\}$ is $O(\|\{t_i\}\|^2)$, where $\|\{t_i\}\| = max_i|t_{i+1} - t_i|$. By using a sequence of Schoenberg variation diminishing spline approximations to $\hat{V}(t)$, each one based on a knot vector that is a refinement of the previous one, and a sequence, $\{V^i(t)\}$, of refined representations of $V(t)$, based on the same sequence of knot vectors, we form a converging sequence of approximations to $\hat{V}(t)$. Using the refinement sequence $\{m^i(t)\}$, $m^i(t) = \|V^i(t)\|^2$, the sequence $\{M^i(t)\}$ converges to $M(t) = 1/\|V(t)\|$. Let $\hat{V}^i(t) = V^i(t)M^i(t)$. By suitable refinement on $V(t)$, $\hat{V}^i(t)$ can converge as closely as needed to the exact unit length vector field. By inspecting $\hat{V}^i(t)$ we can not only determine the quality of the approximation but also figure out the regions in the curve that has error larger than allowed and apply refinement to only these regions.

An iterative algorithm that adaptively refines a vector field, $V(t)$, at the regions with large error and approximates a unit length vector field, $\hat{V}(t)$, with the desired tolerance $\tau$ so that $1 + \tau > \|\hat{V}(t)\| > 1 - \tau$, can now be derived.
Algorithm 1

Input:
vector field $V(t)$;
Tolerance $\tau$;

Output:
$\hat{V}(t), \ 1 + \tau > \left\| \hat{V}(t) \right\| > 1 - \tau$;

Algorithm:
\begin{align*}
i & \leftarrow 1; \\
V(t) & \leftarrow V(t); \\
d\&do \\
m(t) & \leftarrow \left\| V(t) \right\|^2, \text{ computed symbolically;} \\
M(t) & \leftarrow \frac{1}{\sqrt{m(t)}}, \text{ approximated numerically;} \\
\hat{V}(t) & \leftarrow V(t)M(t), \text{ computed symbolically;} \\
\xi(t) & \leftarrow \left\| \hat{V}(t) \right\|^2, \text{ computed symbolically;} \\
(1) & \text{if (exist } t, \text{ such that } (\xi(t) > (1 + \tau)^2 \text{ or } \xi(t) < (1 - \tau)^2 )) \\
& \quad \quad \hat{V}^{i+1}(t) \leftarrow V^{i}(t) \text{ refined at the neighborhood of any such } t; \\
& \quad \quad i \leftarrow i + 1; \\
& \quad \quad \text{while (exist } t, \text{ such that } (\xi(t) > (1 + \tau)^2 \text{ or } \xi(t) < (1 - \tau)^2 ));
\end{align*}

The construction of $M(t)$ from $m(t)$ is the only numeric stage (1) in algorithm 1. $M(t)$ can be constructed by sampling $m(t)$ at the node values of $M(t)$ and setting the coefficients of $M(t)$ to be $1/\sqrt{m(t)}$ at these points. As a Schoenberg variation diminishing spline, $M(t)$ will converge using refinement to the inverse of the square root of the magnitude, guaranteeing the convergence of the entire algorithm.

In step (2) of algorithm 1, the convex hull property of the Bézier and NURBs representations can be exploited to compute bounds on $\xi(t)$, by inspecting the coefficients of $\xi(t)$.

Figure 6 shows an example of this approach and demonstrates the effect of the refinement on the convergence. $M^{i}(t)$ were computed from the original quadratic B spline curve, $V(t)$, which has one interior knot. In Figures 6(b) to (d), 3, 6, and 12 new knots were inserted, respectively, into the parametric domain of $V(t)$.

If $\|dC(s)/ds\| = 1$ we say that $s$ is the curve’s arc-length parameterization. It is evident that there
always exists a change of parameter \( t(s) \) so that any regular curve \( C(t) \) can be written as \( C(t(s)) = C(s) \) and \( s \) is the curve's arc-length parameterization [10]. By differentiating \( C(t(s)) \):

\[
\frac{dC(t(s))}{ds} = \frac{dC(t)}{dt} \frac{dt(s)}{ds},
\]

(5)

or, by integrating along the arc-length,

\[
t(s) = \int \frac{dC(t(s))}{dt} \frac{ds}{dt} = \int \frac{\|C'(s)\|}{\|C'(t(s))\|} ds = \int \frac{1}{\|C'(s)\|} ds,
\]

(6)

because \( \|C'(s)\| = 1 \). Because \( C(t) \) is regular, \( \|C'(t)\| > 0 \), the integration of a strictly positive function yields a strictly increasing function, \( t(s) \).

Unfortunately, equation (6) is an integration with respect to the arc length parameter \( s \) which is unknown. Instead, the following approximation approach to arc length is used.

\[
s(t) = \int \frac{dC(t)}{dt} \frac{dt}{ds} = \int \frac{\|C'(t)\|}{\|C'(s)\|} ds = \int \|C'(t)\| dt.
\]

(7)
\[ \|C'(t)\|^2 \] can be computed symbolically. \[ \|C'(t)\| \] can be numerically approximated from \[ \|C'(t)\|^2 \] using the same technique that is described in algorithm 1. Integration can also be computed symbolically for polynomial Bézier and B spline curves (see [7]).

An algorithm to step along an arbitrary regular curve with constant arc-length steps can now be derived:

**Algorithm 2**

**Input:**
- curve \( C(t), t \in [T_{min}, T_{max}] \);
- Tolerance \( \tau \);
- Arc-length step \( \delta \);

**Output:**
- \( T \), list of \( t \) parameter values of distance \( \delta \) apart along \( C(t) \);

**Algorithm:**

- \( m(t) \leftarrow \|C'(t)\|^2 \), computed symbolically;
- \( M(t) \leftarrow \) approximation to \( \sqrt{m(t)} \), computed numerically;
- \( s(t) \leftarrow \int M(t)dt \), computed symbolically;
- \( T \leftarrow \emptyset \);
- \( D \leftarrow s(T_{max}) - s(T_{min}) \);
- \( \Delta \leftarrow s(T_{min}) + \delta \);
- do
  - \( T \leftarrow T \cup \text{ZeroSet}(s(t) - \Delta, \tau) \)
  - \( \Delta \leftarrow \Delta + \delta \)
- while \( (\Delta < D) \);

where \( \text{ZeroSet}(c(t), \tau) \) uses numerical methods to find the zero set of \( c(t) \) to within \( \tau \).

Figure 7 shows some examples of the approach taken in algorithm 2 to create constant arc-length steps along curves.

### 4 Enclosed Area of Closed Curves

It is common to attempt and design a complicated surface, such as a fuselage of a plane or a ship hull, by defining a set of cross sections that the surface interpolates or approximates. It is important to be able to compute the enclosed area of such a cross section, or even guarantee that all cross sections have certain areas, since these areas directly affect the volume that will be confined by the designed surface, and its hydro/airodynamic behaviour. If \( C(t) = (x(t), y(t)) \) is a polynomial planar curve, one can exploit Green’s theorem and the symbolic tools defined herein to yield a symbolic closed form formulation of the enclosed area, represented as a scalar field.
Figure 7: Two examples of an approximation of arc-length reparameterization of curves. In (a), constant steps along the original parameterization are shown while in (b) the arc-length steps computed using algorithm 2 are displayed.

Given continuous functions \( P(x, y), Q(x, y), \frac{\partial P}{\partial y}, \frac{\partial Q}{\partial x} \), the Green's theorem for a simple closed curve \( C \),

\[
\oint_{C} P \, dx + Q \, dy = \iint_{S} \left( \frac{\partial Q}{\partial x} - \frac{\partial P}{\partial y} \right) \, dx \, dy,
\]

where \( S \) is the enclosed area by the closed curve \( C(t) \).

Let \( P(x, y) = -y \) and let \( Q(x, y) = x \). Then the right hand side of equation (8) becomes \( \iint_{S} 2 \, dx \, dy = 2S \) or,

\[
S = \frac{1}{2} \oint_{C} x \, dy - y \, dx.
\]

In parametric form equation (9) is equal to,

\[
S = \frac{1}{2} \oint_{C} \left( x(t) \frac{dy(t)}{dt} - y(t) \frac{dx(t)}{dt} \right) \, dt.
\]

Equation (10) is computable and representable using the symbolic tools assumed in section 1. One can compute and represent the (area) integral of a closed polynomial curve as a polynomial [7], while the area itself is the definite integral evaluated at the two parameter values of the curve's end points.

5 Curve Curve Intersection and Coincidence

The need to find the intersection points of two curves rises in numerous instances, including modeling, Boolean operations, machining toolpath generation, and hidden curve removal of freeform surfaces [15].
Moreover, the detection of coincidence of regions of curves that trace the same geometry in a different speed is a difficult problem. By representing the distance function symbolically, one can alleviate the difficulties in solving these problems.

Let $C_1(u)$ and $C_2(v)$ be two regular curves. The distance between two points on the two curves is equal to,

$$d(u, v) = \|C_1(u) - C_2(v)\|,$$

but because of the square root in equation (11), we evaluate,

$$\delta(u, v) = d^2(u, v) = (x_1(u) - x_2(v))^2 + (y_1(u) - y_2(v))^2 + (z_1(u) - z_2(v))^2.\tag{12}$$

Clearly $\delta(u, v)$ is computable and representable as a polynomial or rational scalar field because the $x_i, y_i$ and $z_i$ coefficients can be rewritten as $x_i(u, v), y_i(u, v),$ and $z_i(u, v),$ respectively.

Figures 8 and 9 provide two examples of the $\delta(u, v)$ distance function.

By using bivariate minimization methods, solutions to the intersection points can be robustly found. Furthermore, not only one can find the curve's intersection points, but the closest points or the points with largest distance on the two curves can be isolated in the same way, by finding the local minima or maxima of $\delta(u, v)$. A search for local extrema of an explicit surface, as $\delta(u, v)$ is, can be mapped to a zero set search on a different explicit surface,

$$\zeta(u, v) = \left( \frac{\partial \delta(u, v)}{\partial u} \right)^2 + \left( \frac{\partial \delta(u, v)}{\partial v} \right)^2.\tag{13}$$

In general $\delta(u, v) \geq 0$ and at an intersection point, $\delta(u, v) = 0$. If $\delta(u, v)$ is $C^1$ continuous, and using the convex hull property of the Bézier and NURBs representations, it is clear that at the neighborhood of an intersection point, there exists a non positive coefficient in the control mesh of $\delta(u, v)$.

In Figures 8 and 9, a simple subdivision based algorithm is used and which subdivides a surface if one of its coefficients is non positive, until a termination criteria is reached, usually that the size of the parametric domain is sufficiently small. This simple algorithm was found reasonably fast and very robust.

By elevating the curve curve intersection problem a dimension, the problem is transformed into a zero set finding problem. One can use $\delta(u, v)$ to not only robustly find the (self) intersection points and shortest distance points, but also to find regions of coincidence manifested as local minima curves on $\delta(u, v)$ that
Figure 8: A bivariate distance square function, \( \delta(u, v) = \|C_1(u) - C_2(v)\| \), is defined (b) for the given two curves \( C_1(u) \) and \( C_2(v) \) (a) and is used to robustly find their nine intersection points.

Figure 9: A bivariate distance square function, \( \delta(u, v) = \|C_1(u) - C_1(v)\| \), is defined (b) from a curve (a) to itself. As expected the diagonal \( u = v \) of the distance function is zero. However, since the curve is self intersecting, two more symmetric zeros corresponding to the self intersection point, are found.
are everywhere zero as well. Further, the isolation of the regions in $C_1(u)$ such that $\|C_1(u) - C_2(v)\| < \xi$, for some constant $\xi$, is reduced to the computation of the zero set of $\delta(u, v) - \xi^3$.

6 conclusion

We have shown that few symbolic tools can enhance the robustness of current analysis methods of freeform curves as well as introduce new analysis techniques altogether. It is clear that the examples that were demonstrated in this paper are only a small subset of problems that can benefit from this symbolic approach and further research in the area is to be carried out.
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