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ABSTRACT

Each of two parties $P_1$ and $P_2$ holds an $n$-bit input, $x$ and $y$, respectively. They wish to privately compute the value of $f(x, y)$. That is, $P_1$ should not learn any additional information about $y$ (in the information-theoretic sense) other than what follows from its input $x$ and the function value, $f(x, y)$, and similarly, $P_2$ should not learn any additional information about $x$.

In this paper we consider two basic questions in the theory of private computations:

1) Which functions can be privately computed?

2) What is the communication complexity of protocols that privately compute a function $f$ (in the case that such protocols exist)?

A complete combinatorial characterization of privately computable functions is given. We use this characterization to derive tight bounds on the rounds complexity of any privately computable function, and to design optimal private protocols that compute these functions.

We show that for every $1 \leq g(n) \leq 2^{2^n}$ there are functions that can be privately computed with $g(n)$-rounds of communication, but not with $g(n)-1$-rounds of communication. This implies that the communication costs of private protocols can be exponentially higher than the communication costs of non-private protocols.

Interestingly, randomization does not help neither to increase the set of privately computable functions, nor to improve the rounds complexity of these functions.
1. INTRODUCTION

The topic of this paper is private computations and their communication complexity. To exemplify the issue, we consider the "Two millionaires" problem presented by Yao [Y2]: Two millionaires wish to know who is the richer. However they want to do this in a way such that neither of them will receive any additional information about the other's wealth. Can the two millionaires solve their problem?

The general question that we address is which functions of two arguments can be computed in such a way that no party learns any additional knowledge, other than what follows from the value of the function and its input. It turns out that the answer for this question heavily relies on the assumptions that are made regarding the computational power of the parties. One possible approach is to assume that the parties are limited to efficient computations (i.e. in polynomial-time). The issue of privacy, using this approach, was resolved in [Y4,GMW], under (unproven) intractability assumptions.

Another possible approach is the information theoretic approach: The computational power of the parties is not restricted, and no intractability assumptions are made. Thus, the notion of privacy is much stronger. It is not only that the parties cannot obtain additional information using polynomial-time computations, but that such information cannot be obtained at all. This approach was studied in [BGW,CCD]. It was shown that any function $f$ of $N$ arguments can be computed $\left\lfloor \frac{N-1}{2} \right\rfloor$ privately: No coalition of $t \leq \left\lfloor \frac{N-1}{2} \right\rfloor$ parties learns anything, other than the value of the function from the execution of the protocol (Note that for the case $N=2$ this claim is not meaningful). On the other hand, for $t > \left\lfloor \frac{N-1}{2} \right\rfloor$, Ben-or, Goldwasser and Wigderson [BGW] showed that some functions cannot be computed $t$-privately. In [CK] a complete characterization of the $t$-private Boolean functions, for $\left\lfloor \frac{N-1}{2} \right\rfloor < t \leq N$ is given. The basis for this characterization was a reduction from the multi-party case to the two-party case.

In this paper we solve the question of privacy with respect to arbitrary two-argument functions: A complete combinatorial characterization of the privately computable functions is given. In particular, this provides a necessary condition for privacy in the general multi-party case.

A new facet of privacy, considered in this paper, is the communication complexity of computing functions privately. Two measures of complexity are considered in this paper: communication complexity (number of bits) and rounds complexity. The communication complexity of computing functions in a two-party system was extensively studied in previous works. Yao, for example, investigated the communication complexity of computing arbitrary Boolean functions in such a system (both in a deterministic model and a probabilistic model) [Y1,Y3]. Tight $\Theta(n)$ bounds on the communication complexity of explicit functions and of random functions were given both for the case of deterministic protocols [Y1] and for randomized protocols [AFR,CG,GO]. Rounds complexity was studied by Papadimitriou and Sipser [PS] and by Duris, Galil and Schnitger [DGS]. They showed that for certain functions there is an exponential gap between the number of bits that must be exchanged using $k$-round protocols and $k+1$-round protocols.

We use the characterization of privately computable functions, to derive tight bounds on the communication complexity and rounds complexity of these functions. We show that the privately computable functions form a very dense rounds-complexity hierarchy. For every $1 \leq g(n) \leq 2^2n$ there exists a function which is privately computable by a $g(n)$-round protocol but cannot be privately computed by any $g(n)-1$-round protocol. In particular, certain functions require $2 \cdot 2^n$ communication rounds and $\Theta(2^n)$ bits to be privately...
computed. This should be contrasted with the fact that in a regular computation (that is, without privacy constraints), any function $f$ can be computed using $O(n)$ bits and two communication rounds ($P_1$ sends $x$; $P_2$ computes and sends $f(x,y)$). Comparing these two bounds we conclude that even when a function is privately computable, the "cost" of privacy may be exponentially larger.

In distributed computing, randomization often increases the computation power [LR,Be], or significantly decreases computational costs [Br,FM,MS]. Interestingly, this is not the case for private two-party computation. For every privately computable function $f$, we present a deterministic protocol, which privately computes $f$ in an optimal number of rounds (and deterministically-optimal number of bits). We conclude that randomization does not help neither to increase the set of privately computable functions, nor to improve the rounds complexity of privately computable functions.

The rest of this paper is organized as follows: In section 2 we present the model and the definitions of privacy. In section 3 we give the characterization of the privately computable functions, and in section 4 we deal with the communication complexity and rounds complexity of these functions.

2. PRELIMINARIES

2.1. Two-Party Protocols and Communication Complexity (Without Privacy)

In this section we define the model of two-party computation, and the notions of complexity which are used in this paper. These definitions are originally due to Yao [Y1].

The model consists of two parties, $P_1$ - holding $n$-bit input $x$, and $P_2$ - holding $n$-bit input $y$. $P_1$ and $P_2$ wish to compute the value of $f(x,y)$ ($f : \{0,1\}^n \times \{0,1\}^n \rightarrow \{0,1,...,m-1\}$) using a probabilistic protocol. A probabilistic protocol [Y1] for computing $f(x,y)$ is a predetermined probabilistic program. That is, the parties are allowed to toss coins during their local computations. The parties are alternately sending messages to each other. The message $q_i$ a party sends in the $i$-th round, is a function of its input, its coin tosses, and the messages it has received so far ($q_1$,...,$q_{i-1}$). We assume that the parties are honest, that is, they follow their predetermined programs. The last message sent in the protocol $A$ is assumed to contain the value of the function, and is denoted $A(x,y)$. We say that the protocol $A$ computes the function $f$, if

$$\forall x,y \in \{0,1\}^n : \ Pr(A(x,y) = f(x,y)) > \frac{1}{2}$$

where the probability is taken over the random coin tosses of the two parties.

The communication string passed in the protocol is the concatenation of all the messages $q_1,q_2,\ldots,q_k$ sent in the course of the protocol. We assume that in every round, the set of all possible messages forms a prefix-free code. Thus, the communication string can be uniquely decomposed to its messages. It also enables a party which receive a message to recognize its end. The influence of this assumption on the communication complexity of the computation is limited by a constant.

The communication complexity of a protocol $A$, is the maximal number of bits transmitted during the protocol $A$ (where the maximum is taken over all the possible inputs $(x,y)$, and all the possible coin tosses). Similarly, the rounds complexity of a protocol $A$, is the maximal number of rounds in any run of the protocol $A$.
The communication complexity (rounds complexity) of a function \( f \) is the minimum communication complexity (rounds complexity) over all protocols which compute \( f \).

Remark 1: Since the last message of the protocol has to contain the value of \( f(x, y) \) it was assumed that if the image of \( f \) is of size \( m \) then the image is the set \( \{0, 1, \ldots, m-1\} \). If this is not the case we can use, in the last message, some encoding of \( f(x, y) \) into the set \( \{0, 1, \ldots, m-1\} \). Therefore the length of the last message is at most \( \log_2 m \) bits (note that \( m \leq 2^n \) and therefore \( \log_2 m \leq 2n \)).

Remark 2: The assumption that \( |x| = |y| \) is not essential for any of our results, and can be easily generalized.

It is convenient to visualize any function \( f: \{0,1\}^n \times \{0,1\}^n \rightarrow \{0,1,\ldots,m-1\} \) as a \( 2^n \times 2^n \) matrix with entries in \( \{0,1,\ldots,m-1\} \). We denote this matrix by \( M_f \). Each row of \( M_f \) represents an input \( x \) held by \( P_1 \), and each column of \( M_f \) represents an input \( y \) held by \( P_2 \). The entry \( (x, y) \) of the matrix \( M_f \) contains the value \( f(x, y) \). A submatrix of \( M_f \) is called monochromatic, if \( f \) is constant over it.

2.2. The Privacy Constraints

In this section we formally define the notions of weak and strong privacy in a two-party distributed system. The definitions are taken from [CK], and the definition of strong privacy is equivalent to the definition of [BGW].

Informally, a protocol is private if each party does not learn anything from the execution of the protocol other than the value of the function. This means that the parties do not gain even a probabilistic advantage over what they know by themselves.

Formally, we call a protocol weakly private with respect to \( P_1 \) (similar definition holds for \( P_2 \)) if for every two inputs \( (x, y_1) \) and \( (x, y_2) \) satisfying \( f(x, y_1) = f(x, y_2) \), and for every communication string \( s \)

\[
Pr(s \mid l_1(x, y_1)) = Pr(s \mid l_1(x, y_2))
\]

where the probability is taken over all the possible coin tosses of both parties.

Now, we make the notion of privacy stronger in two ways. First, we require that the protocols will not make errors, and second, we require that the parties will not learn anything from the execution of the protocol even when taking into account their random coin tosses. Formally, we say that a protocol \( A \) is strongly private with respect to \( P_1 \) (similar definition holds for \( P_2 \)) if \( A \) always compute the correct value of the function (that is \( A(x, y) = f(x, y) \)), and if for every two inputs \( (x, y_1) \) and \( (x, y_2) \) satisfying \( f(x, y_1) = f(x, y_2) \), every string of coin tosses \( r_1 \) held by \( P_1 \), and for every communication string \( s \)

\[
Pr(s \mid r_1, (x, y_1)) = Pr(s \mid r_1, (x, y_2))
\]

where the probability is taken over all the possible coin tosses of \( P_2 \).

A protocol \( A \) is called weakly/strongly private if it is weakly/strongly private with respect to both parties. A function \( f \) is called weakly/strongly private if there exist(s) a weakly/strongly private protocol which computes it.

Finally, we remark that when dealing with the communication/rounds complexity of private functions, we consider only private protocols.
3. CHARACTERIZATION OF PRIVATE FUNCTIONS

In this section we give a complete combinatorial characterization of the privately computable functions. This characterization is used to derive deterministic private protocol for any privately computable function. We start with some definitions:

Definition: Let $M = C \times D$ be a matrix. The relation $\sim$ on the rows of the matrix $M$ is defined as follows: $x_1, x_2 \in C$ satisfy $x_1 \sim x_2$ if there exist $y \in D$ such that $M_{x_1y} = M_{x_2y}$. The equivalence relation $\equiv$ on the rows of the matrix $M$ is defined as the transitive closure of the relation $\sim$. That is, $x_1, x_2 \in C$ satisfy $x_1 \equiv x_2$ if there exist $z_1, z_2, \cdots, z_t \in C$ such that $x_1 \sim z_1 \sim z_2 \sim \cdots \sim z_t \sim x_2$. Similarly the relations $\sim$ and $\equiv$ are defined on the columns of the matrix.

Definition: A matrix $M$ is called forbidden if it is not monochromatic, all its rows are equivalent, and all its columns are equivalent. That is, every $x_1, x_2 \in C$ satisfy $x_1 \equiv x_2$, and every $y_1, y_2 \in D$ satisfy $y_1 \equiv y_2$. (For an example of a forbidden matrix see Figure 1).

<table>
<thead>
<tr>
<th>$y_1$</th>
<th>$y_2$</th>
<th>$y_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x_2$</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>$x_3$</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 1

The first theorem claims that if a function $f$ is represented by a matrix $M_f$ which contains a forbidden submatrix, then $f$ is not privately computable.

Theorem 1: Let $f$ be a function. If $M_f$ contains a forbidden submatrix $M = C \times D$ then $f$ is not (weakly) private.

Proof: The idea of the proof is to show that any protocol $A$ trying to compute $f$ privately, fails (with "high" probability) in computing the correct value of the function for some inputs. This is done by showing that for any $x_1, x_2 \in C$, and any message $q$, the probability that $P_1$ sends $q$ on input $x_1$ equals the probability that $P_1$ sends $q$ on input $x_2$. An analogous argument holds for $P_2$ with respect to any $y_1, y_2 \in D$. Thus, the probability distribution of communication strings is the same for any $(x, y) \in M$. Since $M$ is not monochromatic, and since the protocol is required to compute the correct value of $f$ for every input with probability greater than $\frac{1}{2}$, then for some of the inputs a wrong value is computed.

Let $s = q_1, q_2, \cdots, q_k$ be any communication string, and assume without loss of generality that $k$ is even. We denote by $P_1(s | x)$ the probability that the party $P_1$ will send the messages $q_1, q_3, q_5, \cdots$ given that its input is $x$, and that $P_2$ send the messages $q_2, q_4, q_6, \cdots$. That is,

$$P_1(s | x) = P(q_1 | x) \cdot P(q_3 | x, q_1) \cdot P(q_5 | x, q_1, q_3) \cdots P(q_{k-1} | x, q_1, \ldots, q_{k-2})$$

and similarly $P_2(s | y)$ is defined as

$$P_2(s | y) = P(q_2 | y, q_4) \cdot P(q_4 | y, q_2, q_3) \cdot P(q_6 | y, q_4, q_2, q_3) \cdots P(q_k | y, q_1, \ldots, q_{k-1})$$

By these definitions, for every input \((x, y)\), and every communication string \(s\) we have:

\[
Pr(s \mid (x, y)) = P_1(s \mid x) \cdot P_2(s \mid y)
\]

(*)

Now, let \(C = \{x_1, \ldots, x_l\}\) and \(D = \{y_1, \ldots, y_l\}\). The submatrix \(M = C \times D\) is forbidden, therefore all the rows of \(M\) are equivalent, and all the columns of \(M\) are equivalent. Therefore, we can assume, without loss of generality, that the set \(C\) is ordered in a way such that for every \(i\) there exist \(j<i\) such that \(x_i \sim x_j\), and similarly the set \(D\) is ordered in a way such that for every \(i\) there exist \(j<i\) such that \(y_i \sim y_j\). We now prove by induction on \(i\) that for every \(1 \leq i \leq l\),

\[
P_i(s \mid x_i) = P_1(s \mid x_1)
\]

Given \(i>1\) there is some \(j<i\) with \(x_i \sim x_j\). By the definition of \(\sim\), there exists \(y \in D\) such that \(f(x_i, y) = f(x_j, y)\). According to the definition of (weak) privacy, this implies that for every communication string \(s\), \(Pr(s \mid (x_i, y)) = Pr(s \mid (x_j, y))\). Now we use (*) and get \(P_i(s \mid x_i) = P_1(s \mid x_1)\). By induction hypothesis, \(P_i(s \mid x) = P_1(s \mid x_1)\), which completes the proof of the claim. Similarly we get that for every \(1 \leq j \leq l\),

\[
P_2(s \mid y_j) = P_2(s \mid y_1)
\]

Using (*) again we get that for every input \((x_i, y_j) \in M\),

\[
Pr(s \mid (x_i, y_j)) = Pr(s \mid (x_1, y_j)) = Pr(s \mid (x_1, y_1))
\]

Therefore for every input \((x_i, y_j) \in M\) the probability distributions of communication strings sent on these inputs are all equal. In particular, for every \((x_i, y_j) \in M\) the last message of the communication string, which is \(A(x_i, y_j)\), is distributed in the same way. On the other hand the correctness of \(A\) implies that for every \((x_i, y_j)\),

\[
Pr(A(x_i, y_j) = f(x_i, y_j)) > \frac{1}{2}
\]

Thus, the same function value is computed for all the inputs in \(M\). A contradiction to the assumption that \(M\) is not monochromatic. \(\square\)

The special case of theorem 1, where \(M\) is a 2×2 submatrix, is useful for proving that particular functions are not private. It says that if there exist \(x_1, x_2, y_1, y_2 \in \{0,1\}\) such that \(f(x_1, y_1) = f(x_1, y_2) = f(x_2, y_1) = a\), and \(f(x_2, y_2) \neq a\) then \(f\) is not private. We can now prove, for example, that the "greater equal" function \((f(x, y) = 1 \iff x \geq y)\) is not private. It is enough to observe that for every integer \(a\) we have \(f(a-1, a) = f(a-1, a+1) = f(a, a+1) = 0\) but \(f(a, a) = 1\). Note that finding a private protocol for the "greater than" function is actually solving the "Two millionaires" problem. We remark that in the computational model this problem can be solved \([Y2]\).

We will now prove that the condition of theorem 1 is not only necessary but also sufficient. Namely, if the matrix \(M_f\) does not contain a forbidden submatrix then \(f\) is privately computable. Before proving this claim, we introduce some new definitions.

**Definition:** A matrix \(C \times D\) is called rows decomposable if there exist non-empty sets \(C_1, C_2, \ldots, C_t (t \geq 2)\) such that:

1) \(C_1, C_2, \ldots, C_t\) are a partition of \(C\). That is, \(\bigcup_{i=1}^t C_i = C\) and \(\forall i \neq j : C_i \cap C_j = \emptyset\).
2) For every \( x_1, x_2 \in C \), if \( x_1 \sim x_2 \) then \( x_1 \) and \( x_2 \) are in the same \( C_i \).

Similarly, one can define when a matrix \( C \times D \) is \textit{columns decomposable}. When we say \textit{the optimal rows (columns) decomposition} of a matrix we mean the rows (columns) decomposition which maximizes \( t \) (the number of sets). Note that the optimal decomposition is unique. This is because the sets of the optimal decomposition are exactly the equivalence classes of the relation \( \sim \).

Definition: A matrix \( C \times D \) is called \textit{decomposable} if one of the following conditions hold:

1) \( C \times D \) is monochromatic.

2) \( C \times D \) is rows decomposable to sub-matrices \( C_1 \times D, C_2 \times D, \ldots, C_i \times D \) which are all decomposable.

3) \( C \times D \) is columns decomposable to sub-matrices \( C \times D_1, C \times D_2, \ldots, C \times D_i \) which are all decomposable.

An example of a decomposable matrix is given in Figure 2 (section 4).

Given a matrix \( M \) it is easy to check whether it is decomposable, or rows (columns) decomposable, and to find the optimal decomposition. Such an algorithm will be needed for the design of efficient private protocols. For example, the following algorithm checks if \( M \) (\( n \times m \) matrix) is rows decomposable and find the optimal rows decomposition:

1) For every row \( 1 \leq i \leq n \) create a set \( C_i = \{ i \} \)

2) If there exist \( x_1 \in C_i, x_2 \in C_j \) (\( i \neq j \)) and \( y \) such that \( f(x_1, y) = f(x_2, y) \) (i.e. \( x_1 \sim x_2 \)) then \( C_i = C_i \cup C_j \) (that is unite \( C_i \) and \( C_j \) to a single set) and return to step (2).

3) If the number of sets is 1 - there is no rows decomposition. Else the current sets are the optimal rows decomposition of \( M \).

In order to prove the sufficiency of our condition we will use the following lemma which claims that a matrix is decomposable if and only if it does not contain a forbidden submatrix.

\textbf{Lemma 1:} Let \( M = C \times D \). \( M \) is decomposable iff for every submatrix \( M' \) of \( M \), \( M' \) is not forbidden.

\textbf{Proof (sketch):} If \( M \) contains a forbidden submatrix \( M' \) then by induction we can show that the rows and columns of this submatrix always remain in the same submatrix of the decomposition. As a decomposition must end with monochromatic submatrices, \( M \) is not decomposable. Conversely, if \( M \) is not decomposable then we have a submatrix \( M' \) which is not monochromatic, not rows decomposable and not columns decomposable. This means that \( M' \) is a forbidden submatrix of \( M \).

\textbf{Theorem 2:} Let \( f : \{0,1\}^n \times \{0,1\}^n \rightarrow \{0,1,...,m-1\} \) be an arbitrary function. If \( M_f \) does not contain a forbidden submatrix then \( f \) is (strongly) private.

\textbf{Proof:} If \( M_f \) does not contain a forbidden submatrix then according to lemma 1, \( M_f \) is decomposable. We use the optimal decomposition of \( M_f \) for presenting a deterministic private protocol \( A_f \) which computes \( f \).

We assume that the two parties have a common way of numbering the sets in the decomposition. The protocol is as follows:
Protocol $A_f$:

0) $P_1$ and $P_2$ both set $C=D=\{0,1,\ldots,2^n-1\}$

1) While $C \times D$ is not monochromatic:
   
   1.1) $P_1$ sends the $j$ such that $x \in C_j$ in the optimal rows decomposition of $C \times D$. Both $P_1$ and $P_2$ set $C=C_j$.
   
   1.2) $P_2$ sends the $j$ such that $y \in D_j$ in the optimal columns decomposition of $C \times D$. Both $P_1$ and $P_2$ set $D=D_j$.

2) $P_1$ sends the constant value in $C \times D$ as the value of $f(x,y)$.

From the definition of a decomposable matrix it is clear that during this algorithm $C \times D$ is always decomposable, and that the protocol $A_f$ terminates. It is also clear that $A_f$ terminates with the right value of $f(x,y)$. (Note that the first time step (1.1) is performed, it is possible that $C \times D$ is not rows decomposable. In such a case $C \times D$ must be columns decomposable, and we can start from step (1.2). From this point on, since we use the optimal decomposition, $C \times D$ is rows decomposable and columns decomposable alternately). Since $A_f$ is deterministic then for every input $(x,y)$, the communication string is unique. Therefore, for showing that $A_f$ is (strongly) private, one should verify that for every two inputs $(x,y_1)$ and $(x,y_2)$ that satisfy $f(x,y_1)=f(x,y_2)$ the same communication string is exchanged. This is true since the messages sent in step (1.1) depend only on $x$, while the messages sent in step (1.2), are uniquely determined by $x$ and the function value (according to the definition of columns decomposition, and since $y_1$ and $y_2$ will never be decomposed). Similarly, we can verify that for every two inputs $(x_1,y)$ and $(x_2,y)$ that satisfy $f(x_1,y)=f(x_2,y)$, the same communication string is exchanged. 

From theorems 1 and 2 we get the following corollaries:

**Corollary 1:** If $f$ is weakly private then $f$ is also strongly private.

**Corollary 2:** If $f$ is private then it can be privately computed using a deterministic protocol.

According to theorem 2 every private function is privately computable using a deterministic protocol. That is, randomization does not help to achieve privacy in the two-party case. We emphasize that this is not the case for multi-party protocols (see [BGW,CK]).

4. THE COMMUNICATION COMPLEXITY OF PRIVATE FUNCTIONS

In this section we deal with the communication complexity of private functions. We show a correspondence between every protocol $A$, which computes a function $f$ privately, and a decomposition of the matrix $M_f$. This correspondence is used for proving lower bounds on the number of rounds, and the number of communication strings needed for computing $f$ privately.

It may be convenient to look at the decomposition of a matrix $M$, as a tree containing submatrices in its nodes. The root (level 0) of the tree contains the given matrix $M$. The children of a node $v$ in an even level of
the tree, contain the rows decomposition of the submatrix in v, while the children of a node in an odd level contain the columns decomposition of the submatrix. All the leaves of the tree are monochromatic submatrices. Such a tree is called a decomposition tree of the matrix M. The tree corresponding to the optimal decomposition is called the optimal decomposition tree. (We assume without loss of generality that M itself is rows decomposable. Otherwise in the even levels we should use columns decomposition and in the odd levels rows decomposition).

Following Yao [Y1], we visualize every protocol that computes f as a decision tree. We show that the decision tree of any private protocol, is also a decomposition tree. Given A, a (weakly) private protocol for computing f, we describe how to create a decomposition tree that corresponds to A. The root (level 0) contains the matrix M. Let v be a node in level l of the tree containing a submatrix M=CxD. We define its children as follows: Assume that the message in round \( l+1 \) of the protocol should be sent by \( P_1 \) (a similar definition holds for the case where the next message should be sent by \( P_2 \)). Every \( x_1, x_2 \in C \), for which \( P_1 \) behave "similarly" will be in the same \( C_j \), where "similarly" means that for every message \( q_{l+1} \) and for every sequence of messages \( q_1, q_2, \ldots, q_l \) passed in previous rounds:

\[
Pr(q_{l+1} | x_1, q_1, q_2, \ldots, q_l) = Pr(q_{l+1} | x_2, q_1, q_2, \ldots, q_l)
\]

Since it is given that A is (weakly) private, then \( f(x_1,y) = f(x_2,y) \) implies that for every communication string \( s \) we have

\[
Pr(s | (x_1,y)) = Pr(s | (x_2,y)).
\]

Thus, \( Pr(q_{l+1} | x_1, q_1, q_2, \ldots, q_l) \) is equal to \( Pr(q_{l+1} | x_2, q_1, q_2, \ldots, q_l) \). Therefore, if \( x_1 = x_2 \) then \( x_1 \) and \( x_2 \) are in the same \( C_j \), and the conditions for rows decomposition hold. Finally, we have to show that the leaves contain monochromatic submatrices. This follows from the fact that the same probability distribution of messages is sent for every element of the submatrix, and that for every input the protocol should compute the correct value of the function with probability greater then \( \frac{1}{2} \). (Note that if the protocol A is not efficient it is possible that there are rounds that give decomposition with \( t = 1 \). In such a case we can omit these rounds).

Going on with this correspondence it is easy to see that the number of communication rounds in the protocol is equal to the depth of the corresponding decomposition tree. To derive our lower bounds we use this equality together with the next lemma, which claims that the optimal decomposition tree has the minimal depth.

Lemma 2: Let \( M \) be a decomposable matrix. Let \( T_{opt} \) be the optimal decomposition tree for \( M \). For every \( T \), a decomposition tree of \( M \), the depth of \( T_{opt} \) is less than or equal to the depth of \( T \).

Proof (sketch): Given a non-optimal decomposition tree \( T \), we can use the following bottom-up process in order to get the optimal tree \( T_{opt} \) without increasing the depth: In each step find an internal node \( v \), which its decomposition is not optimal, but the decomposition in any node of its subtree is optimal. Changing the decomposition in the node \( v \) to the optimal one, does not increase the depth of the tree (and maybe even decrease it).

Corollary 3: For every private function \( f \), the protocol \( A_f \) (described in the proof of theorem 2) achieves the optimal number of rounds.

This is because every private protocol that computes \( f \) corresponds to a decomposition tree. According to lemma 2, the optimal decomposition tree, which is exactly the tree corresponds to \( A_f \), has the minimal depth.
Corollary 4: For every \( 1 \leq g(n) \leq 2 \cdot 2^n \) there exists a function \( f \) which is privately computable using a \( g(n) \)-round protocol but is not privately computable using any \( g(n) - 1 \)-round protocol.

This corollary implies the existence of a rounds-complexity hierarchy for privately computable functions. For proving it, we present below a function that is privately computable using \( 2 \cdot 2^n \) -round protocol, but is not privately computable using any \( 2 \cdot 2^n - 1 \) -round protocol. This example can be easily generalized to any \( 1 \leq g(n) \leq 2 \cdot 2^n \). We consider the following function \( f \) (see \( M_f \) in Figure 2):

\[
f(x, y) = \begin{cases} 
2x & x \leq y \\
2y + 1 & x > y
\end{cases}
\]

\[f(x, y) = \begin{bmatrix}
2x & x \leq y \\
2y + 1 & x > y
\end{bmatrix}
\]

\[
0 \quad 1 \quad 2 \quad 3 \quad \ldots \quad 2^n-2 \quad 2^n-1
\]

\[
\begin{array}{cccccccc}
0 & 0 & 0 & 0 & \ldots & 0 & 0 \\
1 & 1 & 2 & 2 & \ldots & 2 & 2 \\
2 & 1 & 3 & 4 & \ldots & 4 & .4 \\
3 & 1 & 3 & 5 & 6 & \ldots & 6 & 6 \\
& & & & & & & \\
2^n-2 & 1 & 3 & 5 & 7 & \ldots & 2^{n+1}-4 & 2^{n+1}-4 \\
2^n-1 & 1 & 3 & 5 & 7 & \ldots & 2^{n+1}-3 & 2^{n+1}-2
\end{array}
\]

Figure 2

The optimal decomposition of \( M_f \) gives us the following protocol \( A_f \):

For \( i = 0, 1, 2, \ldots \):

1) \( P_1 \) compares its input, \( x \), with \( i \). If \( x = i \) it sends \( f(x, y) = 2 \cdot i \) and the protocol is terminated. Otherwise it sends a GO_ON message (one bit).

2) \( P_2 \) compares its input, \( y \), with \( i \). If \( y = i \) it sends \( f(x, y) = 2 \cdot i + 1 \) and the protocol is terminated. Otherwise it sends a GO_ON message (one bit).

It is easy to see that this protocol requires \( 2 \cdot 2^n \) rounds (and \( \Theta(2^n) \) bits) for the input \( (2^n-1, 2^n-1) \). Moreover, the average number of rounds (and bits) is also \( \Theta(2^n) \). Note that in a regular computation every function \( f \) can be computed using at most \( n + \lfloor f(x, y) \rfloor \) bits and two communication rounds (Simply, \( P_1 \) sends \( x \) and \( P_2 \) computes and sends \( f(x, y) \)). Since in every round of the optimal protocol we decompose our matrix into at least two sub-matrices, then the function \( f \) defined above is the worst function. In other words, every private
function $f$ can be privately computable using at most $2^{2^n}$ rounds.

In order to give lower bounds on the communication complexity of privately computable functions we present the following claim which relates rounds complexity to communication complexity in private computations.

Claim: Let $f$ be a privately computable function. Denote its communication complexity by $C(f)$ and its rounds complexity by $R(f)$. Then the following holds:

$$R(f) \leq C(f) \leq n \cdot R(f)$$

Proof: $R(f) \leq C(f)$ since in any protocol the parties send at least one bit per round. On the other hand, for every privately computable function $f$ the bound $R(f)$ is achieved by the protocol $A_f$. In any round of this protocol the parties send a message with size less equal $n$. (Note that in steps (1.1) and (1.2) of $A_f$ we may save one bit per round by omitting the most significant bit which is always '1'). The claim follows.

Corollary 5: Randomization does not help to reduce the number of rounds needed in private computations.

This is true since the protocol $A_f$ is a deterministic protocol. We remark that $A_f$ beside of being optimal in its rounds complexity, is also optimal in its communication complexity among the deterministic protocols. For proving that we observe that if $A$ is a deterministic protocol then the number of different communication strings is equal to the number of leaves in the decomposition tree that corresponds to $A$. We conclude that not only that randomization does not help to compute privately more functions, but it also does not help to reduce the number of rounds needed in private computations.
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