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The use of well-ordered sets to prove termination of programs originates from [Floyd 67] and remained prominent ever since. After the appearance of non-deterministic and concurrent programming language constructs, the notion of termination was generalized to the notion of liveness [Lamport], which also covers properties such as eventual occurrence of events during program execution. One way of specifying and proving such properties is by applying temporal reasoning [Francez and Pnueli]. This may be formalized by using Temporal Logic [Pnueli], a tool suitable for expressing such eventualities.

Within this framework, one of the more interesting concepts that can be studied is the concept of fairness [GPSS]. However, application of temporal reasoning does not appeal to a direct use of well-foundedness arguments, see e.g. [Lamport and Owicki]. Recently, there is a revival of the interest in such direct appeals, see e.g. [Apt and Plotkin], generalizing arguments hitherto involving finite non-determinism to a context of infinite non-determinism, and [LPS], generalizing sequential well-foundedness arguments to the context of concurrency (using a shared variable model).

A common property of well-foundedness arguments for more complicated types of termination is the use of higher countably infinite ordinals, which can be traced back to [Hitchcock and Park], this in contrast to the fact that for deterministic programs (or programs displaying finite non-determinism) natural numbers suffice.

In this paper, we propose a rule for proving fair termination of guarded loops, expressed in FG C, a variant of Dijkstra's guarded commands language, restricted to fair execution sequences, using well-foundedness arguments.
we chose guarded commands [Dijkstra 76] since it is related well known and simple, has as a natural extension to the language Communicating Sequential Processes - CSP [Hoare] and the proof rule proposed in this paper extends equally naturally to CSP. This extension is the subject of a companion paper.

The ideas in this paper were developed mostly independent of [LPS], in which a similar situation is dealt with. We shall describe the influence of [LPS] on our work in the last section.

In Section II we briefly describe an informal operational semantics of FGC programs, introduce the proof rule for termination and apply it to several examples. In Section III we present soundness and semantic completeness proofs of the suggested rule w.r.t. an operational semantics using computation trees. Section IV ends with a reduction of the semantic completeness of the rule of [LPS] to the present one.

II. A PROOF RULE FOR FAIR TERMINATION

Basic Notions and Definitions

We consider the language FGC, which has the same syntax as "ordinary" guarded commands. Thus:

\begin{align*}
\text{<statement>:} & \text{=} \text{<assignment statement> | <skip> | <selection> | <repetition>}. \\
\text{<assignment statement>:} & \text{=} \text{<variable> := <expression>} \\
\text{<skip>:} & \text{=} \text{skip} \\
\text{<selection>:} & \text{=} \text{[<boolean-expression> \rightarrow <statement>} \\
& \text{[} \\
& \text{]} \\
\text{<repetition>:} & \text{=} \text{*<selection>}
\end{align*}

Boolean expressions are also called guards.
The semantics of FGC programs, however, differ from their usual semantics in that only fair execution sequences are considered.

We follow the usual definition of a computation sequence \( \pi \): 
\[ \xi_0 \xi_1 \ldots, \]
where all \( \xi_i \)'s denote states (mappings from variables to values).

In the sequel we consider programs of the form of repetitions
\[ C_i : *[B_1 \rightarrow C_1 \square \ldots \square B_n \rightarrow C_n], \]
also abbreviated to \[ *[\bigcirc_{i \in \{1, \ldots, n\}} B_i \rightarrow C_i]. \]

\( C_i \) is enabled in \( \xi \) iff \( B_i(\xi) \) holds.

**Definition 1.** An execution sequence \( \pi \) of \( C \) is fair iff it is finite, or it is infinite and for every \( 1 \leq i \leq n \), if \( C_i \) is infinitely often enabled along \( \pi \), it is also infinitely often chosen along \( \pi \).

2. \( C \) is fairly terminating iff all its infinite execution sequences are not fair, i.e., unfair.

Thus, a fairly terminating program has finite computation sequences (terminating computations), and unfair infinite computation sequences, which are excluded by the FGC semantics, but may not have infinite fair computation sequences.

Actually, for a given initial state \( \xi \), we consider the tree of all possible fairly terminating computation sequences, \( T_\xi \). In case of a selection, \([B_1 \rightarrow C_1 \square \ldots \square B_n \rightarrow C_n]\), a state (node) \( \eta \) in \( T_\xi \) has subtrees for every \( i, 1 \leq i \leq n \) s.t. \( B_i(\eta) \) holds.

Note that FGC programs may display countably infinite non determinism.

Our goal is to characterize deductively the class of all fairly terminating FGC programs. The characterization suggested does carry
over directly to concurrent programs with shared variables; a companion paper [Francez and de Röeyer] extends it to CSP.

We use the notation \( \langle r \rangle \rightarrow C < q \rangle \) to express that \( C \) fairly terminates in all initial states satisfying \( r \), and that \( q \) holds upon termination.

The intuition behind the suggested proof rule is as follows:

For an always terminating non-deterministic program, there exists a well-founded quantity which decreases along every computation sequence, i.e., along every direction in the computation tree.

Now, let us choose the directions along which a certain well-founded quantity decreases, taking care that these directions (certain moves \( C_i \)) are always eventually enabled, until they are taken. Let the other directions be non-increasing. Then by the fairness assumption eventually a decreasing move has to occur. Thus all fair computation sequences are guaranteed to be finite.

The Proof Rule

Choose a well-ordered set \((W, \xi)\) (without loss of generality we can assume that \( W \) is an initial sequence of the countable ordinals, as shown by the completeness proof). Also choose a predicate

\[ p : W \rightarrow \{\text{States} \rightarrow \{\text{true, false}\} \}, \]

assigning a truth value to every pair \((w, \xi)\).

For each \( w \in W \), \( w > 0 \) (or, in general, any non-minimal element in \( W \)) choose a partition \( D_w, S_w \) of \( \{1, \ldots, n\} \), with \( D_w \neq \emptyset \) (-D stands for decreasing, \( S \) for steady.)

Let the following clauses hold:

1) \( \langle p(w) \wedge w > 0 \wedge B_j \rangle \rightarrow C_j \langle \exists v < w \cdot p(v) \rangle \), for all \( j \in D_w \),
2) \( \langle p(w) \land w > 0 \land B_i \rangle C_i \langle \exists v \leq w : p(v) \rangle, \) for all \( i \in S_w \)

3) \( \langle p(w) \land w > 0 \rangle \vdash \bigwedge_{i \in S_w} B_i \land \bigvee_{j \in D_w} B_j \to C_i \langle \text{true} \rangle \)

4) \( p(0) \vdash \bigwedge_{i=1}^{n} \neg B_i, \) \( w > 0 \land p(w) \vdash \bigwedge_{i=1}^{n} B_i, \) \( r \vdash \exists v : p(v) \).

Then, we conclude

\( \langle r \rangle C \langle p(0) \rangle, \)

i.e., repetition \( C \) fairly terminates.

**Explanation**

**ad 1)** This clause guarantees that along every direction in \( D_w \), if it is enabled and taken, then there is a decrease in the well-ordering. (Note again that we use a unique minimal element, denoted by 0, to keep the notation simple.) Note also that at least one decreasing direction is required.

**ad 2)** This clause guarantees that along every direction in \( S_w \), if enabled and taken, there is no increase in the well-ordering. Thus, an infinite computation proceeding along \( S_w \) direction only, and not decreasing, is possible. We have to assure that such a sequence is unfair. Whence clause 3).

**ad 3)** This clause imposes a recursive application of the rule to an auxiliary program \( C_w \), and hence requires a subproof. \( C_w \) terminates because of one of two reasons:

a) \( \bigwedge_{i \in S_w} \neg B_i \) is true, hence no \( S_w \)-move is possible and only \( D_w \)-moves are left.

b) For some \( j \in D_w \), \( B_j \) is true, i.e., a \( D_w \)-move is enabled. Hence, this clause guarantees that along infinite \( S_w \)-computations,
$D_w$-moves are infinitely often enabled, that is, such computations are unfair. By convention, $C_w = \text{skip}$ if $S_w = \emptyset$.

ad 4) This clause guarantees that the program terminates only when reaching a minimal element of $(W,\prec)$.

Remarks: 1. If we take $S_w = \emptyset$ (and hence $D_w = \{1, \ldots, n\}$) for all $w \in W$, the rule reduces to the termination rule for the usual (non-fair) semantics of GC (see, e.g., [Harel]).

2. In proving clauses (1)-(4) of the rule, application of the ordinary rules (for assignments, etc.) is allowed.

Examples:

Ex. 1 First, consider Dijkstra's example for a random generator of natural numbers [Dijkstra 76], which is a possibly non-terminating program, its only infinite computation sequence being unfair. Since this sequence is ruled out by our semantics, the program terminates fairly.

Let $C :: x := 0; \ b := \text{true};$

\[\begin{align*}
* & [\ b \rightarrow x := x + 1 \\
\ \ \ & \quad \ b := \text{false} \\
* & ]
\end{align*}\]

We prove $\langle \text{true} \rangle. C \langle \text{true} \rangle$.

Choose as well-ordering $\{0, 1\}$ with $0 < 1$, as, $S_1 = \{1\}$, $D_1 = \{2\}$, and as ranking predicate $p(w)(x, b) \triangleq (w = 1 \supset b) \land (w = 0 \supset \neg b)$.

As to clause 1): $b$ changes from $\text{true}$ to $\text{false}$ upon move $b := \text{false}$, and hence $w$ drops from 1 to 0.

** Without this clause, our rule is complete for programs terminating under a weaker assumption, that along each of their infinite execution sequences, every guard is infinitely often tried. This issue is further discussed in Section IV.
As to clause 2): b remains true under x:=x+1, and p(w) is independent of x, so w stays 1.

As to clause 3): \( C_1 := \{ b \rightarrow b \rightarrow \ldots \} \) which obviously terminates.

Ex. 2 In Ex. 1, a D-move is always enabled (in the terminology of [LPS], that program is impartial). Next, consider a program, in which D-moves are only eventually enabled, and clause 3) is less trivially satisfied.

\[ C := b := \text{true}; c := \text{true}; \]
\[ *[b \rightarrow c := \neg c] \]
\[ \text{if } b \land c \rightarrow b := \text{false} \]

Again we prove <true> C <true>.

Choose \( W, p, S, D \) as above. The difference lies in clause 3), with auxiliary program

\[ C_1 := *[b \land \neg (b \land c) \rightarrow c := \neg c], \text{ which terminates after one step at most.} \]

This example is still trivial, but is should give the reader a feeling for the spirit of the rule, which captures eventual enabling of a D-move by means of a 'proof of termination' of the auxiliary program.

Ex. 3 Next, we show that the natural numbers IN are not sufficient for fair termination proofs, since there is no bound on the length of finite computations.

Let x, y, z range over IN

\[ C := x := 0; y := 0; \]
\[ *[x = 0 \rightarrow y := y + 1 \land x = 0 \rightarrow x := 1 \]
\[ \land x \neq 0 \land y \neq 0 \rightarrow y := y - 1 \land x \neq 0 \land y \neq 0 \rightarrow z := z + 1 \]
To prove \(<true> C <true>\), choose \(W = \mathbb{N} \cup \{\infty\}\)

\[
p(w)(x,y,z) \equiv (w = \infty \iff x=0) \land (w \neq \infty \iff x\neq 0 \land y=w);
\]

\(S_\infty = \{1,3,4\}, D_\infty = \{2\}, S_n = \{1,2,4\}, D_n = \{3\}\). For clause 3

we get as auxiliary programs.

\[
C_\infty : \quad \begin{cases} [x=0 \land x\neq 0 \rightarrow \ldots ] \\ \quad \sqcap \neg x\neq 0 \land y\neq 0 \rightarrow y:=y-1 \\ \quad \sqcap \neg x\neq 0 \land y\neq 0 \rightarrow z:=z+1 \\ \end{cases}
\]

\[
C_n : \quad \begin{cases} [x=0 \rightarrow \ldots ] \sqcap \neg x\neq 0 \rightarrow \ldots ] \quad \sqcap \neg x\neq 0 \land y\neq 0 \land \neg (x\neq 0 \land y\neq 0) \rightarrow \ldots ) \rightarrow \ldots ] \}
\]

To prove \(<p(n) \land n > 0 \Rightarrow C_n <true>\) is trivial since \(p(n) \iff x\neq 0\), and hence \(C_n\) terminates immediately.

To prove \(<x=0> C_\infty <true>\), choose \(W = \mathbb{N}\), and let

\[
S'_n = \{1,3\}, D'_n = \{2\}, n \in \mathbb{N}, \text{ and } \quad p(n)(x,y,z) \equiv y=n \land x\neq 0.
\]

Note that the alternatives are renumbered.

Clause 1) is satisfied since \(y:=y-1\) decreases \(y\), and clause 2) is satisfied since \(p(n)\) is independent of \(z\). As to clause 3), we again construct an auxiliary program, \(C_{\infty,n}\),

\[
C_{\infty,n} : \quad [x=0 \land x\neq 0 \rightarrow \ldots ] \quad \sqcap \neg x\neq 0 \land y\neq 0 \land \neg (x\neq 0 \land y\neq 0) \rightarrow \ldots ]
\]

which trivially terminates.

Finally, consider the following program:

\[
C : \quad y:=1; \quad b:=\text{true}; \\
\quad \begin{cases} [b \rightarrow y:=y+1 ] \\ \quad \sqcap b \land \text{prime}(y) \land \text{prime}(y+2) \rightarrow b:=\text{false } \\ \end{cases}
\]

This program fairly terminates iff the conjecture that there exist infinitely many "twin" primes is \(true\).
III. Soundness and Semantic Completeness

In this section we prove the soundness of the suggested proof rule w.r.t. the semantics of computation trees consisting of fairly terminating sequences, and its semantic completeness. We shall not deal in this paper with the specification language needed to express \( p(w) \) and the partitions, an issue dealt with elsewhere.

a. Soundness

We have to prove that if all premises of the rule hold, so does its conclusion.

Assume that for program \( C \) we found a well-ordered set \( (W, \xi) \), a partition \( S_w, D_w \) for each \( w > 0 \) s.t. \( D_w \neq \emptyset \), and a predicate \( p \), satisfying clauses 1)-4) of the rule.

Assume by way of contradiction, that for some state \( \xi_0 \), \( T_{\xi_0} \) contains an infinite fair path \( \langle \xi_i \rangle_{i=0}^\infty \). Consider the corresponding sequence of moves \( \langle d_i \rangle_{i=0}^\infty \). It cannot contain an infinite subsequence \( \langle d_j \rangle_{j=0}^\infty \) of \( D \)-moves, since by clause 1) this would imply the existence of an infinite decreasing sequence of elements in \( W \), contradicting \( W \)'s well-foundedness. Thus, from some \( k \) onwards, \( p(w)(\xi_k) \) holds, and all moves \( d_j \) for \( j > k \) are \( S_w \)-moves (by clause 2)). By clause 3) there is some \( d \in D_w \) which is infinitely often enabled and not taken, contradicting the assumption that \( \langle \xi_i \rangle_{i=0}^\infty \) is fair.

b. Completeness

This is the harder part. Assume \( \langle r \rangle \subseteq C \subseteq q \) holds, Then we have to find a well-ordered set \( (W, \xi) \), partitions \( S_w, D_w \) for each \( w > 0 \) s.t. \( D_w \neq \emptyset \), and a predicate \( p \) (given by a collection of pairs \( (w, \xi) \)) such that clauses 1)-4) hold.

Since all we "have at hand" is the computation tree, we have to
derive everything needed from that tree (compare also [de Roever] for another well-foundedness argument based on the "operational" object ~
the computation stack, for nondeterministic recursive procedures).

We are given that the computation tree $T_{\xi_0}$, for every state $\xi_0$
satisfying $\tau$, is either well-founded, or contains at least one infinite,

hence unfair, computations sequence. The basic idea is to construct
another (possibly infinitely wide) tree $T_{\xi_0}$, some of whose nodes are
obtained by collapsing certain infinite families of nodes in $T_{\xi_0}$, all
lying on unfair sequences originating in nodes $\xi \in T_{\xi_0}$, such that $T_{\xi_0}$
is well-founded, i.e., contains finite paths only. Then we use a standard
ranking of $T_{\xi_0}$ by means of ordinals. A move which leaves $\xi$ and
remains in the same infinite family belongs to $S_w$ for the corresponding
rank. A move which exits such a family belongs to $D_w$. Special care
must be taken that these partitions do not depend on $\xi_0$, the root of
the computation tree.

We now present the details of the construction. Let $T_{\xi_0}$ be given.

Case a: $T_{\xi_0}$ is well-founded (; this means that $C$ always terminates
in $\xi_0$). Choose a ranking of the nodes by means of an initial
segment of the ordinals, ranking leaves by 0, and proceeding
inductively level by level from leaves till root (a standard
set-theoretical construction); furthermore, choose uniformly
$S_w = \emptyset$, $D_w = \{1, \ldots, n\}$. It is easy to verify that clauses
1)-4) of the rule hold.

Case b: $T_{\xi_0}$ contains at least one unfair, hence infinite, computation
path $\pi$. This case is dealt with below.

Definition

1. A computation sequence $\pi$ is d-unfair ($1 \leq d \leq n$) iff along $\pi$

$C_d$ was infinitely often enabled, but only finitely often chosen.
2. Let \( \xi \in T_{\xi_0} \). Define \( \xi \)'s \( d \)-cone \( \text{CONE}_d(\xi) \) as follows:

\[ \text{CONE}_d(\xi) = \text{the set of all occurrences of states in } T_{\xi_0} \text{ residing on infinite computation sequences which contain only finitely many } d \text{-moves and which start in } \xi. \]

(Obviously, all occurrences of states on \( d \)-unfair sequences starting in \( \xi \) belong to its \( d \)-cone.)

**Lemma 1:** Let \( \xi \in T_{\xi_0} \), and let \( \eta \in \text{CONE}_d(\xi) \), for some \( 1 \leq d \leq n \).

Then every computation sequence leaving \( \text{CONE}_d(\xi) \), say at node \( \eta \), is either finite or contains a \( d \)-move.

**Proof:** Suppose not. Then an infinite path \( \pi \) starts in \( \eta \) and does not contain any \( d \)-move. Since \( \eta \in \text{CONE}_d(\xi) \), there is some finite path \( \pi' \) joining \( \xi \) to \( \eta \), along which a \( d \)-move was taken at most a finite number of times. Hence the concatenation \( \pi' \pi \) of \( \pi' \) and \( \pi \) is contained in \( \text{CONE}_d(\xi) \), contradicting the assumption that \( \pi \) leaves \( \text{CONE}_d(\xi) \).

Q.E.D.

The situation is described in the following figure, where a triangle denotes a well-founded tree:
Observation: If state $\xi$ resides on a $d$-unfair sequence, then $\text{CONE}_d(\xi) \neq \emptyset$.

Our candidates for families "to be collapsed into a node in $T_{\xi_0}$" are such $d$-cones.

Next we define inductively a hierarchy of $d$-cones.

Base Step: Since by assumption $T_{\xi_0}$ contains an unfair sequence, fix some $1 \leq d_0 \leq n$ s.t. there exists a $d_0$-unfair sequence in $\xi_0$, and let $\text{CONE}_{d_0}(\xi_0)$ be defined as above. It is not empty by the observation above. We say that $\text{CONE}_{d_0}(\xi_0)$ is at level 0.

Induction Step: Suppose at level $i-1$ a $d$-cone $\text{CONE}_d(\xi_{i-1})$ was defined, and let $\pi$ be some path leaving $\text{CONE}_d(\xi_{i-1})$. By Lemma 1 either $\pi$ is finite, or there is a $d$-move on path $\pi$ resulting in state $\xi_i$. If $\pi$ is finite we finish the construction as far as $\pi$ is concerned. So assuming state $\xi_i$ as above, construct $\text{CONE}_{d'}(\xi_i)$ at level $i$, where $d'$ is determined as follows:

If there is a move $d'$ not appearing in $\xi_0 \ldots \xi_i \ldots \xi_{i-1} \ldots \xi_i$, and there is an infinite sequence with a finite number of occurrences of $d'$ starting in $\xi_i$, choose move $d'$. Otherwise, choose the index of the move which did not appear longest in $\xi_0 \ldots \xi_i$, for which there is an infinite sequence containing finitely many occurrences of that move, starting in $\xi_i$.

Thus, when iterating the cone construction, we vary the move-indices of the cones maximally.

Lemma 2: There does not exist an infinite sequence of cones $\text{CONE}_{d_i}(\xi_i)$ s.t. $<\xi_{i+1}^{\infty}_{i=0}$ is an infinite path of $T_{\xi_0}$

Remark: If we describe the construction of cones as in the following figure, we have by Lemma 2 only finite chains of cones.
Proof: Suppose such an infinite sequence \( <\xi_i> \) exists. Then it is unfair by definition of \( T_{\xi_0} \). Thus, there is some \( 1 \leq d \leq n \) s.t. \( <\xi_i> \) is \( d \)-unfair. Then there is an \( i_0 \) s.t. at \( \xi_{i_0} \) either \( d \) did not occur on \( \xi_0 \ldots \xi_{i_0} \) or it occurred less recently than any other move. Hence \( \tilde{d} = d_{i_0} \) in the inductive construction of \( \text{CONE}_{d_{i_0}}(\xi_{i_0}) \), and \( \xi_i \) would have been contained on \( \text{CONE}_{d_{i_0}}(\xi_{i_0}) \), contrary to assumption.

Q.E.D.

Now we define \( T'_{\xi_0} \) as suggested above. Its nodes are all the nodes in \( T_{\xi_0} \) not belonging to any cone, and the set of all cones. Its edges are either edges entering cones, or edges leaving cones, and,
otherwise, edges outside cones. By Lemmas 1 and 2, the tree $T^*_{\xi_0}$ is well-founded.

In order to get rid of unwanted $\xi_0$-dependence of $S_w$ and $D_w$ as suggested above, we do one more construction: Combine all $T^*_{\xi_0}$ s.t. $r(\xi_0)$ holds into one infinite well-founded tree $T^*_C$:

Next, rank the nodes of $T^*_C$. However, we must take care that if $\xi$ occurs in two places in $T^*_C$ with the same rank, it determines some $(S,D)$ partition uniquely.

In order to achieve this we perform a rank-shift:
Suppose that at some level of the ranking, say $\lambda$, there are equiranked occurrences of a state $\xi$, say of ordertype $\alpha$. Then rerank these consecutively by $\lambda+1, \ldots, \lambda+\alpha$; and proceed to the next level $\lambda+\alpha+1$.

Let $\rho$ denote the ranking function of $T^*_C$. Then we define predicate $p$ and partitions $(S_w, D_w)$. As $W$ we chose the ordinals ranking $T^*_C$, an initial segment of the countable ordinals:

$$p(w) \xi = \exists \eta, d \cdot \xi \in \text{CONE}_d(\eta) \land \rho(\text{CONE}_d(\eta)) = w$$

DEF

$$\lor$$

$$\forall \eta, d \cdot \xi \notin \text{CONE}_d(\eta) \land \rho(\xi) = w.$$ 

For $w > 0$: $S_w = \{ S_d, \text{ if } \exists \eta, d \cdot \rho(\text{CONE}_d(\xi)) = w \}$,

$$\emptyset, \text{ otherwise},$$

where $S_d = \{ 1, \ldots, n \} \setminus \{ d \}$. Hence, $D_w = \{ d \}$, a singleton set, or $D_w = \{ 1, \ldots, n \}$.

Note that the rank-shift of $T^*_C$ assures that $S_w$ is well-defined.
Next, we show that clauses 2) - 4) of the rule hold; and thereafter we refine the cone-construction so as to satisfy clause 1), too.

**Lemma 3.1** \( W, p, (S_w, D_w) \) satisfy clause 2) - 4) of the rule. (As we shall see clause 1) need not hold.)

**Proof:** **Clause 2):** Assume \( p(w) \wedge w > 0 \wedge B_i \) holds in \( \xi \), for \( i \in S_w \). Without loss of generality (by the rank-shift), assume \( \xi, \epsilon \in T_{\xi_0} \) and \( \tau(\xi_0) \) holds. Then \( \xi \in \text{CONE}_d(\eta) \) for some \( \eta \) and \( d \) (since, otherwise, \( S_w = \emptyset \)), and \( d \neq i \). If move \( C_i \) remains in the cone, by construction the rank remains the same. Otherwise, it leaves the cone, and hence, since \( T^*_C \) is ranked from bottom-leaves to top-root, the rank decreases.

**Clause 3):** Assume again \( p(w) \wedge w > 0 \) holds in \( \xi \). We have to demonstrate that \( C_w \) fairly terminates. Since \( S_w \neq \emptyset \) \( S_w = S_d \) for some \( d \), the guards of \( C_w \) are \( B_i \wedge \neg B_d \). Again, assume we are in \( T_{\xi_0} \) as above. Let \( \pi \) be a fair computation sequence of \( C_w \) starting in \( \xi \). Then \( \pi \) can be extended in front to a fair computation sequence starting in \( \xi_0 \), and hence is finite. Thus \( C_w \) fairly terminates. (At this point it should be clear to the reader that the whole proof proceeds by induction on the number of alternatives of \( C \).)

**Clause 4):** By construction, in \( T^*_C \) holds \( \rho(\xi) = 0 \iff \xi \) is a leaf of \( T^*_C \).

Q.E.D.

To see that condition 1) does not hold, consider the case:

```
   \xi_1 \rightarrow \xi_2
   \downarrow \ \ \ \ \downarrow \\
   d_0 \rightarrow d_1 \rightarrow d_1 \rightarrow d_1 \rightarrow \cdots \\
   \text{CONE}_{d_0}(\xi_1)
```
I.e., $d_0^1$ labels a $d_0$-unfair computation sequence, contained in $\text{CONE}_{d_0}^1(\xi_1)$, and let $p(\text{CONE}_{d_0}^1(\xi_1)) = w$. Then $p(w)\xi_1 \wedge w > 0 \wedge B_0$ holds, and hence, $p(w)\xi_1 \wedge w > 0 \wedge B_0 > C_0 < p(w)\xi_2^2$, that is, $w$ need not necessarily decrease under the $C_0$ move as indicated.

Finally, we modify our construction of cones so as to satisfy clause 1) of the rule, too. This modification affects the collapsing of a $d$-cone; instead of collapsing such a cone to a node of $T^*_0$, we collapse it to a well-founded subtree of $T^*_0$.

Let $\text{CONE}^d_0(\xi)$ be given. Now repeat the inductive construction, but modified by defining subcones within $\text{CONE}^d_0(\xi)$ which include only infinite computation sequences containing no occurrences of $d$ at all, and $\xi$ itself (hence never being empty).

**Definition** For $\eta \in \text{CONE}^d_0(\xi)$, let $\text{S-CONE}^d_0(\eta) = \{\text{the set of all occurrences of states along infinite paths in } \text{CONE}^d_0(\xi) \text{ starting in } \eta \text{ and containing no occurrence of a } d\text{-move} \}$.

By an argument similar to the one in the proof of Lemma 1 we establish:

**Lemma 4:** Every computation sequence leaving $\text{S-CONE}^d_0(\eta)$ is either finite or contains a $d$-move.

The inductive construction of subcones of $\text{CONE}^d_0(\xi)$ goes as follows:

At level 0, define $\text{S-CONE}^d_0(\eta_0) = \eta_0 = \xi$. Supposing $\text{S-CONE}^d_0(\eta_{i-1})$ to be defined at level $i-1$, let, by Lemma 4, $C_d$ be the first occurrence of a $d$-move along a computation sequence leaving $\text{S-CONE}^d_0(\eta_{i-1})$, or starting in $\eta$, in case $\text{S-CONE}^d_0(\eta_{i-1}) = \{\eta\}$, s.t. this computation sequence does not leave $\text{CONE}^d_0(\xi)$, a $d$-move resulting in $\eta' = \eta_i$. Then define $\text{S-CONE}^d_0(\eta_i)$ at level $i$. 

\[\square\]
Lemma 5: There does not exist an infinite chain of S-CONE_d(η₁)'s with η₀ = ξ.

Proof: Suppose such a chain exists. Then there exists an infinite computation sequence starting in ξ with an infinite number of occurrences of d-moves, contained in CONE_d(ξ), contradicting the definition of CONE_d(ξ).

Thus, we now collapse each CONE_d(ξ) into a well-founded subtree, with subcones S-CONE_d(η) collapsed to nodes. By Lemma 5 this subtree is well-founded, and hence, the whole tree T* is well-founded. Now repeat the previous ranking procedure to T* so obtained.

Now, clause 1) holds, too, because every d-move either leads to a lower ranked node corresponding to a subcone, or leaves the whole cone, therefore also leading to a lower ranked node. Satisfaction of the other clauses is not affected by the modification described above. Hence we established:

Theorem: If C fairly terminates, <W,<s,p>,<(S_w,D_w)>w∈W,w>0, exist satisfying all the clauses appearing as premises in our rule for proving fair termination of guarded loops.

Comparing the construction in the completeness proof with the statement of the rule itself, one cannot help noticing that there is a certain discrepancy between the two. In the construction, we always end up with |D_w| = 1 for collapsed nodes, whereas the rule itself allows |D_w| > 1. We would like to give some semantic significance to the case |D_w| > 1 in the light of the previous construction.

Suppose in π there exist infinite computation sequences π₁,...,π_k, not containing, respectively, moves d₁,...,d_k an infinite number of
times. Then $\pi_1 \in \bigcup_{i=1}^{k} \text{CONE}_{d_i}(\xi)$.

Define $\text{CONE}_{\{d_1, \ldots, d_k\}}(\xi) = \bigcup_{i=1}^{k} \text{CONE}_{d_i}(\xi)$, where $\{d_1, \ldots, d_k\}$ is the maximal set of moves s.t. $\text{CONE}_{d_i}(\xi) \neq \emptyset$, $i = 1, \ldots, k$.

Next, one verifies:

**Lemma 6**: Every infinite sequence leaving $\text{CONE}_{\{d_1, \ldots, d_k\}}(\xi)$ contains moves $d_1, \ldots, d_k$.

Then, one modifies the iterative cone construction in that a new (generalized) cone is constructed after all moves $d_1, \ldots, d_k$ occurred. Observe that the analogue of Lemma 2 holds again.

Now, generalize the construction of subcones to maximal sets of moves. Assume $k = 2$, for simplicity of notation (the construction generalizes to $k \leq n$). In order to satisfy clause 1), we refine our ranking, as in the figure below:

ranked $w''$, $w' > w''$ ranked $w'$ ranked $w'''$, $w' > w'''$
Split \( S\text{-}\text{CONEd}_{d_1, d_2} (\xi) \) into three parts:

\[ S\text{-}\text{CONEd}_{d_1} (\xi) - S\text{-}\text{CONEd}_{d_2} (\xi), \quad S\text{-}\text{CONEd}_{d_2} (\xi) - S\text{-}\text{CONEd}_{d_1} (\xi), \quad \text{and} \quad S\text{-}\text{CONEd}_{d_1} (\xi) \cap S\text{-}\text{CONEd}_{d_2} (\xi), \]

and rank them, respectively, \( w''', w'''', w' \) with \( w''' > w''', w' > w''' \). (This can be easily accomplished by superposing a lexicographical order on \( \rho \).

Choose \( D_w = \{ d_1, d_2 \} \), \( D_{w''} = \{ d_1 \} \), \( D_{w'''} = \{ d_2 \} \). Now clause 1) is satisfied (as suggested in the figure).

IV RELATION TO OTHER WORK

As already mentioned in the introduction, our work is closely related to [LPS]. In [LPS] three fairness-like notions are introduced:

1. **Just execution**: along infinite computation sequences all moves appear infinitely often (no reference to being enabled or not).
2. **Impartial execution**: along infinite computation sequences enabled moves, which once enabled remain enabled until taken (i.e., are continuously enabled), are eventually taken.
3. **Fair execution**: along infinite computations sequences, moves infinitely often enabled are eventually taken.

This distinction influenced clause 3) of our rule. Without clause 3), our rule is sound and complete for impartial execution.

The difference between impartial termination and fair termination is reflected in examples 1 and 2 in Section II.

Actually, omitting clause 3) suffices for termination in case of eventual impartiality, i.e., a move may be disabled finitely often, but eventually becomes continuously enabled until taken. For such a rule (without clause 3) the underlying assumption about the semantics...
is, that each direction is infinitely often tried. Therefore, if it is eventually continuously enabled, one such try is bound to succeed.

A notable difference between our rule and the one in [LPS], called method F, is that we partition the moves in an ordinal-dependent way, whereas in [LPS] state predicates play a crucial role in determining decreasing moves.

Now we show that our rule implies method F, and hence the semantic completeness of our rule implies the semantic completeness of method F.

(We do not have a proof of the reverse implication.)

Assume that for program C we found \( W, p, <(S, D)\) \( w \in W \) satisfying clauses 1) - 4) of our rule, relative to precondition \( r \), and that \( |D_w| = 1 \).

In order to apply method F, we have to:

i. Find a partial ranking function \( \rho: \text{States} \to W' \), where \( W' \) is ordered by a well-founded ordering, \( \triangleright \).

ii. Find predicates \( Q_i, i = 1, \ldots, n \) over states, where \( Q = \bigvee_{i=1}^{n} Q_i \), satisfying:

0) \( Q(\xi) \) implies \( \rho(\xi) \) is defined,

1) \( r(\xi) \Rightarrow Q(\xi) \),

2) \( Q(\xi) \land n \in C_i(\xi) \Rightarrow (Q(n) \land \rho(\xi) \geq \rho(n)) \),

3) \( Q_i(\xi) \land n \in C_j(\xi) \land \rho(\xi) = \rho(n) \Rightarrow Q_i(n) \), for \( i \neq j \),

4) \( Q_i(\xi) \land n \in C_i(\xi) \Rightarrow (\rho(\xi) \geq \rho(n)) \) (, thus the \( Q_i \) determine the decreasing directions),

5) Program \( C': \exists [ \square \land \neg B_j 

To satisfy method F, take \( W' = W \) (using the same ordering), and define \( \rho(\xi) = \min_{\xi} p(w) \xi \), \( Q_i \neq i \in D(\rho(\xi)) \). Hence \( Q(\xi) \equiv \exists w \cdot p(w) \xi \),
Next, we verify conditions 0) - 5) of method F.

**Condition 0):** \( \exists w p(w) \not\subseteq \{w|p(w)\} \neq \emptyset \), and the minimum of \( \{w|p(w)\} \) exists by a property of the ordinals.

**Condition 1):** \( r(\xi) \Rightarrow \exists w p(w) \xi \) holds by clause 4.

**Condition 2):** follows from clauses 1), 2) of our rule, guaranteeing that \( p(\nu) \) holds for \( \nu \leq w \); hence the minimal \( \nu \) s.t. \( p(\nu) \) does not increase, either.

**Condition 3):** \( Q_i(\xi) \land \eta \in C_i(\xi), i \neq j \), implies that an S-move is taken, and since \( p(\xi) \) is the minimal \( w \) s.t. \( p(w) \xi \), this S-move does not decrease the ordinal, hence \( Q_i(\xi) \) still holds.

**Condition 4):** follows directly from clause 1), since \( \eta \in C_i(\xi) \) and \( Q_i(\xi) \) imply a D-move is taken.

**Condition 5):** reduces to clause 3).
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