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Abstract

The Unified Modeling Language (UML) is a widely accepted modeling language for embedded and safety critical systems. As such the correct behavior of systems represented as UML models is crucial. Model checking is a successful automated verification technique for checking whether a system satisfies a desired property. In this thesis, we present several approaches to enhancing model checking to behavioral UML systems.

The applicability of model checking is often impeded by its high time and memory requirements. The first approach we propose aims at avoiding this limitation by adopting software model checking techniques for verification of UML models. We translate UML to verifiable C code which preserves the high level structure of the models, and abstracts details that are not needed for verification. We combine static analysis and bounded model checking for verifying LTL safety properties and absence of livelocks. We implemented our approach on top of the bounded software model checker CBMC. We compared it to an IBM research tool that verifies UML models via a translation to IBM’s hardware model checker RuleBasePE. Our experiments show that our approach is more scalable and more robust for finding long counterexamples. We also demonstrate the usefulness of several optimizations that we introduced into our tool.

A successful approach to avoiding the high time and memory requirements of model checking is CounterExample-Guided Abstraction-Refinement (CEGAR). In the second approach we propose a CEGAR-like method for UML systems. We present a model-to-model transformation that generates an abstract UML system from a given concrete one, and formally prove that our transformation creates an over-approximation. The abstract system is often much smaller, thus model checking is easier. Because the abstraction creates an over-approximation we are guaranteed that if the abstract
model satisfies the property then so does the concrete one. If not, we check
whether the resulting abstract counterexample is spurious. In case it is, we
automatically refine the abstract system, in order to obtain a more precise
abstraction.

Another successful approach to tackle the limitations of model checking
is compositional verification. Recently, great advances have been made in
this direction via automatic learning-based Assume-Guarantee reasoning. In
the last approach we present a framework for automatic Assume-Guarantee
reasoning for behavioral UML systems. We apply an off-the-shelf learning al-
gorithm for incrementally generating assumptions on the environment, that
guarantee satisfaction of the property. A unique feature of our approach
is that the generated assumptions are UML state machines. Moreover, our
Teacher works at the UML level: All queries from the learning algorithm
are answered by generating and verifying behavioral UML systems.
Abbreviations and Notations

$S$ — Set of states
$R$ — Set of regions
$\Omega : S \cup R \rightarrow S \cup R \cup \{\epsilon\}$ — Mapping function from states and regions to their container
$s \triangleleft s'$ — $s'$ contains $s$
$V$ — Set of variables
$\lambda$ — Variable assignment
$EV_{sys}$ — Set of system events
$EV_{env}$ — Set of environment events
$EV = EV_{sys} \cup EV_{env}$ — Set of events
$act$ — Action (sequence of statements)
$\text{modif}(act)$ — Set of variables modified on $act$
$TR$ — Set of transitions
$\text{trig}(t)$ — Trigger of transition $t$
$\text{grd}(t)$ — Guard of transition $t$
$\text{act}(t)$ — Action of transition $t$
$L : TR \rightarrow EV \times B \times \text{Actions}$ — Labeling function for transitions
$\mathcal{H}$ — History marker
$SM = (S, R, \Omega, init, TR, L, \mathcal{H})$ — State machine
$\omega \subseteq S$ — Set of currently active states
$\rho$ — Event currently dispatched
$H : R \rightarrow S$ — History information function
$c = (\omega, \rho, H)$ — State machine configuration
$EQ$ — Event queue
$Q_i$ — Event queue instance
$q_i$ — Contents of $Q_i$
\( \Gamma = (SM_1, ..., SM_n, Q_1, ..., Q_m, thread, V) \) — System
\( C = (c_1, ..., c_n, q_1, ..., q_m, id_1, ..., id_m, \lambda) \) — System configuration
\( \pi = C^0, step^0, C^1, step^1, ... \) — Computation of a system
RTC — Run-to-completion
LTL — Linear time logic
LTL_x — Linear time logic without the next-time operator
Chapter 1

Introduction

Computerized systems dominate almost every aspect of our lives and their correct behavior is crucial. Model checking [11] is a successful automated verification technique for checking whether a given system satisfies a desired property. The system is usually described as a finite-state model and the specification is given as a formula in temporal logic. The process of model checking considers all of the system behaviors, and either confirms that the system is correct w.r.t. the checked property, or provides a counterexample that demonstrates an erroneous behavior.

Model checking is widely recognized as an important approach to increasing reliability of hardware and software systems and is widely used in industry. Unfortunately, the applicability of model checking is often impeded by its high time and memory requirements, referred to as the state explosion problem. Much of the research in this area is dedicated to increasing model checking applicability and scalability.

The Unified Modeling Language (UML) [6] is a widely accepted modeling language that is used to visualize, specify, and construct systems. It provides means to represent a system as a collection of objects and to describe the system’s internal structure and behavior. UML has been accepted as a standard object-oriented modeling language by the Object Management Group (OMG) [25]. It is becoming the dominant modeling language for embedded systems. As such, the correct behavior of systems represented as UML systems is crucial and verification techniques for such models are required.

In this work we present new techniques for improving model checking
of behavioral UML systems. Our main goal is to keep the model checking process at the UML level. That is, instead of translating the behavioral UML system to some low level representation (e.g., Kripke structure) and applying optimizations on the low level representation, our goal is to apply optimizations on the UML system directly. This approach enables us to exploit high level information, which results from the unique structure and behavior of such models, in our optimizations, information which is otherwise lost. It is important to note that remaining at the UML level is also highly beneficial to the user, since the property, the optimizations and the counterexamples are all given at the UML level and are therefore more meaningful.

There are two orthogonal challenges to tackle when addressing model checking of behavioral UML systems. The first is how to apply existing model checking tools for verification of UML systems. The second challenge is, given a model checker for behavioral UML systems, how to fight the state explosion problem in the context of behavioral UML systems. Two of the most promising approaches for fighting the state explosion problem are abstraction and compositional verification. We propose applying these approaches for behavioral UML systems.

Following, we describe these challenges and our techniques for fighting them.

Model Checking Behavioral UML Systems

Model checking tools expect the checked system to be presented in an appropriate description language. Previous works on UML model checking translate UML systems to SMV [8, 12] or VIS\(^1\) [52], both particularly suitable for hardware; to PROMELA (the input language of SPIN) [38, 34, 42, 17, 1, 31, 19]), which is mainly suitable for communication protocols; or to IF\(^3\) [40], which is oriented to real-time systems.

We believe that behavioral UML systems most resemble high-level software systems. We therefore choose to translate UML systems to C and adopt **software model checking** techniques for their verification. Our translation preserves the high-level structure of the UML system: event-driven objects communicate with each other via an event queue. An execution con-

\(^1\)These works were developed as part of the European research project OMEGA [41].
sists of a sequence of Run To Completion (RTC) steps. Each RTC step is
initiated by the event queue by sending an event to its target object, which
in turn executes a maximal series of enabled transitions. In Chapter 4 we
present our approach for verifying behavioral UML systems by applying
software model checking techniques. This work was published in [27].

Abstraction and Refinement for Behavioral UML Systems

Abstractions hide some of the system details in order to result in an over-
approximated system that has more behaviors and fewer states than the
concrete (original) system. The abstract system has the feature that if a
property holds on the abstract system, then it also holds on the concrete
system. However, if the property does not hold, then nothing can be con-
cluded of the concrete system. The CounterExample-Guided Abstraction
Refinement (CEGAR) approach [10] provides an automatic and iterative
framework for abstraction and refinement, where the refinement is based
on a spurious counterexample. When model checking returns an abstract
counterexample, a search is made for a matching concrete counterexample.
If one exists, then a real bug on the concrete system is found. Otherwise, the
counterexample is spurious and a refinement is needed. In the refinement
stage, more details are added to the abstract system, in order to eliminate
the spurious counterexample.

In Chapter 5 we propose a CEGAR-like framework for verifying behav-
ioral UML systems. We present a model-to-model transformation that
generates an abstract model from a given concrete one. Our transformation
is done on the UML level, thus resulting in a new behavioral UML system
which is an over-approximation of the original model. We adapt the CE-
GAR approach to our UML framework, and apply refinement if needed.
Our refinement is also performed as a model-to-model transformation. This
work was published in [36].

Compositional Verification for Behavioral UML Systems

Another promising solution to the state explosion problem is compositional
model checking, where parts of the system are verified separately in order
to avoid the construction of the entire system and to reduce the model
checking cost. Due to dependencies among components’ behaviors, it is
usually impossible to verify one component in complete isolation from the rest of the system. To take such dependencies into account the Assume-Guarantee (AG) paradigm [30, 44, 26] suggests how to verify a component based on an assumption on the behavior of its environment, which consists of the other system components. The environment is then verified in order to guarantee that the assumption is actually correct.

Learning [2] has been a major technique to construct assumptions for the AG paradigm automatically. An automated learning-based AG framework was first introduced in [15]. It uses iterative AG reasoning, where in each iteration an assumption is constructed and checked for suitability, based on learning and on model checking. Many works suggest optimizations of the basic framework and apply it in the context of different AG rules ([7, 23, 57, 20, 39, 28, 5, 14, 43, 9]).

In Chapter 6 we propose a framework for automated learning-based AG reasoning for behavioral UML systems. Our framework is similar to the one presented in [15], with the main difference being that our framework remains at the state machine level. That is, the system’s components are state machines, and the learned assumptions are state machines as well. This is in contrast to [15], where the system’s components and the learned assumptions are all presented as Labeled Transition Systems (LTSs). This work was published in [37].
Chapter 2

Preliminaries

2.1 UML Behavioral Systems

Behavioral UML systems include objects (instances of classes) that process events. Event processing is defined by state machines, which include complex features such as hierarchy, concurrency and communication. UML objects communicate by sending each other events (asynchronous messages) that are kept in event queues (EQs). Every object is associated with a single EQ, and several objects can be associated with the same EQ. In a single-threaded system there is one EQ, while in a multi-threaded system there are several EQs, one for each thread. Each thread executes a never-ending loop, taking an event from its EQ, and dispatching it to the target object. The target object makes a run-to-completion (RTC) step, where it processes the event and continues execution until it cannot continue anymore. Only when the target object finishes its RTC step, the thread dispatches the next event available in its EQ. Next we formally define state machines, UML systems, and the set of behaviors associated with them. The following definitions closely follow the UML2 standard.

2.1.1 UML State Machines

**Definition 2.1 (States and Regions)** Let $S$ denote a set of states partitioned into disjoint subsets according to two types: simple states $S_{\text{sim}}$ and compound states $S_{\text{com}}$. Let $R$ be a non-empty set of regions. We assume $R$ contains the region TOP. Let $\Omega : S \cup R \rightarrow S \cup R \cup \{\epsilon\}$ be a function that
associates regions to their containing states, and states to their containing regions. We assume the following constraints on $\Omega$:

- For every $s \in S$, $\Omega(s) \in R$ (the container of a state is a region).
- For every $r \in R$ if $r = \text{TOP}$ then $\Omega(r) = \epsilon$, otherwise $\Omega(r) \in S$ (the container of a region is a state and TOP has no container).
- For every $r \in R$ s.t. $r \neq \text{TOP}$, $\Omega(r) \in S_{\text{com}}$ (only compound states contain regions)
- For every $r \in R$ there exists at least one $s \in S$ such that $\Omega(s) = r$
- The transitive closure of $\Omega$ is irreflexive

The function $\Omega$ induces a partial order on $S \cup R$: $u \subset u'$ denotes that $u'$ contains $u$.

We say that two different regions $r_1, r_2 \in R$ are orthogonal, denoted $\text{ORTH}(r_1, r_2)$, if they are contained in the same state.

Formally, $\text{ORTH}(r_1, r_2) = \text{true}$ iff $r_1 \neq r_2$ and $\Omega(r_1) = \Omega(r_2)$.

From here on we assume a fixed set $V$ of variables over finite domains. We use $\Lambda$ to denote the set of all possible valuations for the variables in $V$, and $\lambda$ or $\lambda_i$ to denote specific assignments. We use $\mathcal{B}$ to denote the set of Boolean expressions over $V$. We also assume a fixed set of environment events $E_{\text{env}}$ and a fixed set of system events $E_{\text{sys}}$, and we denote $EV = E_{\text{env}} \cup E_{\text{sys}}$.

An event $e$ is a pair $(\text{type}(e), \text{trgt}(e))$, where $\text{type}(e)$ denotes the event name (or type), and $\text{trgt}(e)$ denotes the state machine to which the event was sent (formally defined later).

**Definition 2.2 (Actions)** An action is a sequence of statements in some programming language. A simple statement is either an assignment “$x = e$” over variables in $V$, or “$\text{GEN}(e)$”, which is the generation of an event from $E_{\text{sys}}$. skip represents an empty sequence of statements. A compound statement is a sequence of statements, “$a_1; a_2$” or a branching statement “if $b$ then $a_1$ else $a_2$”, for actions $a_1$ and $a_2$ and $b \in \mathcal{B}$.

Given an action $act$, we denote by $\text{modify}(act)$ the set of variables that may be modified on $act$. Formally, $x \in \text{modify}(act)$ if statement “$x = e$” is part of $act$.
Note that we restrict the action language and disallow dynamic allocation of objects and memory, dynamic pointers, unbounded loops, and recursion. These restrictions enable us to focus on the model checking of UML systems, while avoiding orthogonal issues such as termination and pointer analysis.

**Definition 2.3 (State Machines)** A state machine is a tuple $(S, R, \Omega, \text{init}, TR, L, H)$ such that:

- $S$, $R$, and $\Omega$ are the sets of states and regions and the $\Omega$ function, as defined above.
- $\text{init} \subseteq S$ are initial states, such that there is exactly one initial state in each region.
- $TR \subseteq S \times S$ is the set of transitions. Each transition $t$ connects a single source state $\text{src}(t)$ with a single target state $\text{trgt}(t)$.
- $L : TR \rightarrow EV \times B \times \text{Actions}$ is a function that labels each transition with a trigger (an event from $EV$), a guard, and an action. Since none of these components are mandatory we assume $\epsilon \in EV$ representing no trigger, $true \in B$ representing an empty guard, and $\text{skip} \in \text{Actions}$ representing no action. We use $\text{trig}(t)$, $\text{grd}(t)$, and $\text{act}(t)$ to refer to the trigger, guard, and action of $t$ respectively.
- $H \subseteq R$ is the history marker, marking those regions that have history (these would have a history pseudostate in them in the graphical representation).

Transitions $t$ where $\text{trig}(t) = \epsilon$ and $\text{grd}(t) = true$ are referred to as null transitions. Recall that $\text{modif}(\text{act})$ denotes the set of variables that may be modified on $\text{act}$. By abuse of notation, $\text{modif}(t)$ denotes the set of variables that may be modified on $\text{act}(t)$.

Figure 2.1 describes a state machine. States are denoted as squares. Regions are graphically represented only if they are orthogonal. Orthogonal regions are denoted by a dashed line. For example, state $\text{Work}$ contains two orthogonal regions, where one region contains states $s_4$, $s_5$ and $s_6$, and the other region contains states $s_7$, $s_8$, $s_9$ and the compound state $\text{process}$. Assume these regions are $r_1$ and $r_2$, then $\text{ORTH}(r_1, r_2) = true$.
(since $\Omega(r_1) = \Omega(r_2) = Work$). Note that these are the only orthogonal regions in the state machine.

A transition $t$ is denoted with $tr[g]/a$ where $tr = trig(t)$, $g = grd(t)$ and $a = act(t)$. If $tr = \epsilon$, $g = true$ or $a = skip$ they are omitted from the representation. For example, in Figure 2.1, for transition $t$ from $s_0$ to $s_1$ (i.e., $src(t) = s_0$ and $trgt(t) = s_1$), $trig(t) = er$, $grd(t) = (b == 0)$, and $act(t) = skip$ (thus the action is omitted from the representation). The transition from $s_7$ to process is a null transition whose action is $GEN(e_1, itsTrgt)$.

**Definition 2.4 (State Machine Configurations)** Let $SM = (S, R, \Omega, init, TR, L, \mathcal{H})$ be a state machine. An SM-configuration is a tuple $(\omega, \rho, H)$ such that:

- $\omega \subseteq S$ is the set of currently active states. $\omega$ has the property that for every $s \in \omega$ and for every $r \in R$ such that $\Omega(r) = s$ there exists a single $s' \in S$ such that $\Omega(s') = r$ and $s' \in \omega$. Also, there exists a state $s \in \omega$ such that $\Omega(s) = TOP$.

- $\rho \in type(EV) \cup \{\epsilon\}$ holds an event currently dispatched (formally defined later) to the state machine and not yet consumed (and $\epsilon$ if there is no event to be consumed).

- $H : R \to S$ is the history information. It records the last active state in each region marked with history ($r \in \mathcal{H}$), or the initial state if either the region has not yet been visited or the region is not marked with history.
The requirements on $\omega$ ensure that for every compound state $s$ in $\omega$, and for every region $r$ contained in $s$ (i.e., $\Omega(r) = s$), there exists a single state $s'$ contained in $r$ ($\Omega(s') = r$) such that $s'$ is in $\omega$ as well. For example, \{Vacation\} and \{Work, s_6, process, s_0\} are both possible sets of currently active states of the state machine in Figure 2.1.

From here on, we assume that state machines do not include complex UML syntactic features: cross-hierarchy transitions, fork, join, entry and exit actions. It is straightforward to eliminate these features, at the expense of additional states, transitions and variables. Note that the hierarchical structure of the state machines is maintained, thus avoiding the exponential blow-up incurred by flattening.

2.1.2 Systems

Next we define UML systems and their behavior. UML2 places no restrictions on the implementation of the event queue and neither do we. We use a finite sequence $q = (e_1, ..., e_l)$ of events $e_i \in EV$ to represent the contents of an event queue at a particular point in time (thus the set of all possible values for an event queue is $EV^*\rangle$). We assume the functions $\text{pop}(q)$, $\text{top}(q)$, and $\text{push}(q, e)$ are correctly defined with respect to the semantics of the event queue.

**Definition 2.5 (System)** A system is a tuple $(SM_1, ..., SM_n, Q_1, ..., Q_m, \text{thread}, V)$ s.t. $SM_1, ..., SM_n$ are state machines, $Q_1, ..., Q_m$ ($m \leq n$) are event queues (one for each thread), $\text{thread} : \{1, ..., n\} \rightarrow \{1, ..., m\}$ assigns each state machine to a thread, and $V$ is a collection of variables over finite domains.

Note that in the original UML system variables are partitioned into private attributes, public attributes, and global variables. These definitions govern the constraints on which variables each state machine may read or write to. For the semantic model we bundle all variables together into a single vector $V$ and assume that all accesses are legal.

**Definition 2.6 (System Configuration)** Let $\Gamma = (SM_1, ..., SM_n, Q_1, ..., Q_m, \text{thread}, V)$ be a system. A system-configuration is a tuple $(c_1, ..., c_n, q_1, ..., q_m, id_1, ..., id_m, \lambda)$ such that:
• $c_i$ is an SM-configuration of $SM_i$

• $q_j$ is the contents of $Q_j$

• $id_j \in \{0,...,n\}$ is the id of the state machine associated with thread $j$ that is currently executing a run-to-completion step. $id_j = 0$ means that all the state machines of thread $j$ are inactive.

• $\lambda$ is an assignment giving each variable in $V$ a value from its legal domain.

From now on we fix a given system $\Gamma = (SM_1,...,SM_n,Q_1,...,Q_m,thrd,V)$. We use lower case $c$ for SM-configurations and capital $C$ for system-configurations. We use $k$ as a superscript to range over steps in time, making $c_i^k$ the SM-configuration of $SM_i$ at time $k$. For every $e \in EV$, we define $trgt(e) \in \{0,...,n\}$ to give the index of the state machine that is the target of $e$. $trgt(e) = 0$ means the event is sent to the environment of $\Gamma$.

Next we define computations of a system. In principle, a computation is a series of transitions fired according to certain constraints and following the run-to-completion semantics per-thread. The main difference between our definition and the majority of formal semantic theories suggested for UML state machines is that we differentiate between the extraction of an event from the event queue and the state machine transition that is fired as a result of this event being dispatched.

In order to define computations we require a few more definitions.

**Definition 2.7 (Enabled Transition)** A transition $t$ of a state machine $SM_i$ is enabled in a configuration $C = (c_1,...,c_n,q_1,...,q_m,id_1,...,id_m,\lambda)$ (where $c_i = (\omega_i,\rho_i,H_i)$), denoted $\text{enabled}(t,C)$, if the following conditions hold:

• $\text{src}(t) \in \omega_i$ (the source state of $t$ is active)

• $\text{trig}(t) = \rho_i$ (the trigger is the currently dispatched event, or no trigger on the transition if $\rho_i = \epsilon$)

• $\lambda \models \text{grd}(t)$ (the guard of the transition is satisfied under the current assignment to variables)
• For every \( t' \in TR_i \) such that \( \text{src}(t') \in \omega_i \) and \( \text{src}(t') < \text{src}(t) \): \( \text{trig}(t') \neq \rho_i \) or \( \lambda \not\models \text{grd}(t') \) (a transition is enabled if all transitions from states contained in \( \text{src}(t) \) are not enabled)

By abuse of notation we say that a state machine \( SM_i \) is enabled in configuration \( C \), denoted \( \text{enabled}(i, C) \), if \( SM_i \) has an enabled transition in \( C \). That is, \( \text{enabled}(i, C) \) is true iff there exists \( t \in TR_i \) such that \( \text{enabled}(t, C) \).

We say that a state machine configuration \( c_i \) is stable in a configuration \( C = (c_1, \ldots, c_n, q_1, \ldots, q_m, id_1, \ldots, id_m, \lambda) \) if there are no enabled transitions in \( SM_i \).

Example 2.8 Assume the state machine in Figure 2.1, denoted \( SM_1 \), is part of a system \( \Gamma \). Assume a system-configuration \( C \) of \( \Gamma \), where the SM-configuration of \( SM_1 \) is \( c_1 = (\omega_1, \rho_1, H_1) \), \( \omega_1 = \{ \text{Work}, s_6, \text{process}, s_0 \} \), and \( \rho_1 = \text{er} \). Assume also that for the variable assignment \( \lambda \) in \( C \), \( \lambda(b) = 0 \). Let \( t \in TR_1 \) be the transition from \( s_0 \) to \( s_1 \), then \( \text{enabled}(t, C) = \text{true} \). Moreover, for every other transition \( t' \in TR_1 \) such that \( t' \neq t \), \( \text{enabled}(t', C) = \text{false} \), since either \( \text{src}(t') \not\in \omega_1 \) or \( \text{trig}(t') \neq \rho_1 \).

Definition 2.9 (Transition Execution on state machine) When a transition \( t \) of a state machine \( SM_i \) in state machine configuration \( c_i = (\omega_i, \rho_i, H_i) \) is executed, \( SM_i \) moves to a new state machine configuration \( c'_i = (\omega'_i, \rho'_i, H'_i) \), denoted \( \text{dest}(c_i, t) \), which is defined as follows:

- \( \omega'_i = (\omega_i \setminus \{ s \in \omega_i | s = \text{src}(t) \lor s < \text{src}(t) \}) \cup \{ s \in S | s = \text{trgt}(t) \lor (s < \text{trgt}(t) \land s = H_i(\Omega(s))) \land \forall s' \in S : s < s' < \text{trgt}(t) \rightarrow s' = H_i'(\Omega(s'))) \}
  \( (\omega'_i \) is obtained by removing from \( \omega_i \) states contained in \( \text{src}(t) \) and then adding states contained in \( \text{trgt}(t) \), based on the history).

- \( \rho'_i = \epsilon \) (an event is consumed once)

- For every region \( r \in R_i \) where \( r \in H_i \): If there exists \( s \in S_i \) s.t. \( s \in \omega'_i \) and \( \Omega(s) = r \) then \( H'_i(r) = s \) (if region \( r \) is an active region that has history marker, then we update the history according to the current state). Otherwise, \( H'_i(r) = H_i(r) \).

Example 2.10 Let \( SM_1 \) be the state machine in Figure 2.1. Let \( c_1 = (\omega_1, \rho_1, H_1) \) be a SM-configuration of \( SM_1 \) where \( \omega_1 = \{ \text{Work}, s_6, \text{process}, s_0 \} \),
and $\rho_1 = \varepsilon r$. Let $t \in TR_1$ be the transition from $s_0$ to $s_1$, then execution of $t$ results in a new SM-configuration $\text{dest}(ti, t) = (\omega_i', \rho_i', H_1')$, where $\omega_i' = \{\text{Work}, s_6, \text{process}, s_1\}$, $\rho_i' = \varepsilon$, and $H_1' = H_1$ (since no region with history marker in $SM_1$).

Let $C$ be a system-configuration, $SM_i$ be a state machine in $\Gamma$, and let $s_1, s_2 \in S_i$ and $t, t_1, ..., t_y \in TR_i$. We will further use the following notations:

- $Q\text{push}(t, (q_1, ..., q_m)) = (q_1', ..., q_m')$ denotes the effect of executing transition $t$ on the different queues of the system; if for some event $e$, $\text{GEN}(e) \in \text{act}(t)$, then executing $t$ pushes $e$ to the relevant event queue (to $Q_{\text{thr}}(\text{ trg}(e))$). The rest of the event queues remain unchanged.

- $\text{act}(t)(\lambda, C) = \lambda'$ represents the effect of executing the assignments in $\text{act}(t)$ on the valuation $\lambda$ of $C$, which results in a new assignment, $\lambda'$.

- $ORTH(s_1, s_2)$ is true if the states are contained in orthogonal regions, and false otherwise. Formally, $ORTH(s_1, s_2) = true$ iff $\exists r_1, r_2 \in R_i$ s.t. $ORTH(r_1, r_2)$ and for $k \in \{1, 2\}$: $s_k \triangleleft r_k$. For example, in Figure 2.1, $ORTH(s_0, s_4) = true$ since $s_0$ and $s_4$ are each contained in a region of state Work.

- $ORTH(t_1, ..., t_y)$ is true iff $t_1, ..., t_y$ are pairwise orthogonal. I.e., for every $k, l \in \{1, ..., y\}$ s.t. $k \neq l$: $ORTH(\text{src}(t_k), \text{src}(t_l))$.

- $\maxORTH((t_1, ..., t_y), C)$ is true iff $(t_1, ..., t_y)$ is a maximal set of enabled orthogonal transitions. Formally $\maxORTH((t_1, ..., t_y), C) = true$ iff (1) for every $i \in \{1, ..., y\}$, $\text{enabled}(t_i, C)$, and (2) $ORTH(t_1, ..., t_y)$, and (3) there is no $t \in TR_i$ such that $\text{enabled}(t, C)$ and $ORTH(t, t_1, ..., t_y)$.

Note that for some configuration $C$ and state machine $SM_i$ there can be several different sets transitions for which $\maxORTH$ is true.

Example 2.11 Assume the state machine in Figure 2.1, denoted $SM_1$, is part of a system $\Gamma$. Assume a system-configuration $C$ of $\Gamma$, where the SM-configuration of $SM_1$ is $c_1 = (\omega_1, \rho_1, H_1)$, $\omega_1 = \{\text{Work}, s_4, s_7\}$, and $\rho_1 = \varepsilon$. Let $t_1 \in TR_1$ be the transition from $s_7$ to process, and let $t_2$ be the transition from $s_4$ to $s_6$. Then $\text{orth}(t_1, t_2) = true$, and $\text{enabled}(t_1, C) = \text{enabled}(t_2, C) = true$. Therefore $\maxORTH((t_1), C) = false$ and $\maxORTH((t_1, t_2), C) = true$. 16
Definition 2.12 (Transition Execution on System) Let $C = (c_1, ..., c_n, q_1, ..., q_m, id_1, ..., id_m, \lambda)$ be a configuration on $\Gamma$, and let $t_1, ..., t_q \in TR_i$ (possibly $q = 1$) be a set of transitions. \(\text{apply}((t_1, ..., t_q), C) = C'\) represents the effect of executing $t_1$ of $C$ followed by $t_2$ on the result etc. until executing $t_y$, which results in configuration $C' = (c_1, ..., c'_i, ..., c_n, q'_1, ..., q'_m, id_1, ..., id_m, \lambda')$ defined as follows:

- $c'_i = \text{dest}(\text{dest}(\text{dest}(c_i, t_1), t_2), t_3),..., t_q)$
- $\lambda' = \text{act}(t_q)((\text{act}(t_3)(\text{act}(t_2)(\text{act}(t_1)(\lambda, C), C))..., C)$
- $q'_1, ..., q'_m = Qpush(t_q, (...Qpush(t_3, (Qpush(t_2, (Qpush(t_1, (q_1, ..., q_m)))))))...)$

2.2 Linear-time Temporal Logic (LTL)

Let $AP$ be a set of atomic propositions. A Kripke structure is a tuple $M = (S, I_0, R, L)$, where $S$ is a set of K-states, $I_0 \subseteq S$ is a set of initial K-states, $R \subseteq S \times S$ is a total K-transition relation, and $L : S \rightarrow 2^{AP}$ is a labeling function that maps each K-state to a set of atomic propositions. A path of $M$ is an infinite set of K-states $s_0, s_1, ...$ s.t. for every $i \geq 0$, $(s_i, s_{i+1}) \in R$.

The Linear-time Temporal Logic (LTL) [45] is suitable for expressing properties of a system along a path. Formulas of LTL are constructed from a set $AP$ of atomic propositions using the usual Boolean operators and the temporal operators $X$ (“next time”), and $U$ (“until”). Formally, an LTL formula over $AP$ is defined as follows:

- $\text{true} | \text{false} | p$ for $p \in AP$
- $\neg \psi_1 | \psi_1 \land \psi_2 | X \psi_1 | \psi_1 U \psi_2$ for $\psi_1, \psi_2$ LTL formulas.

Let $\pi = s_0, s_1, ...$ be a path in a Kripke structure $M$. $\pi^i = s_i, s_{i+1}, ...$ denotes the suffix of $\pi$ starting at state $s_i$. The semantics of LTL is inductively defined as follows:

- $\pi \models \text{true}, \pi \not\models \text{false}$.
- For $p \in AP$: $\pi \models p$ iff $p \in L(s_0)$.
- $\pi \models \neg \psi_1$ if $\pi \not\models \psi_1$
• \( \pi \models \psi_1 \land \psi_2 \) iff \( \pi \models \psi_1 \) and \( \pi \models \psi_2 \)

• \( \pi \models X\psi_1 \) iff \( \pi^1 \models \psi_1 \)

• \( \pi \models \psi_1 U \psi_2 \) iff there exists \( k \geq 0 \) s.t. \( \pi^k \models \psi_2 \) and for all \( 0 \leq i < k \), \( \pi^i \models \psi_1 \).

We use the following abbreviations in writing formulas:

• \( \forall, \rightarrow, \leftrightarrow \) are interpreted in the usual way.

• \( F\psi \equiv trueU\psi \) ("eventually").

• \( G\psi \equiv \neg F\neg\psi \) ("always").

A Kripke structure \( M \) satisfies an LTL formula \( \psi \), denoted \( M \models \psi \), if every path of \( M \) starting at an initial K-state satisfies \( \psi \). A general method for on-the-fly verification of LTL safety properties is based on a construction of a regular automaton \( A_{\neg \psi} \), which accepts exactly all the executions that violate \( \psi \). Given \( M \) and \( \psi \), we construct \( M \times A_{\neg \psi} \) to be the product of \( M \) and \( A_{\neg \psi} \). A path in \( M \times A_{\neg \psi} \) from an initial K-state \((s, q)\) to a K-state \((s', q')\) where \( q' \) is an accepting state in \( A_{\neg \psi} \) represents an execution of \( M \), and a word accepted by \( A_{\neg \psi} \). It therefore represents an execution showing why \( M \) does not satisfy \( \psi \). Such executions are called counterexamples for \( \psi \). Clearly, if \( M \times A_{\neg \psi} \) is unsatisfiable, then \( M \) satisfies \( \psi \).
Chapter 3

Semantics of System Computations

In this chapter we formalize the notion of system computation, and present formal semantics for behavioral UML systems that rely on state machines. Works such as [18, 22, 35] also give formal semantics to state machines, however they all differ from our semantics: [18] defines the semantics on flat state machines and present a translation from hierarchical to flat state machines, whereas we maintain the hierarchical structure of the state machines. [22] define the semantics of a single state machine. Thus it neither addresses the semantics of the full system, nor the communication between state machines. [35] addresses the communication of state machines, however their notion of run-to-completion step does not enable context switches during a run-to-completion step. Our formal semantics is defined for a system, possibly multi-threaded, where the atomicity level is a transition execution.

Definition 3.1 (System Computations) A computation of a system $\Gamma$ is a maximal sequence $C^0, step^0, C^1, step^1, ...$ such that: (1) each $C^k$ is a system-configuration, (2) each step $C^k \xrightarrow{step^k} C^{k+1}$ can be generated by one of the inference rules detailed below, and (3) each step $^k$ is a pair $(thid^k, t^k)$ where $thid^k \in \{1, ..., m\}$ represents the id of the thread executing the step ($t^k$ is described in the inference rules).

We now define the set of inference rules describing $C \xrightarrow{step} C'$. We specify only the parts of $C'$ that change w.r.t. $C$ due to $step$. 
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**Initialization** In the initial configuration all event queues are empty, and the state machines are in their initial state and are inactive. Formally: $C^0$ is the initial system configuration, such that for every $j$: $q_j^0 = \phi$ and $id_j^0 = 0$. $c_i^0$ is the initial configuration of $SM_i$ ($\rho_i^0 = \epsilon$ and $\omega_i^0 = \{s \in S_i | s \in init_i \land \forall s' \in S_i . s < s' \rightarrow s' \in init_i\}$).

**Dispatch** An event can be dispatched from thread $j$’s event queue only if the processing of the previous event on thread $j$ has terminated (i.e. the run-to-completion step ended) and the queue is not empty. A dispatch step pops the event out of the thread’s queue and places it in the target object’s $\rho$ element. It also updates the corresponding $id_{j+1}^k$ with the index of the state machine that is the target of the event. Formally:

\[
\text{DISP}(j, e) : \begin{align*}
    id_j &= 0 \\
    q_j &\neq \phi \\
    \text{top}(q_j) &= e \\
    \text{trgt}(e) &= l \\
    id_j' &= l \\
    q_j' &= \text{pop}(q_j) \\
    c_i' &= (\omega_i, \text{type}(e), H_l)
\end{align*}
\]

**Transition** A transition can be fired if it is enabled and the state machine containing it is currently executing a RTC step. If the state machine’s $\rho$ element is not empty then the fired transition has $\rho$ as its trigger. After firing the transition $\rho$ is set to $\epsilon$ (so that an event cannot be consumed twice). There is a single case where more than one transition can be fired together. It is the case where transitions are in orthogonal regions and several transitions simultaneously consume the event (the state machine’s $\rho$ element is not empty). UML2 defines a simultaneous execution of the transitions in this case. Since it is not clear how to define simultaneous execution of actions, we define an interleaved execution of these transitions. Only after all transitions have executed, the next step is enabled. Note that the transitions are executed according to their order in the $\text{TRANS}$ step ($t_1$ executed first, followed by $t_2$ etc.). However, since the step itself can be defined with any order of transitions, then if from a given configuration $\text{step} = \text{TRANS}(j, (t_1, ..., t_q))$ is possible, then also $\text{step} = \text{TRANS}(j, (t'_1, ..., t'_q))$ is possible for any permutation $(t'_1, ..., t'_q)$ of $(t_1, ..., t_q)$. Formally:
EndRTC If the currently running state machine on thread \( j \) is stable, then the RTC step is complete, \( id_j \) is set to zero, and the \( \rho \) element of the state machine that finished the RTC is cleared. Formally:

\[
\text{EndRTC}(j, \epsilon) : \quad \begin{align*}
  id_j &= l > 0 \\
  \rho_l &\neq \epsilon \rightarrow (\text{maxORTH}((t_1, \ldots, t_y), C) = \text{true}) \\
  \rho_l &= \epsilon \rightarrow (y = 1 \land \text{enabled}(t_1, C)) \\
  C' &= \text{apply}((t_1, \ldots, t_y), C)
\end{align*}
\]

ENV The behavior of the environment is not precisely described in the UML standard. We assume the most general definition, where the environment may insert events into the event queues at any step. Formally:

\[
\text{ENV}(j, e) : \quad \begin{align*}
  e &\in \text{EV}_{\text{env}} \\
  \text{thrd}(\text{trgt}(e)) &= j \\
  q'_j &= \text{push}(q_j, e)
\end{align*}
\]

Let \( \pi \) be a computation. A run-to-completion (RTC) step w.r.t. \( \pi \) on thread \( j \) is a maximal sequence of \( \text{TRANS} \) steps of state machine \( i \) where \( \text{thread}(i) = j \), s.t. the \( \text{TRANS} \) steps appear between a \( \text{DISP} \) step (initiating the RTC step) and a \( \text{EndRTC} \) step (terminating the RTC step). Note that between each \( \text{DISP} \) step and its following \( \text{EndRTC} \) step on thread \( j \), the currently active state machine remains the same (the value of \( id_j \) does not change).

**Definition 3.2 (Run-to-Completion Steps)** Given a computation \( \pi = C^0, step^0, C^1, step^1, \ldots, \) a run-to-completion (RTC) step is a maximal series of steps \( \chi = step^{i_0}, step^{i_1}, \ldots, step^{i_d} \) where for every \( r \in \{1, \ldots, d\} : i_{r-1} < i_r \), and for some thread \( j \) the following holds:

- \( step^{i_0} = \text{DISP}(j, e) \)
- For every \( r \in \{1, \ldots, d-1\} : step^{i_r} = \text{TRANS}(j, (t_1, \ldots, t_y)) \)
• $\text{step}^d = \text{EndRTC}(j, \epsilon)$

• For every $r \in \{i_0, i_0 + 1, ..., i_d\}$ s.t. $r \neq i_0, i_1, ..., i_d$: if $\text{step}^r$ is on thread $j$, then $\text{step}^r = \text{ENV}(j, \epsilon')$ (for some event $\epsilon'$). This item ensures the maximality of $\chi$. 


In this chapter we present a novel approach for the verification of Behavioral UML systems by means of software model checking.

We translate UML systems to C and adopt software model checking techniques for their verification. Our translation preserves the high-level structure of the UML system: event-driven objects communicate with each other via an event queue. The hierarchical structure of the objects is maintained. An execution consists of a sequence of RTC steps. Each RTC step is initiated by the event queue by sending an event to its target object, which in turn executes a maximal series of enabled transitions. Therefore, we maintain the granularity of transitions as well as the RTC step semantics.

Model checking assumes a finite-state representation of the system in order to guarantee termination with a definite result. One approach for obtaining finiteness is to bound the length of the traversed executions by an iteratively increased bound. This is called *Bounded Model Checking* (BMC) [4]. BMC is highly scalable, and widely used, and is particularly suitable for bug hunting. We find this approach most suitable for UML systems, which are inherently infinite due to the unbound size of the event queue\(^1\).

\(^1\)Variables are treated as finite width bit vectors and therefore do not hurt the model
We emphasize that our goal is to translate the UML system into verifiable C code that suits model checking, rather than produce executable code. Also, we only wish to verify user-created artifacts. When translating to C, we therefore simplify implementation details that are irrelevant for verification. For instance, the event queue is described at a high level of abstraction, and code is sometimes duplicated to avoid pointers and simplify the verification. The resulting code is significantly easier for model checking than automatically generated code produced by UML tools such as Rhapsody [49]. It is important to note that the automatically generated code produced by tools such as Rhapsody are very complex to analyze, and the relevant parts for verification are tightly tangled along with parts not relevant for verification. Thus, trying to slice relevant parts from the automatically generated code is a task that cannot be done automatically.

Recall that the verifiable C code will be checked by BMC with some bound \( k \). We choose \( k \) to count the number of RTC steps. This implies that along an execution of size \( k \) only the first \( k \) events in the event queue are consumed, even if more were produced. It is therefore sufficient to hold an event queue of size \( k \). We thus obtain a finite-state model without losing any precision. Counterexamples are also returned as a sequence of RTC steps, but zooming in to intermediate states is available upon request.

We verify two types of properties: LTL safety properties and livelocks. Safety properties require that the system never arrives at bad states, such as deadlock states, or states violating mutual exclusion. LTL safety properties can further require that no undesired finite execution occurs. Checking (LTL) safety properties can be reduced to traversing the reachable states of the system while searching for bad states. We apply Bounded reachability with increasing bounds for finding bad states. Our method can also be extended to proving the absence of bad states, using \( k \)-induction [55].

Another interesting type of properties is the absence of livelocks. Livelocks are a generalization of deadlocks. While in deadlock states the full system cannot progress, in livelock states part of the system is “stuck” forever while other parts continue to run. Livelocks can be hazardous in safety critical systems and often indicate a faulty design.

Scalable bounded model checking tools mostly handle safety or linear-time properties. However, absence of livelocks is neither safety nor linear-finiteness.
time property and is therefore not amenable to bounded model checking. We identify an important subclass of livelocks, which we refer to as mutually-dependent livelocks, and show that they can be found by combining static analysis and bounded reachability.

The property of deadlock has been the subject of many works. In the context of UML, [32] presents model checking for deadlocks via process algebra. The SPIN model checker itself supports checking for deadlocks. To the best of our knowledge, the property of livelocks has never been studied in the context of behavioral UML systems.

We implemented our approach to verifying behavioral UML systems with respect to LTL safety properties and mutually-dependent livelocks in a tool called soft-UMC (software-based UML Model Checking). Our tool is built on top of the software model checker CBMC [13] which applies BMC to C programs and safety properties. We ran it on several UML examples and interesting properties, and found erroneous behaviors and livelocks. For safety properties, we also compared soft-UMC with an IBM research tool that verifies behavioral UML systems via a translation to IBM’s hardware model checker RuleBasePE [51]. Our experiments show that soft-UMC is more scalable and more robust for finding long counterexamples. Our experimental results also demonstrate the usefulness of the optimizations applied in the creation of the verifiable C code.

The rest of the chapter is organized as follows. In Section 4.1 we present some background. Our translation to verifiable C code is presented in Section 4.2, and our method for verification of (LTL) safety properties and mutually-dependent livelocks is presented in Section 4.3. We show our experimental results in Section 4.4, and conclude in Section 4.5.

4.1 Preliminaries

4.1.1 Bounded Model Checking

Bounded Model Checking (BMC) [4] is an iterative process for checking models against LTL formulas. The transition relations for a Kripke structure \( M \) and its specification are jointly unwound for \( k \) steps and are represented by a boolean formula that is satisfiable iff there exists an execution of \( M \) of length \( k \) that violates the specification. The formula is then checked by a
SAT solver. If the formula is satisfiable, a counterexample is extracted from the output of the SAT procedure. Otherwise, $k$ is increased.

BMC is widely used for finding bugs in large systems, including software systems ([13, 3, 16]). BMC for software is performed by unwinding the loops in the program $k$ times, and verifying the required property. The property is often described by an assertion added to the program text. The model checker then searches for a program execution that violates the assertion. Our method for verifying UML models relies on invoking a software BMC tool. We require that the tool supports assumptions on the program, given as $\textit{assume}(b)$ commands, where $b$ is some boolean condition. Having $\textit{assume}(b)$ at location $\ell$ of the program means that only executions $\pi$ that satisfy $b$ when passing at $\ell$ are considered. If $b$ is violated then $\pi$ is ignored.

4.1.2 Restrictions, Notations and Abbreviations

In the rest of the chapter we focus on systems that run on a single thread. Thus, a system (Definition 2.5) is $\Gamma = (SM_1, ..., SM_n, Q, V)$ and a system configuration (Definition 2.6) is $C = (c_1, ..., c_n, q, id, \lambda)$, where $c_i = (\omega_i, \rho_i, H_i)$. As described in Section 2.1.2, UML2 places no restrictions on the implementation of the event queue. In this work we choose to follow the Rhapsody semantics, and implement event processing as a FIFO.

We use a flight ticket ordering system as a running example throughout the rest of the chapter. The system includes two $DB$ objects and two $Agent$ objects. The system is therefore represented as $(a_1, a_2, db_1, db_2, Q, V)$, where $a_1$ and $a_2$ are state machines of type $Agent$, presented in Figure 4.2, and $db_1$ and $db_2$ are state machines of type $DB$, presented in Figure 4.1. Each $DB$ object communicates with a single $Agent$ object, and with the other $DB$ object. These are denoted as $\textit{itsA}$ and $\textit{itsDB}$ respectively in the state machine. Each $Agent$ object communicates with a single $DB$ object, denoted as $\textit{itsDB}$ in the state machine. Formally, for $i, j \in \{1, 2\}$, $\textit{itsDB}$ of $a_i$ is $db_i$, and $\textit{itsA}$ of $db_i$ is $a_i$. Also, $\textit{itsDB}$ of $db_i$ is $db_j$, where $i \neq j$.

The definition of enabled transitions (Definition 2.7) requires that the trigger of the transition matches the dispatched event, or no trigger on the transition if the value of the dispatched event is $\epsilon$ (i.e., this is not the first transition executed in the RTC step). In this chapter we follow the Rhapsody semantics and require that either the transition has no trigger or
the trigger matches the dispatched event (i.e., the first transition in the RTC step might not be marked with a trigger). Note that if the first transition in the RTC step of state machine \( SM \) is not marked with a trigger, then the transition is marked with a guard whose value was \( \text{false} \) in the previous RTC step of \( SM \) (if such RTC step exists). That is, the value of some variable was modified by a state machine different from \( SM \).

The following terminology will be needed later. State machines that can send some event \((ev, i)\) are called producers of \((ev, i)\). In our example, the (only) producer of event \((evReqOwnership, db)\) is \( db2 \). State machines that can modify some variable \( x \) of state machine \( SM \) are called modifiers of \((x, SM)\). In our example, the (only) modifier of variable \( \text{isMyFlt} \) of \( db1 \) is \( db1 \). Let \( b \) be a guard in a state machine \( SM \), where \( b \) includes variables \( \{x_1, ..., x_m\} \). The set of modifiers of all variables in \( b \) are called the modifiers of \((b, SM)\).

Throughout the rest of the chapter we will use the following notations and abbreviations. Given a state machine \( SM_i = (S_i, R_i, \Omega_i, \text{init}_i, TR_i, L_i, H_i) \) and a state \( s \in S_i \):

- \( \text{trans}(s) \subseteq T_i \) is the set of transitions whose source is \( s \).
Figure 4.2: State Machine for Class Agent

- \( \text{evnts}(s) = \bigcup_{t \in \text{trans}(s)} \{(\text{trig}(t),i)\} \setminus \{(\epsilon,i)\} \) is the set of triggers on \( \text{trans}(s) \).

- \( \text{grds}(s) = \bigcup_{t \in \text{trans}(s)} \{(\text{grd}(t),i)\} \) is the set of guards on \( \text{trans}(s) \).

- \( \text{prod}(s) \subseteq \{1,...,n\} \) denotes indexes of producers of all events in \( \text{evnts}(s) \). For example, if \( \text{evnts}(s') = \{(ev,j)\} \), and the producers of \( (ev,SM_j) \) are \( \{SM_{i_1},...,SM_{i_k}\} \), then \( \text{prod}(s') = \{i_1,...,i_k\} \).

- \( \text{modifier}(s) \subseteq \{1,...,n\} \) denotes indexes of modifiers of all guards in \( \text{grds}(s) \).

These abbreviations are generalized to denote the transitions, events, guards, producers, and modifiers of a subset of states.

Given a system \( \Gamma = (SM_1,...,SM_n,Q,V) \) and a system configuration \( C \), we say that \( \text{enabled}(i,C) \) is true if there exists a transition \( t \in \text{TR}_i \) such that \( \text{enabled}(t,C) \) is true, and false otherwise.
4.2 Translation to Verifiable Bounded C

We translate behavioral UML systems to C. Our goal is to create code that is most suitable for verification, rather than an efficient implementation of the system. Moreover, we verify our code using a BMC verifier, therefore our code describes bounded runs of the system. In order to create code suitable for verification we avoid as much as possible the use of pointers or of methods called with different parameters. This results in code which is longer in lines-of-code. However, the model created by the verification tool is smaller, and the model checker can then perform optimizations more efficiently.

Every object is translated into a method, representing the behavior of its associated state machine. When an event $ev$ is dispatched to object $o_i$, the method associated with $o_i$ executes a single RTC step of $o_i$.

Figure 4.3 presents $RunRTCS\text{e}p_i$, the pseudo-code for a single RTC step of $o_i$. $currC$ is the current system configuration. The method terminates when there are no enabled transitions to execute. The $\textbf{while}$ loop iterates up to $maxRTClens$ iterations. $maxRTClens$ represents the maximum number of transitions of any RTC step of $o_i$. If this value cannot be extracted by static analysis, then the condition is replaced by $true$, and the length of the RTC step is bounded by the BMC bound, $k$.

Lines 4-6 amount to a non-deterministic choice of a transition $t$, which is enabled in $currC$. When choosing a transition (line 4), no constraints are assumed on it. Line 5 restricts the program executions to those where

```
1: method RunRTCS\text{e}p_i()
2: while (j < maxRTClens) do
3:     if (!enabled(i, currC)) return
4:     choose Transition t
5:     assume(t ∈ trans(ω_i))
6:     assume(enabled(t, currC))
7:     execute act(t)
8:     $\rho_i := \epsilon$
9:     incr j
```

Figure 4.3: $RunRTCS\text{e}p_i$ method of state machine $SM_i$
method main

while (true) do

(ev, i) := pop(q)

ρi := ev

RunRTCStepi()

Figure 4.4: main method

t is a transition from ωi (the active states). Line 6 restricts the remaining program executions to those where t is enabled. In line 7 the action of the transition is executed. Executing the action updates ωi according to the destination state of t. Note line 8, where we set ρi to ε. This is done since the event is consumed once, and only in the first transition of the RTC step. The rest of the transitions of the RTC step can be executed only if their trigger is ε.

The EQ is represented as a bounded array. The main method of the program executes the never-ending loop of taking an event from the EQ, and dispatching it to the relevant target object. Figure 4.4 presents the pseudo-code for the main method. In line 3 an event ev whose target is o_i is taken from the EQ. Line 4 updates ρ_i according to ev, and in line 5 an RTC step of o_i is initiated.

When applying BMC on the main method in Figure 4.4, the while loop is unrolled k times, which means that the model is verified for k RTC steps. Generally, placing a bound on the EQ can make the model inaccurate due to overflows. However, k is the exact bound for a k-bounded verification over k RTC steps, since only the first k events that are sent will be dispatched during k RTC steps.

Another verification oriented optimization we introduce is in the implementation of the environment. The array is initialized with k environment events, but with head = tail = 1. When a system event evS is sent, the tail is incremented non-deterministically, after which evS is added to the EQ, overriding the environment event there. This models inserting to the EQ a non-deterministic number of environment events that arrive prior to the addition of evS to the EQ.

C code can be automatically generated by UML tools such as Rhap-
sody, but this code would not be suitable for verification. Automatically generated code includes generic code, and means for communicating with different libraries and with the operating system. We, on the other hand, are interested in verifying only the user-created behavior of the system, and therefore we can abstract the event queue and the operating system. We exploit features of the model-checker, such as the assume construct, to make the verification more efficient. Assuming a static model allows us to apply direct calls and direct variable manipulation rather than use pointers.

4.3 System Verification

We now describe our method for verification of a given behavioral UML system. We assume a system \( \Gamma = (SM_1, ..., SM_n, Q, V) \). Verification is done using assertions on the code describing the system. We support verification in a granularity of transition level or RTC level.

A behavioral UML system \( \Gamma \) can be viewed as a Kripke structure \( M = (S, I_0, R) \), where \( S \) is the set of all possible system configurations of \( \Gamma \). \( R \) can be defined either at the RTC level (denoted \( R_{RTC} \)) or at the transition level (denoted \( R_t \)). \((C, C') \in R_{RTC} \) iff \( C' \) is reachable from \( C \) in a single RTC step. \((C, C') \in R_t \) iff \( C' \) is reachable from \( C \) in an execution of a single transition. Executions (of \( M \)) are defined at RTC or transition level.

**Definition 4.1** \( \pi_r = C_0, C_1, ..., \) is an execution at the RTC level (RTC-execution) iff for every \( n > 0 \), \((C_{n-1}, C_n) \in R_{RTC} \).

**Definition 4.2** \( \pi_t = C_0, C_1, ..., \) is an execution at the transition level (t-execution) iff for every \( n > 0 \), \((C_{n-1}, C_n) \in R_t \).

For the rest of the chapter, when an execution is either a t-execution or an RTC-execution, we refer to it as an execution. In the following we first present how model checking of an LTL safety property over a given behavioral UML system is done. We then continue to present our algorithm for verifying mutually-dependent livelocks.

4.3.1 Verifying LTL Safety Properties

We now show how to check safety LTL properties over behavioral UML systems using an automata based approach. We assume the atomic propo-
ositions of the property are predicates over the configurations of the model. We extend the $C$ program created from $\Gamma$ with a method representing the automaton $A_{\neg \psi}$. The method runs in lock step with the system, and identifies property violations.

A safety property can be verified either at the RTC level or at the transition level, by placing the call to the automaton method either at the end of each RTC step (within the method $main$) or at the end of each transition (within the method $RunRTCStep_i$). The choice of the level for verification depends on the property to be verified. For example, in our running example we might want to guarantee that, at the end of RTC steps $isMyFlt$ cannot be true for both $db_1$ and $db_2$ at the same time. This property must not necessarily hold during an RTC step. We would therefore verify $AG(db_1.isMyFlt = 0 \lor db_2.isMyFlt = 0)$ at the RTC level. If we want to check for dead states (unreachable states) we need to work at the transition level in order to recognize as reachable also those states that are passed through during the RTC step.

Note that our method for BMC can be extended to proof by $k$-induction [55] in a straightforward manner. The base case is a BMC of $k$ steps, which is done in the way we described above. The step is a BMC run of $k + 1$ steps with the initial state completely non-deterministic, looking for a run in which a property violation occurs at the $k + 1$ step after $k$ steps with no violation. In the initial state of the step case we assume there may already be any number of events in the queue, of any type. We can still bound the event queue to $k + 1$ entries because no more than $k + 1$ events will be dispatched in $k + 1$ steps, making it sound to ignore the content of the queue beyond $k + 1$ entries.

### 4.3.2 Verify Mutually-Dependent Livelocks

A Livelock describes the case where part of the system cannot progress, even though the other parts of the system do. In this section we focus on finding livelocks in behavioral UML systems. As mentioned before, absence of livelocks is neither safety nor an LTL property and therefore cannot be handled by scalable bounded model checking tools. For that reason, we identify a subclass of livelocks, and present a method for finding such livelocks within our framework. This is done by a reduction to a safety property.
requires a preceding syntactic analysis of the UML system.

We first define the notion of a livelock-configuration in behavioral UML systems.

**Definition 4.3** Let $C = (c_1, ..., c_n, q, \text{id}, \lambda)$ be a system configuration of $\Gamma$. We say that $SM_i$ is disabled under $C$ if for every $t \in TR_i$, $\text{enabled}(t, C) = false$. That is, no transition $t \in TR_i$ is enabled.

**Definition 4.4** Let $C = (c_1, ..., c_n, q, \text{id}, \lambda)$ be a system configuration of $\Gamma$. State machine $SM_i$ is stuck at $C$ if for every RTC-execution $\pi = C_0, C_1, ...$ s.t. $C_0 = C$ the following holds: for every $C_j = (c'_1, ..., c'_n, q', \text{id}', \lambda')$ s.t. $j \geq 0$, if $\text{top}(q') = (ev, i)$ then $SM_i$ is disabled under $C_j$.

Thus, $SM_i$ is stuck if whenever the event at the top of the queue is targeted at $SM_i$, meaning it is $SM_i$’s turn to execute, $SM_i$ is disabled and cannot make any progress. Intuitively, whenever it is $SM_i$’s turn to execute, $SM_i$ is either waiting for a different event, or the guard on its transitions is $false$ under the current system-configuration.

**Definition 4.5** A system configuration $C$ is a livelock-configuration if at least one state machine is stuck at $C$.

Following, we present a characterization for a subclass of livelock configurations, which we call mutually-dependent livelocks (MD-livelocks). Intuitively, a system configuration $C$ is an MD-livelock if there is a subset of state machines that are stuck at $C$, and for every state machine $SM$ in the subset all of the producers of events that $SM$ is stuck on, and all of the modifiers of the guards that $SM$ is stuck on, are in the subset as well.

**Definition 4.6** Let $C = (c_1, ..., c_n, q, \text{id}, \lambda)$ be a system configuration of $\Gamma$. A vector $\bar{\omega} = (\omega'_1, ..., \omega'_n)$ is a partial state of $C$ if for every $1 \leq i \leq n$, $\omega'_i = nil$ or $\omega'_i = \omega_i$.

Intuitively, a partial state of $C$ represents the current state of some of the state machines in $\Gamma$. These are the state machines for which $\omega'_i \neq nil$.

**Definition 4.7** Let $C$ be a livelock-configuration, and let $\bar{\omega} = (\omega'_1, ..., \omega'_n)$ be a partial state of $C$. $\bar{\omega}$ is a livelock state of $C$ if for every $i \in \{1, ..., n\}$, if $\omega'_i \neq nil$ then $SM_i$ is stuck at $C$.
**Definition 4.8** Configuration $C$ is an MD-livelock if there exists a livelock state of $C$, $\bar{\omega} = (\omega'_1, \ldots, \omega'_n)$ s.t. for all $j \in \text{prod}(\bar{\omega}) \cup \text{modifier}(\bar{\omega})$, $\omega'_j \neq \text{nil}$.

Intuitively, the partial state describes a set of state machines that are stuck and will stay stuck forever. This is because all state machines that may "release" a stuck state machine by producing an event or changing a guard are in the same set. That is, they are stuck as well.

Our goal is to find reachable MD-livelock configurations. To achieve scalability, we use SAT-based BMC and only find livelock-configurations that are reachable within $k$ RTC steps. Our method for finding reachable MD-livelocks consists of two stages. We first identify system states that are mutually-dependent states (to be defined later). This is a syntactic identification and can thus be checked independently of a configuration. This stage is performed by an analysis of the UML system. We then search for a reachable MD-livelock configuration. This is done by adding an assertion describing the fact that the current configuration is an MD-livelock. We then apply BMC to search for a violation of the assertion. Next we define the syntactic notion of mutually-dependent state.

**Finding Mutually-Dependent States:**

A state machine $SM_i$ cannot be stuck at $C = (c_1, \ldots, c_n, q, id, \lambda)$, where $c_i = (\omega_i, p_i, H_i)$, if $\omega_i$, the set of currently active states of $SM_i$, has a null-transition, or if $\omega_i$ has a transition that can be enabled by an environment event.

We first define the set of possible-active-states. Intuitively, this set over-approximates the possible currently active states of a state machine $SM$.

**Definition 4.9** Let $SM = (S, R, \Omega, \text{init}, TR, L, H)$ be a state machine. $\nu \subseteq S$ is a possible-active-state if the following hold.

- For every $s \in \nu$ and for every $r \in R$ s.t. $\Omega(r) = s$ there exists a single $s' \in S$ such that $\Omega(s') = r$ and $s' \in \nu$.

- There exists $s \in \nu$ such that $\Omega(s) = \text{TOP}$.

Note that this definition follows exactly the definition of active states as part of state machine configuration (Definition 2.4).
Definition 4.10 A possible-active-state $\nu$ is potentially stuck if for every $t \in \text{trans}(\nu)$, $t$ is not a null-transition, and if $ev(t)$ is an environment event, then $grd(t) \neq \text{true}$.

Following, we define mutually-dependent states. Intuitively, a mutually-dependent state represents a subset of state machines that are all potentially stuck and the state machines depend on each other, i.e. all the necessary producers are inside this subset.

Definition 4.11 A mutually-dependent state is a vector $\bar{\nu} = (\nu_1, ..., \nu_n)$ s.t. for every $i \in \{1, ..., n\}$, $\nu_i = \text{nil}$ or $\nu_i$ is a possible-active-state of $SM_i$, and the following holds for every $\nu_i \neq \text{nil}$:

1. $\nu_i$ is a potentially stuck possible-active-state, and
2. There is no $j \in \text{prod}(\nu_i) \cup \text{modifier}(\nu_i)$ such that $\nu_j = \text{nil}$, and
3. $\bar{\nu}$ is minimal. That is, let $\bar{\nu}' = (\nu_1', ..., \nu_n')$ such that for every $i \in \{1, ..., n\}$, either $\nu_i' = \text{nil}$ or $\nu_i' = \nu_i$. If $\bar{\nu}' \neq \bar{\nu}$ then requirement 2 does not hold for $\bar{\nu}'$.

The requirement of minimality (requirement (3)) is introduced for the sake of efficiency. It reduces the number of states to be considered and also simplifies the encoding in BMC. Further, it reduces the number of similar counterexamples returned to the user.

Note that this definition is syntactic. That is, it depends only on the possible-active-states of the system. It does not depend on the variable assignment, the history or the event queue, which can be determined along a computation. As a result, the set of all mutually-dependent states can be identified independently of any configuration. We generate this set from the syntactic structure of the system, as part of the analysis of the UML system.

Lemma 4.12 The set of mutually-dependent states is complete. Meaning for every MD-livelock configuration $C$ there exists a partial state of $C$, $\bar{\nu}$, that is a mutually-dependent state.

The set of system configurations is infinite, because the size of the EQ is not limited. However, the set of mutually-dependent states is finite.
1: method FindMDLivelock()
2: while (true) do
3:   (ev, i) := pop(q)
4:   ρ_i := ev
5:   RunRTCStep_i()
6:   for each mutually-dependent state ¯ν' do
7:     assert (! (partSt(¯ν', currC) ∧
          for all t ∈ trans(¯ν') :
          notInQ(trig(t), q) ∨
          grdFalse(grd(t), λ)) )

Figure 4.5: FindMDLivelock method

Bounded Search for Mutually-Dependent Livelocks:

We observe that if a given system configuration includes a mutually-dependent state s.t. for every transition in the mutually-dependent state either the guard is false or the trigger is a system event which is not in the EQ, then this system configuration is a MD-livelock.

We adapt the translation of UML systems to C (Section 4.2) to allow checking whether a MD-livelock configuration is reachable by adding assertions at the RTC level. When the model checker finds an execution violating the assertion, the last system configuration in the execution is a MD-livelock configuration. Figure 4.5 presents the pseudo-code of the modified method. Line 6 and 7 show the added code.

currC represents the current system configuration of the system. At every iteration of the while loop currC changes (due to the RTC step). The method partSt(¯ν, C) receives a mutually-dependent state ¯ν and a configuration C, and returns true iff ¯ν is a partial state of C (i.e., partSt(¯ν, C) returns true iff for every ν_i ∈ ¯ν, if ν_i ≠ nil then ν_i = ω_i). The method grdFalse(grd, λ) returns true iff grd is false w.r.t. the variable assignment λ. The method notInQ(ev, q) returns true iff ev is a system event which is not in the EQ q. The assertion is violated on C if C is a MD-livelock.

There is one subtle point that still needs to be solved: We need a finite representation of the queue. Recall that for verifying safety properties, for k-bounded executions we bound the queue to k. However, when searching
for MD-livelocks this is incorrect because a configuration is a MD-livelock if there are no future executions that can release the stuck states. Thus, we must keep track of all events inserted into the queue (within \( k \) RTC steps). However, only the first \( k \) events are dispatched, and therefore their relative order is important. For the rest of the events, we only need to know whether they were sent or not, indicating whether or not an instance of that event exists in the “actual” queue. The method \( \text{notInQ}(ev,q) \) returns true iff the flag of event \( ev \) is \( false \), indicating that no such event is in the “actual” queue.

We exemplify our method on our running example. The events \( ev\text{VacationStart} \) and \( ev\text{VacationEnd} \), which are consumed by class Agent, are both environment events. Note that none of the possible-active-states associated with the state machine of Agent are potentially stuck possible-active-states. Thus, \( a1 \) and \( a2 \) can never be stuck. The vector \( \{\{\text{Wait4RemDB,dbMain}\}, \{\text{Wait4RemDB, dbMain}\}, \text{nil, nil}\} \) is a mutually-dependent state because the producer of the possible-active-state \( \{\text{Wait4RemDB, dbMain}\} \) of \( db1 \) is \( db2 \), and vice-versa. For this mutually-dependent state, we add the following assertion:

\[
\text{assert}(\neg(\text{InEQ}(ev\text{GrantOwnership, 1}) \land \text{InEQ}(ev\text{GrantOwnership, 2}) \land \\
\text{InEQ}(ev\text{ReqOwnership, 1}) \land \text{InEQ}(ev\text{ReqOwnership, 2}) \land \\
\text{partSt}((\{\text{Wait4RemDB, dbMain}\}, \{\text{Wait4RemDB, dbMain}\}, \\
\text{nil, nil}, \text{currC})))
\]

Note that it is possible to skip the first stage of our algorithm, that finds the set of mutually-dependent states, and incorporate it within the second stage. However, this would be inefficient due to the number of checks that would need to be done during the model checking stage. Further, since the first stage is applied to the UML system, it is quite “light weight”. Model checking, on the other hand, is applied to a low-level description and is a heavy task. Thus, the first stage is essential for the scalability of our method.

### 4.4 Experimental Results

We have implemented the algorithm described above in a tool called Soft-UMC (software-based UML Model Checking). The implementation reads a UML (version 2.0) system, and translates it to verifiable C code. Static analysis is applied at this stage, according to the type of property to be
checked: (LTL) safety or livelock. We then apply CBMC[13] (version 4.1) as our C verifier.

First, we compared our implementation to the one translating the system to the input language of RuleBasePE[51], IBM’s hardware model checker (we call this solution HWMC). HWMC represents the EQ as a bounded FIFO, where the size of the FIFO is relative to the maximum number of events generated in a single RTC step. It also preserves the hierarchical structure of the state machines.

To compare the performance of Soft-UMC and HWMC we used the following four examples. (1) A variant of the railroad crossing system from [46], including a gate object and three track objects that communicate with the gate, (2) The ticket ordering system (Figures 4.1 and 4.2), (3) A dishwasher machine (inspired by the example provided with Rhapsody), (4) A locking system, including a manager and three lock clients. We have checked several safety properties on the systems. In Figure 4.6 we present a comparison of the runtime for finding a counterexample in Soft-UMC and HWMC. It can be seen that HWMC is better on short counterexamples. However, on long ones Soft-UMC achieves results in shorter times. This can be explained by the initialization time of CBMC which is significant for short counterexamples but becomes negligible on long ones.

To check the scalability of our tool compared to HMWC, we considered

```

<table>
<thead>
<tr>
<th>prop</th>
<th>Soft-UMC</th>
<th>HWMC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>prop. time</td>
<td>RTCs time</td>
</tr>
<tr>
<td>RC1</td>
<td>155</td>
<td>10</td>
</tr>
<tr>
<td>RC2</td>
<td>198</td>
<td>11</td>
</tr>
<tr>
<td>RC3</td>
<td>868</td>
<td>17</td>
</tr>
<tr>
<td>TO1</td>
<td>17</td>
<td>6</td>
</tr>
<tr>
<td>TO2</td>
<td>23</td>
<td>7</td>
</tr>
<tr>
<td>TO3</td>
<td>52</td>
<td>10</td>
</tr>
<tr>
<td>TO4</td>
<td>514</td>
<td>22</td>
</tr>
<tr>
<td>DW1</td>
<td>263</td>
<td>12</td>
</tr>
<tr>
<td>DW2</td>
<td>304</td>
<td>18</td>
</tr>
<tr>
<td>DW3</td>
<td>986</td>
<td>30</td>
</tr>
<tr>
<td>LM1</td>
<td>18</td>
<td>7</td>
</tr>
<tr>
<td>LM2</td>
<td>101</td>
<td>16</td>
</tr>
<tr>
<td>LM3</td>
<td>138</td>
<td>14</td>
</tr>
<tr>
<td>LM4</td>
<td>355</td>
<td>34</td>
</tr>
</tbody>
</table>
```

Figure 4.6: Soft-UMC vs. HWMC. time in secs. #RTC and #trans is number of RTC steps and transitions in counterexamples.
three parameterized examples: The ticket ordering system, and variations of the dishwasher machine and the locking system. E.g., for the ticket ordering system, the attribute account of Agent is used as the parameter, and the checked property is non-determinism. For increasing initial values of account, the counterexample leading to a non-deterministic state is of increasing length. This allows us to experiment on the same system with different lengths of counterexamples. In all examples, a counterexample for a system with parameter $i$ is of length $\sim 2 * i$ RTC steps. Each RTC step is composed of 3-5 transitions. We used a timeout of 1 hour. Results are presented in Fig 4.7. From the comparison it is clear that HWMC is better for shallow examples, however our tool is more scalable.

We also evaluated the performance impact of two of our optimizations, the EQ (Sec. 4.2) and the hierarchical system. We compared a naive implementation of the EQ against our optimized implementation. To analyze the impact of maintaining the hierarchy of the state machines we created a flat system from the ticket ordering system. The flat system has 24 states and 54 transitions, whereas the hierarchical system has 26 states and 36 transitions. The flat system is missing the hierarchical states. However, it has an additional attribute for maintaining the history. Figure 4.8 shows the results of the comparison. We compared the runtime of 4 different implementations: Hierarchical system with optimized EQ (H-OP-EQ), flat system with optimized EQ (F-OP-EQ), hierarchical system with naive EQ (H-NV-EQ) and flat system with naive EQ (F-NV-EQ).

We verified three different properties, and modified the system s.t. coun-
Figure 4.8: Optimizations on ticket ordering. Bound in RTC steps; time in secs.

The counterexample is reached at different bounds. 1,3 are safety properties. 2 is a livelock check, checked on a slightly modified system: the guard of transition from Processing to FlightApproved of DB (Figure 4.1) is modified to \([\text{isMyFlt} \&\& (\text{space} > 1)]\). This introduces a reachable livelock state, when \(db1\) and \(db2\) are in state Processing, \(\text{space} = 1\) and \(\text{isMyFlt} = \text{true}\) for both objects. Each row in Fig 4.8 represents a different setting defined by the property and the initial values of the attributes, which determine the length of the counterexample (in RTC steps). Time limit is set to 1 hour. It is clear that the optimized implementation of the EQ scales much better w.r.t. the naive EQ implementation. This is because the naive implementation includes a loop representing the addition of a non-deterministic number of environment events to the EQ. In the optimized implementation this amounts to a non-deterministic increment of the tail. The comparison also shows that the hierarchical implementation scales better than the flat one. Our conjecture is that flattening increases the number of transitions in the system, and therefore increases the search space. [19] presents similar results when comparing verification of hierarchical UML systems to flat systems. The above shows the significance of optimizations. We expect to be able to further improve performance of our solution with other optimizations.

4.5 Conclusions

This work is a first step in exploiting software model checking techniques for the verification of behavioral UML systems. By translating UML systems to C we could preserve the high-level structure of the system.
Our translation to *verifiable* C code rather than executable one significantly eased the workload of the model checker. This is demonstrated, for instance, by the comparison of our optimized representation of the event queue with a naive one. In our translation we also took advantage of the fact that *bounded* model checking is applied, and obtained a finite representation in spite of the unbounded size of the queue. Nevertheless, our method can be extended to *unbounded* model checking by means of $k$-induction.

The comparison with IBM’s hardware oriented tool for UML verification demonstrates that our approach is superior for long counterexamples.

Our approach to finding MD-livelocks in UML models is novel. Static analysis identifies *syntactically* mutually-dependent states. During the model checking phase, we check whether these mutually-dependent states are reachable and represent a real MD-livelock. A suitable finite representation of the event queue then enables to apply BMC for finding such states that are reachable. We expect similar approaches to be useful for proving additional non-safety properties.
In this chapter we present a novel approach for applying abstraction and refinement for the verification of behavioral UML systems.

The CounterExample-Guided Abstraction Refinement (CEGAR) approach \cite{10} provides an automatic and iterative framework for abstraction and refinement, where the refinement is based on a spurious counterexample. The concrete system is initially \emph{abstracted}, which results in an abstract, over-approximated system. When model checking returns an abstract counterexample, a search is made for a matching concrete counterexample. If one exists, then a real bug on the concrete system is found. Otherwise, the counterexample is \emph{spurious} and a refinement is needed. In the refinement stage, more details are added to the abstract system, in order to eliminate the spurious counterexample.

In this chapter we propose a CEGAR-like framework for verifying behavioral systems that rely on UML state machines. We present a model-to-model transformation that generates an \emph{abstract system} from a given concrete one. Our transformation is done on the UML level, thus resulting in a new \emph{UML behavioral system} which is an over-approximation of the original system. We adapt the CEGAR approach to our UML framework, and apply refinement if needed. Our refinement is also performed as a model-to-model transformation. It is important to note that by defining abstraction and refinement in terms of model-to-model transformations, we avoid the
translation to lower level representation (such as Kripke structures). This is highly beneficial to the user, since the property, the abstraction, and the abstract counterexample are all given at the UML level and are therefore more meaningful.

Our abstraction is obtained by abstracting some (or all) of the state machines in the concrete system. When abstracting a state machine, we over-approximate its interface behavior w.r.t. the rest of the system. In the context of behavioral UML systems, an interface includes the events generated/consumed and the (non-private) variables. We thus abstract part of the system’s variables, and maintain an abstract view of the events generated by the abstracted state machines. In particular, the abstract state machines may change the number and order of the generated events. Further, abstracted variables are assigned the “don’t-know” value. Our abstraction does not necessarily replace an entire state machine. Rather, it enables abstracting different parts of a state machine whose behavior is irrelevant to the checked property. Our abstraction construction is presented in Section 5.1. We show that the abstract system is an over-approximation by proving that for every computation of the concrete system there exists a computation of the abstract system that “behaves similarly”. This is formally defined and proved in Section 5.2.

Our CEGAR framework is suitable for verifying \( LTL_x \), which is LTL without the next-time operator. Also, we assume the existence of a model checker for behavioral UML systems. As mentioned before, we add the special value “don’t-know” to the domain of the variables. This results in a 3-valued semantics for UML systems, as shown in Section 5.1. To model check abstract systems we need a 3-valued model checker. Extending a model checker to support the 3-valued semantics (e.g., [54, 29]) is straightforward.

Many works such as [53, 56, 48, 21, 47] address semantic refinement of state machines. Semantic refinement is a method for top-down design, where details are added to a partially defined state machine, while behavior of the original (abstracted) model is preserved. We, on the other hand, remove details from a given model during the abstraction stage, in order to obtain a smaller model. Though we also address an abstraction-refinement relation between state machines, these works are very different from ours. These works look at manual refinement as part of the modeling process, whereas
we are suggesting an automatic abstraction to improve scalability of the verification tool. Moreover, these works handle a single state machine level, where we consider a system which includes possibly many state machines that interact with each other.

From here on, we assume the following restriction on the actions of state machines: An action includes at most one “GEN(e)” statement. In addition, an action that includes “GEN(e)” is a non-branching sequence of statements. If either one of these restrictions does not hold, then the state machine can be preprocessed such that the transition is replaced with a series of states and transitions, each executing part of the original action.

We also assume that state machines do not include history. Therefore, a state machine $SM$ is a tuple $(S, R, \Omega, init, TR, L)$, and a state machine configuration is a tuple $c = (\omega, \rho)$. That is, we exclude the $H$ element in $SM$ and the $H$ element in $c$. Note that it is straightforward to eliminate history at the expense of additional states, transitions and variables.

5.1 Abstract State Machines

We now present the construction of abstract UML systems.

5.1.1 Abstracting a State Machine

The abstraction of a state machine $SM = (S, R, \Omega, init, TR, L)$ is defined w.r.t. a disjoint abstraction collection $ABS = \{A_1, ..., A^g\} \subseteq 2^S$. Every $A^\beta$ is referred to as an abstraction set. Every abstraction set $A^\beta$ is a set of states (simple or composite) for which the following holds:

1. For every $s, s' \in A^\beta$: $\Omega(s) = \Omega(s')$, and
2. For every $s \in A^\beta$ and $s' \in A^\gamma$, if $\beta \neq \gamma$ then $s \not\triangleleft s'$ and $s' \not\triangleleft s$.

The first requirement states that an abstraction set $A^\beta$ includes states from a single region. The second requirement states that the abstraction sets are disjoint: there are no two states in different abstraction sets s.t. one state contains the other state. Intuitively, our abstraction replaces every $A^\beta$ (and all states contained in $A^\beta$) with a different construct that ignores the details of $A^\beta$ and maintains an over-approximated behavior of the events generated by $A^\beta$.
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We add the value don’t−know, denoted ⊥, to the domain of all variables in V, where ⊥ represents any value in the domain. The semantics of boolean operations is extended to 3-valued logic as follows: ⊥ ∧ false = false, ⊥ ∧ true = ⊥ and ¬⊥ = ⊥. An expression is evaluated to ⊥ if one of its arguments is ⊥. For simplicity of presentation, we enable trig(t) to be a set of triggers. I.e. trig(t) = {e₁,...,eₚ} ∪ ϵ, and enabled(t,C) = true if one of the events from trig(t) matches ρ (the event dispatched to the state machine).

Next, we define several notions that are concrete and are defined w.r.t. an abstraction set \( A \in ABS \):

- \( S(A) = \{ s \in S \mid \exists s' \in A. (s \sqsubset s') \} \) are the abstracted states.
- \( R(A) = \{ r \in R \mid \exists s \in A. (r \sqsubset s) \} \) are the abstracted regions.
- \( TR(A) = \{ t \in TR| src(t) and trgt(t) \in S(A) \} \) are the abstracted transitions.
- \( EV(A) = \{ e \in EV| \exists t \in TR(A).(GEN(e) \in act(t)) \} \).
- \( Trig(A) = \{ tr| \exists t \in TR(A).(trig(t) = tr) \} \) \( \setminus \{ \epsilon \} \).
- \( V(A) = \{ v \in V| \exists t \in TR(A).(v \in modif(t)) \} \).
- \( GRDV(A) = \{ v \in V| \exists t \in TR(A).(trig(t) = \epsilon \land v \in grd(t)) \} \).

Let \( \Gamma = (SM₁,...,SMₙ, Q₁,...,Qₘ, thread, V) \) be a system, let \( ABS \) be an abstraction collection of \( SMᵢ \), and let \( A \in ABS \) be an abstraction set. We require the following restrictions of \( A \):

1. For every \( v \in V(A) \), if \( v \) can be modified by several state machines in \( \Gamma \), then all these state machines are assigned to the same thread. Formally: if \( v \in modif(TRᵢ) \cap modif(TRⱼ) \) then \( thread(i) = thread(j) \). This is needed for correctness of the construction (details in the proof of theorem 5.11). Intuitively, this ensures that the value of \( v \) cannot be changed by a different state machine during the execution of the abstract state machine.

2. For every \( t \in TR(A) \), if \( trig(t) \neq \epsilon \) then for every \( e \in EV, GEN(e) \not\in act(t) \).
3. There are no loops without triggers within $S(A)$. Further, there are no self loops without a trigger on states containing $S(A)$. This is needed to enable the static analysis described next.

In order to explain our abstraction we introduce the notion of an Abs-round on abstraction set $A$, which is a maximal, possibly non-consecutive, sequence of steps from a computation $\pi$, s.t. all the steps are part of a single RTC, every step executes an abstracted transition, and the state machine remains in an abstracted state throughout the Abs-round. Formally,

**Definition 5.1 (Abs-Round)** Let $A$ be an abstraction set of state machine $SM_i$ from system $\Gamma$, and let $\tau = step^{i_0},...,step^{i_d}$ be a RTC step of $\Gamma$ on $SM_i$. An Abs-round on $A$ is a maximal sub-sequence of $\tau$, $\tilde{\tau} = step^{i_{j_1}},...,step^{i_{j_k}}$ s.t. the following holds:

1. For every $j \in \{j_1,j_2,...,j_k\}$: $step^{i_j} = TRANS(j,(t_1,...,t_y))$ (possibly $y = 1$), and there exists a transition $t \in \{t_1,...,t_y\}$ s.t. $t \in TR(A)$ (the step executes an abstracted transition), and

2. For every $i \in \{i_{j_1},(i_{j_1}) + 1,...,i_{j_k}\}$, $\omega_i \cap S(A) \neq \phi$ (the state machine remains in the abstracted states throughout $\tilde{\tau}$).

Since there are no loops without triggers that include abstracted states, we can easily apply static analysis in order to determine the maximal number of events that can be generated by any single Abs-round of abstraction set $A$. We denote this number by $f_A$.

Given an abstraction set $A \in ABS$, our abstraction replaces $S(A), R(A)$ and $TR(A)$ with a new construct, referred to as $\Delta(A)$, demonstrated in Figure 5.1. $\Delta(A)$ includes an initial state $a_{strt}$ and a final state $a_{end}$. Every
Abs-round over states from \( S(A) \) is represented by a computation that includes a single loop on \( \Delta(A) \) from \( a_{\text{str}} \) to \( a_{\text{str}} \). \( \Delta(A) \) includes computations that can generate any sequence of size 0 to \( f_A \) events from \( EV(A) \). Also, all the variables that can be modified in the Abs-round are given the value \( \perp \).

An Abs-round whose first transition consumes an event, is represented by a computation that starts with transition \( \tau_1 \) from \( a_{\text{str}} \) to \( a_1 \), which can consume any single event from \( \text{Trig}(A) \). The guard \( \perp \) on \( \tau_1 \) and \( \tau_2 \) represents a non-deterministic choice between “true” or “false”. If the first transition on an Abs-round does not consume an event, it will be represented by transition \( \tau_2 \), which is not marked with a trigger. Since \( \Delta(A) \) contains a loop of transitions without triggers we must ensure that all RTCs through \( \Delta(A) \) are finite. We introduce a new Boolean variable \( cg_A \). A trace on \( \Delta(A) \) can be initiated without a trigger only if \( cg_A \) is 1. \( \Delta(A) \) then sets \( cg_A \) to 0 on both transitions exiting \( a_{\text{str}} \).

When \( cg_A \) is set to 1 it signals that it is possible to execute an Abs-round that does not consume an event. Such a situation abstracts a concrete execution in which the RTC step that includes the Abs-round starts at a state that is not abstracted and continues within the abstraction. I.e., execution of a transition \( t \) whose source is outside of \( S(A) \) and whose target is a state \( s \) that either contains \( A \) or \( s \in A \). The situation can also occur if an abstracted transition becomes enabled due to some variable change. I.e., execution of some transition \( t \), which is either orthogonal to \( A \) or is in a different state machine, and \( t \) modifies a variable \( v \) and \( v \in \text{GRDV}(A) \).

If by static analysis we can conclude that the first transition of every Abs-round consumes an event, then \( cg_A \) is redundant (and \( \tau_2 \) can be removed). All the Abs-rounds are then represented by computations that start by traversing \( \tau_1 \).

We now formally define our abstract state machines. Given \( SM = (S, R, \Omega, \text{init}, TR, L) \) and an abstraction set \( A \in ABS, SM(A) = (S^A, R^A, \Omega^A, \text{init}^A, TR^A, L^A) \) is the abstraction of \( SM \) w.r.t. \( A \). We denote functions over the abstraction (\( src, trgt, trig, grd, \) and \( act \)) with a superscript \( A \).

- \( S^A = (S \setminus S(A)) \cup \{a_{\text{str}} , a_1, ..., a_{f_A+1}, a_{\text{end}} \} \)
- \( R^A = (R \setminus R(A)) \)
- For every \( s \in (S^A \cap S) \cup R^A \): \( \Omega^A(s) = \Omega(s) \).
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For every \( s \in \{ a_{\text{strt}}, a_1, \ldots, a_{fA+1}, a_{\text{end}} \} \): \( \Omega^A(s) = \Omega(s') \) for some \( s' \in A \) (recall that all states in \( A \) are contained in the same region).

- If there exists \( s \in A \) s.t. \( s \in \text{init} \) then \( \text{init}^A = (\text{init} \cap S^A) \cup \{ a_{\text{strt}} \} \).
  Otherwise, \( \text{init}^A = \text{init} \cap S^A \).
- \( \text{TR}^A = (\text{TR} \setminus \text{TR}(A)) \cup \{ \tau_1, \ldots, \tau_{2fA+5} \} \).

The \( \text{src}^A, \text{trgt}^A, \text{trig}^A, \text{grd}^A \) and \( \text{act}^A \) functions are redefined as follows:

Transitions \( \tau_1, \ldots, \tau_{2fA+4} \) are defined according to Figure 5.1. Every transition \( t \in \text{TR} \setminus \text{TR}(A) \) has a representation (matching transition) in \( SM(A) \). Note that for every such transition, either \( \text{src}(t) \) or \( \text{trgt}(t) \) are not abstracted (are in \( S \cap S^A \)). In \( SM(A) \), the connection to the \( \Delta(A) \) is only through \( a_{\text{strt}} \). Thus, if \( \text{src}(t) \) or \( \text{trgt}(t) \) are abstracted, then \( \text{src}^A(t) \) or \( \text{trgt}^A(t) \) respectively is \( a_{\text{strt}} \in \Delta(A) \). The handling of \( \text{cg}^A \) is added to the relevant actions, as discussed above. In the following we present only the values of \( \text{src}^A, \text{trgt}^A, \text{trig}^A, \text{grd}^A \) and \( \text{act}^A \) that change in \( SM(A) \) w.r.t. \( SM \). For every \( t \in \text{TR} \setminus \text{TR}(A) \):

1. \( \text{trgt}(t) \in S(A) \) (the target of \( t \) is abstracted): we define \( \text{trgt}^A(t) = a_{\text{strt}} \). If there exists an abstracted transition from \( \text{trgt}(t) \) whose trigger is \( \epsilon \) then \( \text{act}^A(t) = \text{act}(t) \); \( \text{cg}^A = 1 \) (otherwise, \( \text{act}^A(t) = \text{act}(t) \)). This describes the case that the RTC can start outside the abstraction and continue within the abstraction.

2. \( \text{src}(t) \in S(A) \) (the source of \( t \) is abstracted): we define \( \text{src}^A(t) = a_{\text{strt}} \), \( \text{act}^A(t) \) is \( \text{cg}^A = 0; \) \( \text{act}(t) \) and \( \text{grd}^A(t) = \text{grd}(t) \& \bot \). We add \( \bot \) to the guard in order to ensure that executions of possibly enabled transitions from states containing the abstraction remain (possibly) enabled.

3. Otherwise (neither \( \text{src}(t) \) nor \( \text{trgt}(t) \) are abstracted):

   **Case a:** \( \mathcal{A} \not< \text{trgt}(t) \): An execution of \( t \) may result in a new \( \omega \) (current active state) that includes an abstracted state \( s \in S(A) \). If there exists an abstracted transition from \( s \) whose trigger is \( \epsilon \), then \( \text{act}^A(t) = \text{act}(t); \text{cg}^A = 1 \) (otherwise \( \text{act}^A(t) = \text{act}(t) \)).

   **Case b:** \( \text{src}(t) \) and \( a_{\text{strt}} \) are contained in orthogonal regions (\( t \) can be executed orthogonally to the abstraction): Then \( \text{act}^A(t) = \text{act}(t) \) with the following modifications:
• If there exists $v \in \text{GRDV}(A)$ such that $v \in \text{modify}(t)$ then $cg_A = 1$ is added to $\text{act}^A(t)$, and
• If the current state of $SM$ includes an abstracted state, then variables that can be modified by abstracted transitions are given the value $\bot$ on the first transition executed on $\Delta(A)$. The value on these variables should remain $\bot$ as long as the current state of $SM$ includes an abstracted state. In order to ensure that the value remains $\bot$ even if $t$ is executed orthogonally to the abstraction, every assignment $x = e$ in $\text{act}(t)$, if $x \in V(A)$ then $x = e$ is replaced with: “if ($\text{isIn}({a_{\text{strt}}, a_1, ..., a_{f_A+1}, a_{\text{end}}})$) $x = \bot$; else $x = e$;” in $\text{act}^A(t)$. The current state is checked using the macro $\text{isIn}(U)$ where $U$ is a set of states, that checks whether a certain state from $U$ is active.

**Example 5.2** Consider the DB state machine presented in Figure 5.2. Abstracting the state machine with $A = \{\text{Working}, \text{Vacation}\}$ results in the state machine in Figure 5.3. Note that in this state machine, by static analysis we can conclude that every Abs-round first consumes an event, and therefore we do not need the $cg_A$ flag and transition $\tau_2$. Also, on every Abs-round no more than one event can be generated, therefore $f_A = 1$. 49
The above definitions enable us to define several different abstractions over a concrete state machine, by defining them one after the other. Given an abstraction collection \( ABS = \{A^1, ..., A^g\} \), the abstraction of \( SM \) w.r.t. \( ABS \) is defined as \( SM^A = ((SM(A^1))(A^2))...(A^g) \).

### 5.1.2 Abstracting a System

Next we define an abstract system. This is a system in which some of the state machines are abstract. For \( SM_i \) and an abstraction collection \( ABS_i = \{A^1, ..., A^g\} \), \( SM^A_i \) denotes the abstraction of \( SM_i \) w.r.t. \( ABS_i \). We denote the \( cg \) variable in \( SM^A_i \) that was added when abstracting \( SM_i \) w.r.t. abstraction set \( A^\beta \) as \( cg^\beta_i \).

**Definition 5.3** Let \( \Gamma \) and \( \Gamma' \) be two systems, each with \( n \) state machines and \( m \) event queues. We say that \( \Gamma' \) is an abstraction of \( \Gamma \) w.r.t. \( \{ABS_1, ..., ABS_n\} \), denoted \( \Gamma^A \), if the following holds:

1. For \( i \in \{1, ..., n\} \), \( SM'_i = SM_i \) or \( SM'_i = SM^A_i \)
2. \( thrd' = thrd' \)
3. \( V' = V \cup \{cg^\beta_i | SM'_i = SM^A_i \ and \ A^\beta \in ABS_i \} \)
4. For every \( i,j \in \{1, ..., n\} \) s.t. \( i \neq j \), and for every \( t \in TR'_j \): if there exists a variable \( v \in GRDV(A^\beta) \) where \( A^\beta \in ABS_i \) and \( v \in \text{modif}(t) \) then \( cg^\beta_i = 1 \) is added to \( \text{act}'(t) \) (in \( SM'_i \)).

Recall that setting \( cg^\beta_i \) to 1 on \( SM^A_i \) signals that it is possible to execute an Abs-round on \( SM_i \) that does not consume an event. Requirement (4) in Definition 5.3 handles the case where a guard of an abstracted transition of...
SM_i changes by a transition t of SM_j, by ensuring that \( e_{g_i}^{\beta} \) is set to 1 on such transitions of \( TR'_j \).

Adding the value \( \perp \) to the domain of all variables in V affects the cases when a transition is enabled, and when a state machine is stable, since now \( \text{grd}(t)(\lambda) \in \{\text{true, false, } \perp\} \). Intuitively, if \( \text{grd}(t)(\lambda) = \perp \) then we assume it can be either true or false. We thus consider both cases in the analysis. Therefore, \( \text{enabled}(t, C) = \text{true} \) iff t can be enabled w.r.t. C \( (\text{grd}(t)(\lambda) \in \{\text{true, } \perp\}) \) and all transitions from states contained in \( \text{src}(t) \) can be not enabled \( (\text{grd}(t')(\lambda) \in \{\text{false, } \perp\}) \). Similarly, \( \text{stable}(c_i, C) \) if \( c_i \) can be stable in C. I.e., for every \( t \in TR_i \), s.t. \( \text{src}(t) \in \omega_i \), either \( \text{trig}(t) \neq \rho_i \) or \( \text{grd}(t)(\lambda) \in \{\text{false, } \perp\} \).

Note that when enabling 3-valued semantics, a transition may be enabled, even though lower level transitions may be enabled as well. Note also that in the 3-valued context it still holds that for a SM-configuration \( c_i \), if there exists a transition \( t \in TR_i \), s.t. \( \text{src}(t) \in \omega_i \), \( \text{trig}(t) = \epsilon \) and \( \text{grd}(t) = \text{true} \), then \( c_i \) is not stable. Thus, when a state machine \( SM_i \) finishes an RTC step, if \( SM_i \) is in an abstract state, then that state can only be \( a_{\text{str}}^\beta \) (i.e., the start state of the abstraction construct replacing \( A^\beta \)). Similarly, when an event is dispatched on some thread \( j \), then for every state machine \( SM_i \) associated with thread \( j \): if \( SM_i \) is in an abstract state, then that state can only be \( a_{\text{str}}^\beta \).

5.2 Correctness of The Abstraction

In this section we prove that \( \Gamma^A \) is an over-approximation of \( \Gamma \) by showing that every computation of \( \Gamma \) has a “matching” computation in \( \Gamma^A \).

**Definition 5.4 (Abstraction relation of SM-configuration)*** Let \( c = (\omega, \rho) \) and \( c^A = (\omega^A, \rho^A) \) be SM-configurations of a state machine SM and its abstraction \( SM^A \) respectively. \( c^A \) abstracts \( c \), denoted \( c \preceq c^A \), if the following holds:

- \( \rho = \rho^A \)
- \( c \) and \( c^A \) agree on the joint states: \( \omega \neq \omega^A \) iff \( \omega \setminus \omega^A \subseteq S(A) \) and \( \omega^A \setminus \omega \subseteq \Delta(A) \).
Definition 5.5 (Abstraction relation of $\lambda$) Let $\lambda$ and $\lambda'$ be variable assignments over $V$ of $\Gamma$ and $V'$ of $\Gamma^A$ respectively. We say that $\lambda'$ abstracts $\lambda$, denoted $\lambda \preceq \lambda'$ if for every $v \in V$ either $\lambda(v) = \lambda'(v)$ or $\lambda'(v) = \perp$.

Definition 5.6 (Abstraction relation of system-configuration) Let $C$ and $C'$ be two system configurations of $\Gamma$ and $\Gamma^A$ respectively. We say that $C'$ abstracts $C$, denoted $C \preceq C'$, if $C$ and $C'$ agree on the event queues and id elements, and the state machine configurations and $\lambda'$ of $\Gamma^A$ are abstraction of the matching elements in $\Gamma$:

- For $j \in \{1, \ldots, m\}$: $q_j = q'_j$ and $id_j = id'_j$
- For $i \in \{1, \ldots, n\}$: $c_i \preceq c'_i$
- $\lambda \preceq \lambda'$

We will further need the following lemma, stating that when executing two matching transitions $t$ and $t_a$ from two computations $C$ and $C''$, where $C'$ is an abstraction of $C$, then the resulting variable assignments are related.

Lemma 5.7 Let $C$ and $C'$ be system-configurations of $\Gamma$ and $\Gamma^A$ respectively, such that $C \preceq C'$. For every $l \in \{1, \ldots, n\}$, for every $t \in TR_l$ and $t_a \in TR^A_l$: if $t_a$ matches $t$ then $act(t)(\lambda, C) \preceq act(t_a)(\lambda', C')$.

Proof. We show that for every $v \in V$: either $act(t)(\lambda, C)(v) = act(t_a)(\lambda', C')(v)$ or $act(t_a)(\lambda', C')(v) = \perp$.

Since $C \preceq C'$, then for every variable $v \in V$, either $\lambda(v) = \lambda'(v)$ or $\lambda'(v) = \perp$. Note that by the definition of matching transitions, $\text{modify}(t) = \text{modify}(t_a) \cap V$. For every $v \in V$:

- If $v \notin \text{modify}(t)$ then $v \notin \text{modify}(t_a)$. Therefore $act(t)(\lambda, C)(v) = \lambda(v)$ and $act(t_a)(\lambda', C')(v) = \lambda'(v)$, and clearly the requirement holds.
- If $v \in \text{modify}(t)$: If $act(t_a)(\lambda', C')(v) \neq \perp$ then the value of $v$ is determined by an evaluation of an expression over $V$ for variables whose value is not $\perp$. These variables have the same value in $\lambda$, and the evaluating expression is the same. Therefore, $act(t)(\lambda, C)(v) = act(t_a)(\lambda', C')(v)$. Otherwise, $act(t_a)(\lambda', C')(v) = \perp$, and clearly the requirement holds.
We now define stuttering computation inclusion, which is an extension of stuttering-trace inclusion ([11]) to system computations. For simplicity of presentation, we assume from now on that computations are infinite. However, all the results presented hold for finite computations as well. Intuitively, there exists stuttering inclusion between $\pi$ and $\pi'$ if they can be partitioned into infinitely many finite intervals, s.t. every configurations in the $k$th interval of $\pi'$ abstracts every configuration in the $k$th interval of $\pi$, and vice versa.

Definition 5.8 (Stuttering Computation Inclusion) Let $\pi = C^0, step^0, C^1, step^1, ...$ and $\pi' = C'^0, step'^0, C'^1, step'^1, ...$ be two computations over $\Gamma$ and $\Gamma^A$ respectively. There exists a stuttering computation inclusion between $\pi$ and $\pi'$, denoted $\pi \preceq_s \pi'$, if there are two infinite sequences of integers $0 = i_0 < i_1 < i_2 < ...$ and $0 = i'_0 < i'_1 < i'_2 < ...$ such that for every $k \geq 0$ the following holds. For every $j \in \{ i_k, ..., (i_{k+1}) - 1 \}$ and for every $j' \in \{ i'_k, ..., (i'_{k+1}) - 1 \}$: $C^j \preceq C'^{j'}$

Note that corresponding intervals in $\pi$ and $\pi'$ may have different lengths. Figure 5.4 illustrates two computations where $\pi \preceq_s \pi'$. Definition 5.6 implies that steps of type DISP, ENV and EndRTC cannot be steps within an interval, due to the effect of these steps on system-configurations. For example, in Figure 5.4, $C^6 \preceq C^5$. Assume $step^6 = EndRTC(j, \varepsilon)$, then by the definition of EndRTC step, the value of id$_j$ changes from $C^6$ to $C^7$. Since system-configuration abstraction requires equality of the id elements, then clearly $C^7 \not\preceq C^5$. Thus $C^6$ and $C^7$ cannot be in the same interval. For a similar reason, a step of type DISP, ENV or EndRTC on $\pi$ implies a step of the same type on $\pi'$, and vice versa. Steps of type TRANS that are either the first step in a RTC or a step that generates events are also steps...
that cannot be part of an interval, due to the effect of these steps on the \( \rho \) elements and the event queues.

The above is captured in the following lemma.

**Lemma 5.9** Let \( \pi = C^0, \text{step}^0, C^1, \text{step}^1, \ldots \) and \( \pi' = C'^0, \text{step}'^0, C'^1, \text{step}'^1, \ldots \) be two computations over \( \Gamma \) and \( \Gamma^A \) respectively, s.t. \( \pi \preceq s \pi' \). Let \( 0 = i_0 < i_1 < i_2 < \ldots \) and \( 0 = i'_0 < i'_1 < i'_2 < \ldots \) be two infinite sequences of positive integers describing the intervals of the stuttering inclusion. Then for every \( k \geq 0 \):

- \( \text{step}^i_k = \text{DISP}(j,e) \) iff \( \text{step}'^i_k = \text{DISP}(j,e) \)
- \( \text{step}^i_k = \text{ENV}(j,e) \) iff \( \text{step}'^i_k = \text{ENV}(j,e) \)
- \( \text{step}^i_k = \text{EndRTC}(j,e) \) iff \( \text{step}'^i_k = \text{EndRTC}(j,e) \)
- \( \text{step}^i_k = \text{TRANS}(j,(t_1,\ldots,t_y)) \) where \( \text{id}_j^i = l \) and \( \rho_l^i \neq \epsilon \) iff \( \text{step}'^i_k = \text{TRANS}(j,(t'_1,\ldots,t'_y)) \) where \( \text{id}_j^i = l \) and \( \rho_l^{i'} \neq \epsilon \)
- \( \text{step}^i_k = \text{TRANS}(j,(t_1,\ldots,t_y)) \) where \( \text{id}_j^i = l \) and \( \text{GEN}(e) \in \text{act}(t) \) for some \( t \in \{t_1,\ldots,t_y\} \) iff \( \text{step}'^i_k = \text{TRANS}(j,(t'_1,\ldots,t'_{y'})) \) where \( \text{id}_j^i = l \) and \( \text{GEN}(e) \in \text{act}(t') \) for some \( t' \in \{t'_1,\ldots,t'_{y'}\} \)

An immediate result of the above is that an interval can be of size greater than one only if the steps in the interval are \( \text{TRANS} \) steps that are neither a first step in a \( \text{RTC} \) nor a step generating an event. Recall that Definition 5.6 requires a correlation between the current states of the state machines. It can therefore be shown (for a similar reason as above) that if \( \text{step}^i = \text{TRANS}(j,(t)) \) is a step inside an interval, i.e. between two configurations in the same interval, then one of the following holds: (1) If \( \text{step}^i \in \pi \) then \( t \) is an abstracted transition, (2) If \( \text{step}^i \in \pi' \) then \( t \in \Delta(A) \).

We extend the notion of stuttering inclusion to systems, and say that there exists a stuttering inclusion between \( \Gamma \) and \( \Gamma^A \), denoted \( \Gamma \preceq s \Gamma^A \), if for each computation \( \pi \) of \( \Gamma \) from an initial configuration \( C_{\text{init}} \), there exists a computation \( \pi' \) of \( \Gamma^A \) from an initial configuration \( C'_{\text{init}} \) s.t. \( \pi \preceq s \pi' \).

Every system \( \Gamma \) can be viewed as a Kripke structure \( K \), where the \( K \)-states are the set of system-configurations, and there exists a \( K \)-transition \( (C,C') \) iff \( C' \) is reachable from \( C \) within a single step. Thus, every computation of \( \Gamma \) corresponds to a path in \( K \). Let \( \Gamma \) be a system, and let \( A\psi \)
be an LTL formula, where the atomic propositions are predicates over $\Gamma$. Then $\Gamma \models A\psi$ iff for every computation $\pi$ of $\Gamma$ from an initial configuration, $\pi \models \psi$. By preservation of $LTL_x$ over stuttering traces we conclude:

**Corollary 5.10** Let $\Gamma$ and $\Gamma^A$ be two systems, s.t. $\Gamma \preceq_s \Gamma^A$, and let $A\psi$ be an $LTL_x$ formula over joint elements of $\Gamma$ and $\Gamma^A$. If $\Gamma^A \models A\psi$ then $\Gamma \models A\psi$.

Due to the stuttering-inclusion, $\Gamma^A$ preserves $LTL_x$ and not $LTL$. It is important to note that since $\Gamma$ itself is a multi-threaded system, properties of interest are most often defined without the next-time operator.

The following theorem captures the relation between $\Gamma$ and $\Gamma^A$, stating that there exists stuttering inclusion between $\Gamma$ and $\Gamma^A$.

**Theorem 5.11** If $\Gamma^A$ is an abstraction of $\Gamma$ then $\Gamma \preceq_s \Gamma^A$.

The proof of the above theorem is presented in Section 5.2.1. We give here an intuitive explanation to why for every $\pi$ of $\Gamma$ from $C_{init}$, there exists $\pi'$ of $\Gamma^A$ from $C'_{init}$ such that $\pi \preceq_s \pi'$. For every step executed on $\Gamma$ that does not include execution of an abstracted transition it is possible to execute the same step on $\Gamma^A$. More specifically, for every transition $t$ executed on $\Gamma$, if $t$ has a matching transition $t_a$ in $\Gamma^A$, then $t_a$ can be executed on $\pi'$. For every step of type $ENV$, $DISP$ and $EndRTC$ on $\pi$ it is possible to execute the same step on $\pi'$. This holds since matching configurations $C'$ and $C''$ of $\pi$ and $\pi'$ respectively agree on their joint elements, and $\lambda_{init}$ might assign $\bot$ to variables. Thus, if a transition $t$ is enabled, then its matching transition $t_a$ can be enabled.

For execution of an abstracted transition on $\Gamma$, every Abs-round $\chi$ of abstraction set $\mathcal{A}^\beta$ on some concrete state machine $SM_i$ can be matched to a trace from $a^{\beta}_{\text{strt}}$ to $a^{\beta}_{\text{end}}$ on $SM^A_i$. The matching is as follows: every transition $t$ that is traversed on $\chi$ and where $t$ generated an event ($GEN(e) \in act(t)$) matches a transition from $a^\beta_i$ to $a^\beta_{i+1}$ (for some $i$). Every transition $t$ that is traversed on $\chi$ and where $t$ does not generate or consume an event, matches an interval of length one on $\pi'$ ($\Gamma^A$ does not execute a matching step). Since $\chi$ can generate at most $f_{\mathcal{A}}$ events, then indeed we can match the transitions as described. All variables that can be modified on $\chi$ are given the value $\bot$ upon execution of the first transition in $\Delta(\mathcal{A})$ (transitions from $a^\beta_{\text{strt}}$ to $a^\beta_1$). This value is maintained in the variables throughout the traversal on $\Delta(\mathcal{A})$. 

55
5.2.1 Proving Correctness of the Abstraction

This section includes the full proof of Theorem 5.11, which states that if \( \Gamma^A \) is an abstraction of \( \Gamma \) then \( \Gamma \preceq_s \Gamma^A \). We will further use the following lemma, which captures the fact that when an event is dispatched on some thread \( j \), then for all of the state machines associated with thread \( j \): if the state machine is in an abstract state, then that state can only be \( a_{\beta \text{strt}} \).

**Lemma 5.12** Let \( \pi = C^0, \text{step}^0, C^1, \text{step}^1, \ldots \) be some computation. For every \( 1 \leq j \leq m \), for every \( r \) s.t. \( \text{step}^r = \text{DISP}(j, e) \), and for every \( l \) s.t. \( \text{thread}(l) = j \): If \( A^\beta \in \text{ABS}_i \) then \( \{ a_{i_1}^\beta, \ldots, a_{f_{j+1}}^\beta, a_{\text{end}}^\beta \} \cap \omega_r^j = \phi \).

For simplicity of the proof, we assume the following on \( \Gamma \): For every \( i \in \{1, \ldots, n\} \) and for every \( t \in TR_i \), if \( \text{trig}(t) \neq \epsilon \) then \( \text{act}(t) = \text{skip} \).

**Proof.** Assume a computation \( \pi = C^0, \text{step}^0, C^1, \text{step}^1, \ldots \) on \( \Gamma \) such that \( C^0 \) is an initial configuration. We prove by induction on the number of steps in \( \pi \) that there exists a computation \( \pi' = C'^0, \text{step}'^0, C'^1, \text{step}'^1, \ldots \) on \( \Gamma^A \) such that \( \pi \preceq_s \pi' \).

**Base:** Given \( C^0 = (c_1, \ldots, c_n, q_1, \ldots, q_m, id_1, \ldots, id_m, \lambda) \), the initial configuration of \( \pi \). We define the following initial configuration for \( \pi' \): \( C'^0 = (c'_1, \ldots, c'_n, q'_1, \ldots, q'_m, id'_1, \ldots, id'_m, \lambda') \) and show that it is an initial configuration on \( \Gamma^A \).

- For every \( i \in \{1, \ldots, n\} \) \( c'_i \) is defined as follows. For every \( s \in c_i \):
  - If \( s \in S_i^A \) then \( s \in c'_i \) (if state \( s \) from \( SM_i \) exists also in \( SM_i^A \), then it is part of \( c'_i \))
  - If \( s \notin S_i^A \) and \( s \in A^\beta \) (i.e, \( s \) is part of abstraction set \( A^\beta \) of \( SM_i \)) then \( a_{\beta \text{strt}}^i \in c'_i \)

- For every \( 1 \leq j \leq m \) \( q'_j = q_j = \phi \) (since \( C^0 \) is an initial configuration)

- For every \( 1 \leq j \leq m \) \( id'_j = id_j = 0 \) (since \( C^0 \) is an initial configuration)

- For every \( v \in V, \lambda'(v) = \lambda(v) \)

- For every \( cg_{\beta i}^A \in V^A \):
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\[\text{If there exists } s \in c_i \text{ s.t. } s \in S(A^3) \text{ and there exists } t \in TR(A^3) \text{ s.t. } src(t) = s, \ trig(t) = \epsilon \text{ and } grd(t)(\lambda^0) = true \text{ then } cg_i^3 = 1.\]

\[\text{Otherwise, } cg_i^3 = 0.\]

The above captures the case that an abstracted transition on \(SM_i\) can be executed without consumption of an event, and without a modification of some variable effecting its guard. This situation can occur if the guard is true under the initial configuration. In this case we initialize the matching \(cg_i^3\) to 1.

Clearly, \(C^{00}\) is an initial configuration and also that \(C^0 \preceq C^{00}\)

\textbf{Step:} We assume that for the first \(r\) steps of \(\pi: C^0, step^0, C^1, step^1, ..., C^{r-1},\) \(step^r\) \((r > 0)\) there exists a partial computation \(\pi' = C^{00}, step^0, C'^1, step^1, ..., C'^r\) over \(\Gamma^A\) s.t. there are two sequences of positive integers \(0 = i_0 < i_1 < i_2 < ... < i_l = r\) and \(0 = i'_0 < i'_1 < i'_2 < ... < i'_p = p\) and for every \(0 \leq k < l, C^{i_k}, C^{(i_k)+1}, ..., C^{(i_k+1)-1} \preceq C^{00}, C'^{i'_k+1}, ..., C'^{(i'_k+1)-1},\) and also \(C^r \preceq C'^p.\)

We define the matching extension of \(\pi'\) based on \(step^r:\)

- \(step^r = DISP(j, ev)\)
  By definition, \(id_{i^r}^p = 0, q_{i^r}^p \neq \phi\) and \(top(q_{i^r}^p) = ev.\) Since \(C^r \preceq C'^p,\) then \(id_{i^r}^p = id_{i^r}^p\) and \(q_{i^r}^p = q_{i^r}^p\) for every \(i.\) Therefore, \(id_{i^r}^p = 0, q_{i^r}^p \neq \phi\) and \(top(q_{i^r}^p) = ev\) as well, and it is possible to make a step where \(step^p = DISP(j, ev)\) from \(C'^p.\)
  By definition of \(DISP\) step, \(C^{r+1} = (c_1^r, ..., c_n^r, q_1^r, ..., q_{n+1}^r, id_{i^r}^p, ..., id_{i+1}^p, ..., id_{i^r}^p, \lambda')\), \(q_{i^r}^{r+1} = pop(q_{i^r}^p), id_{i^r}^{r+1} = trgt(ev)\) and \(\rho_{trgt(ev)} = type(ev).\)
  By definition of \(DISP\) step, \(C'^{p+1} = (c_1^p, ..., c_n^p, q_1^p, ..., q_{n+1}^p, id_{i^p}^p, ..., id_{i+1}^p, ..., id_{i^r}^p, \lambda')\), \(q_{i^r}^{p+1} = pop(q_{i^r}^p), id_{i^r}^{p+1} = trgt(ev)\) and \(\rho_{trgt(ev)} = type(ev).\)
  Since \(C^r \preceq C'^p,\) it is clear that \(C^{r+1} \preceq C'^{p+1}\) as well.

- \(step^r = EndRTC(j, \epsilon)\)
  Assume \(id_{i^r}^p = id_{i^r}^p = l > 0.\) Since \(stable(c_i^r, C^r),\) then for every \(t \in TR_i\) s.t. \(src(t) \in \omega_i^p\) either \(trig(t) \neq \rho_{i^r}^p\) or \(grd(t)(\lambda') = false.\)
  For every \(s \in \omega_i^p:\)
1. If \( s \in \{ a_1^\beta, ..., a_{f+1}^\beta, a_{\text{end}}^\beta \} \): If \( \rho_t^p \neq \epsilon \), then by definition of the semantics there exists \( \text{step}^p \) is \( \pi' \) such that \( p' < p \) and \( \text{step}^p = \text{DISP}(j, ev) \) where \( id_j^{p'} = l \) (an \( \text{EndRTC} \) step must appear after a matching \( \text{DISP} \) step). Also, for every \( p' < p'' < p \), if \( \text{step}^{p''} = \text{TRANS}(j, (t_1, ..., t_q)) \) then \( id_j^{p''} \neq l \) (otherwise, the \( \text{TRANS} \) step would have set the \( \rho \) element to \( \epsilon \)). This means that \( s \in \omega_i^{p'} \) (since only \( \text{TRANS} \) steps can change the current state of a state machine). However, it is not possible that \( s \in \omega_i^{p''} \), since there exists a null transition from \( s \). We therefore conclude that \( \rho_t^p = \epsilon \).

For \( s \in \{ a_1^\beta, ..., a_{f+1}^\beta, a_{\text{end}}^\beta \} \) (\( s = a_{\text{end}}^\beta \)): There exists an enabled transition \( t' \) s.t. \( \text{src}(t') = a_{\text{end}}^\beta (a_{\text{str}}^\beta) \) (this is a null transition). We define \( \text{step}^p = \text{TRANS}(j, (t')) \). Clearly, if \( C_i^p \leq C_i^{p''} \), then also \( C_i^p \leq C_i^{p''} \). Note that we match \( C_i^{p''} \) to \( C'' \) and not to \( C'' \).

We prove stuttering simulation, and this step of \( \pi' \) is part of the matching interval, continuing in the handling of \( a_{\text{end}}^\beta (a_{\text{str}}^\beta) \).

2. If \( s = a_{\text{str}}^\beta \) then for every \( t' \) s.t. \( \text{src}(t') = a_{\text{str}}^\beta \), by construction of \( SM_i^A \), \( \text{grd}(t')(\lambda) = \bot \) (for any \( \lambda \)), since \( \bot \) is included in \( \text{grd}(t') \).

3. Otherwise, since \( C_i^p \leq C_i^{p''} \), then \( s \in \omega_i^{p''} \). By definition of \( SM_i^A \), for every transition \( t \in TR_i^A \) s.t. \( \text{src}(t) = s \) there exists a transition \( t_a \in TR_i^A \) s.t. \( \text{src}(t_a) = s, \text{trig}(t) = \text{trig}(t_a) \) and \( \text{grd}(t) = \text{grd}(t_a) \). Thus, if \( \text{trig}(t) \neq \rho_t^p \), then \( \text{trig}(t_a) \neq \rho_t^p \), and if \( \text{grd}(t)(\lambda') = \bot \) then \( \text{grd}(t_a)(\lambda' \in \{ \text{false}, \bot \} \).

The above means that for cases (2) and (3), for every \( t_a \in TR_i^A \) s.t. \( \text{src}(t_a) = \omega_j^{p''} \) either \( \text{trig}(t_a) \neq \rho_t^p \) or \( \text{grd}(t_a)(\lambda' \in \{ \text{false}, \bot \} \). Therefore, an \( \text{EndRTC} \) step is possible s.t. \( \text{step}^p = \text{EndRTC}(j, \epsilon) \), and clearly \( C'' \leq C''' \).

- \( \text{step}^p = \text{ENV}(j, ev) \).

Since the environment is always enabled, then an \( \text{ENV} \) step s.t. \( \text{step}^p = \text{ENV}(j, ev) \) is possible from \( C'' \), and clearly \( C'' \leq C'' \).

- \( \text{step}^p = \text{TRANS}(j, \{ t_1, ..., t_q \}) \).

Assume \( id_j^p = id_j^p = l \). By definition of the semantics, \( \rho_t^p = \rho_t^p \neq \epsilon \).

Thus, there exists \( r' < r \) s.t. \( \text{step}^p = \text{DISP}(j, ev) \) and \( id_j^{r''} = l \) (only
DISP steps can set ρ to a value not ǫ) and there are no TRANS or EndRTC steps on thread j between step′ and step′ (since these steps set the value of ρ to ǫ). From lemma 5.9 we know that there exists a matching step step′ = DISP(j, ev) where idj′ = l. From lemma 5.9 we also know that there are no TRANS or EndRTC steps on thread j between step′ and step′ (if there was such a TRANS step, then it had to be the first step in the RTC, in which case it had to have a matching step on π between step′ and step′).

From lemma 5.12 we know that none of \(a_1^\beta,...,a_{f_3+1}^\beta,a_{\text{end}}^\beta\) are in ω′. Since only TRANS steps on thread j can change the current state of state machine SM_j, then we can conclude that none of \(a_1^\beta,...,a_{f_3+1}^\beta,a_{\text{end}}^\beta\) are in ω′.

For every \(i \in \{1,...,q\}\) we match transition \(t_i\) with a transition \(t_i^\prime \in TR_i^A\). Assume \(s = src(t_i)\).

1. If \(src(t_i) \in \omega_i^p\) and for every \(A^\beta \in ABS_l\), \(a_{str}^\beta \neq s\): For every \(s' \in \omega_i^p\) s.t. \(s' \prec s\), and for every \(t_a' \in TR_i^A\) s.t. \(src(t_a') = s'\), since \(s\) does not contain any abstracted state then \(s' \in \omega_i^p\). Consider the transition \(t' \in TR_i\) that matches \(t_a'\): \(\text{trig}(t') = \text{trig}(t_a')\) and \(\text{grd}(t') = \text{grd}(t_a')\). Since \(enabled(t_i,C^r) = \text{true}\) and \(src(t_i) < src(t_i)\) then \(enabled(t',C^r) = \text{false}\). Thus either \(\text{trig}(t') \neq \rho_i^p\) or \(\text{grd}(t')(\lambda_i^r) = \text{false}\). Since \(\rho_i^p = \rho_i^p\) then \(\text{trig}(t_a') \neq \rho_i^p\) as well. Since \(\lambda' \leq \lambda^p\) then \(\text{grd}(t_a')(\lambda^p) \in \{\text{false},\bot\}\). Therefore, we conclude that \(\text{enabled}(t_a',C^p) \in \{\text{false},\bot\}\).

By definition of the abstraction, there exists \(t_i^a \in TR_i^A\) that matches \(t_i\). Thus, \(src(t_i^a) = s\), \(\text{trig}(t_i^a) = \text{trig}(t_i)\) and \(\text{grd}(t_i^a) = \text{grd}(t_i)\). For similar reasons, since \(\text{trig}(t_i) = \rho_i^p\) and \(\text{grd}(t_i) = \text{true}\) then \(\text{trig}(t_i^a) = \rho_i^p\) and \(\text{grd}(t_i^a) \in \{\bot,\text{true}\}\).

Therefore, since \(\text{enabled}(t_i,C^r) = \text{true}\) then \(\text{enabled}(t_i^a,C^p) \in \{\bot,\text{true}\}\).

Since \(\text{trig}(t_i) \neq \epsilon\), then \(\text{act}(t_i) = \text{skip}\). By definition of the abstraction \(\text{act}(t_i^a) = \text{skip}\) as well. Therefore, since \(\lambda' \leq \lambda^p\) then \(\text{act}(t_i)(\lambda^r,C^r) \leq \text{act}(t_i^a)(\lambda^p,C^p)\)

2. If \(s \in \omega_i^p\) and for some \(A^\beta \in ABS_l\), \(a_{str}^\beta \prec s\): By definition of the abstraction, there exists a transition \(t_i^a \in TR_i^A\) that matches \(t_i\).
Thus, $\text{src}(t_i^a) = \text{src}(t_i)$, $\text{trig}(t_i^a) = \text{trig}(t_i)$ and $\text{grd}(t_i^a) = \text{grd}(t_i)$. For every transition $t_i^a \in TR^A_i$ s.t. $src(t_i^a) = s' \in \omega_l^{bp}$ and $s' < s$:

(a) If $s' = a_{strt}^β$ then by definition of the abstraction structure $\text{grd}(t_i^a) = \bot$ or $\text{grd}(t_i^a) = \text{grd} & \bot$. Therefore $\text{enabled}(t_i^a, C^{bp}) = \bot$.

(b) If $s' \neq a_{strt}^β$ then by definition of the simulation, $s' \in \omega_l^i$, and by the definition of the abstraction there exists $t_i' \in TR_i$ that matches $t_i^a$. Thus, $\text{src}(t_i') = \text{src}(t_i^a)$, $\text{trig}(t_i') = \text{trig}(t_i^a)$ and $\text{grd}(t_i') = \text{grd}(t_i^a)$. Since $\text{enabled}(t_i', C') = \text{false}$ (otherwise $t_i$ is not enabled), and since $C' \leq C^{bp}$ then $\text{enabled}(t_i^a, C') \in \{\text{false}, \bot\}$ as well.

From the above we conclude that $\text{enabled}(t_i^a, C^{bp}) \in \{\bot, \text{true}\}$.

Since $\text{trig}(t_i) \neq \epsilon$, then $\text{act}(t_i) = \text{skip}$. By definition of the abstraction $\text{modify}(t_i^a) \cap V = \phi$ (since $t_i^a$ may only modify cg variables). Therefore, if $\lambda \leq \lambda'$ then $\text{act}(t_i)(\lambda, C') \leq \text{act}(t_i^a)(\lambda', C^{bp})$

3. If $s \notin \omega_l^{bp}$: Notice that if $s \notin \omega_l^{bp}$, and since $\psi_i^c \leq \psi_i^{bp}$, then $s \notin S_i^A$. This means that the transition $t_i$ taken is from an abstracted state $s$.

(a) If for some $A^β \in \text{ABS}_l$, $s \in S_i(A^β)$ and $\text{trgt}(t_i) \in S_i^A$: This means that the transition taken is from an abstracted state $s \in S_i(A^β)$ and the target is not an abstracted state. Since $\text{enabled}(t_i, C') = \text{true}$ and $\rho_i^c \neq \epsilon$, then $\text{trig}(t_i) \neq \epsilon$.

By definition of the abstraction there exists a matching transition $t_i^a \in TR^A_i$. Thus, $\text{src}(t_i^a) = a_{strt}^β$, $\text{trig}(t_i^a) = \text{trig}(t_i)$, $\text{grd}(t_i^a) = \text{grd}(t_i) & \bot$, and $\text{trgt}(t_i^a) = \text{trgt}(t_i)$. Since $C' \leq C^{bp}$, then if $\text{enabled}(t_i, C') = \text{true}$ then $\text{enabled}(t_i^a, C^{bp}) = \bot$.

Since $\text{trig}(t_i) \neq \epsilon$, then $\text{act}(t_i) = \text{skip}$. By definition of the abstraction $\text{modify}(t_i^a) = \{c_i^\beta\}$. Therefore, if $\lambda \leq \lambda'$ then $\text{act}(t_i)(\lambda, C') \leq \text{act}(t_i^a)(\lambda', C^{bp})$

(b) If there exist $A^β, A^γ \in \text{ABS}_l$ ($β \neq γ$) where $s \in S_i(A^β)$ and $\text{trgt}(t_i) \in S_i(A^γ)$: This means that the transition taken is from an abstracted state $s \in S_i(A^β)$ and the target is an abstracted state $s' \in S_i(A^γ)$.

Since $\text{enabled}(t_i, C') = \text{true}$ and $\rho_i^c \neq \epsilon$, then $\text{trig}(t_i) \neq \epsilon$. By definition of the abstraction there exists a transition
\[ t_i^a \in TR^A_i \text{ s.t. } src(t_i^a) = a_{\text{strt}}, trig(t_i^a) = trig(t_i), \ \text{grd}(t_i^a) = \text{grd}(t_i) \& \bot, \ \text{and} \ trgt(t_i^a) = a_{\gamma}^{\text{strt}}. \]  
Since \( C^r \preceq C^p \), then if enabled\((t_i, C^r)\), then there exists \( t_i^p, C^p) = \bot. \)  
Since \( trig(t_i) \neq \epsilon \), then \( act(t_i) = \text{skip} \). By definition of the abstraction \( \text{modify}(t_i^a) = \{cg_1^\beta, cg_1^\gamma\} \). Therefore, if \( \lambda \leq \lambda' \) then \( act(t_i)(\lambda, C^r) \preceq act(t_i)(\lambda', C^p) \)  
(c) Otherwise (for some \( A^\beta \in ABS_i \), \( trgt(t_i) \in S_i(A^\beta) \)): This means that the the transition \( t_i \) taken is a transition within the abstraction of \( A^\beta \). Since \( enabled(t_i, C^r) = true \) and \( \rho_i^r \neq \epsilon \), then \( trig(t_i) \neq \epsilon \). By definition of the abstraction, this means that \( \rho_i^r \in Trig(A^\beta) \). By the definition of the abstraction, \( \text{modify}(t_i) \subseteq V(A^\beta) \). Consider transition \( \tau_1^\beta \in \Delta(A^\beta) \). It holds that \( enabled(t_1^\beta, C^p) = \bot \). We define \( t_i^a = \tau_1^\beta. \)  
Since \( trig(t_i) \neq \epsilon \), then \( act(t_i) = \text{skip} \). By definition of the abstraction, for every \( v \in V(A^\beta) \), \( act(t_1^\beta)(\lambda', C^p)(v) = \bot \). Therefore, we can conclude that if \( \lambda \leq \lambda' \) then \( act(t_i)(\lambda, C^r) \preceq act(t_i)(\lambda', C^p) \).  

Note that there can be several transitions from \((t_1, \ldots, t_y)\) that are abstracted by a single \( \tau_1^\beta \). A single occurrence of \( \tau_1^\beta \) replaces all of these transitions.

We define \( \text{step}^p = \text{TRANS}(j, (t_1^a, \ldots, t_y^a)) \): If there are several transitions \( t_i, \ldots, t_{id} \) executed in the current \( \text{TRANS} \) step for which \( t_i^a = \tau_1^\beta \) (for a specific \( A^\beta \in ABS_i \), then \( \tau_1^\beta \) replaces the first occurrence of abstracted transition in \((t_1, \ldots, t_y)\). Since the first execution of \( \tau_1^\beta \) sets all variables in \( V(A^\beta) \) to \( \bot \), then the effect of executing only the first occurrence of \( \tau_1^\beta \) \( \lambda^p \) is the same as executing several occurrences of \( \tau_1^\beta \). Since for every \( t \in \{t_1, \ldots, t_y\}, trig(t') \neq \epsilon \) then \( act(t') = \text{skip} \), then this step does not change the event queues. We can conclude that \( C^{r+1} \preceq C^{p+1} \).

- \( \text{step}^r = \text{TRANS}(j, (t)) \).
Assume \( id_j' = id_j^p = l \), and \( src(t) = s \). By definition of the semantics, \( \rho_i^r = \rho_i^p = \epsilon \). We want to show that if \( enabled(t, C^r) \), then there exists \( t' \in TR^l_j \) s.t. \( enabled(t', C^p) \). We then define \( \text{step}^p = \text{TRANS}(j, (t')) \)
and show that $C^{r+1} \preceq C^{p+1}$. We separate the proof to the different cases described below.

1. For every $A^β \in ABS_l$, $Δ(A^β) \cap ω^p_l = \phi$

Otherwise (for some $A^β \in ABS_l$, $Δ(A^β) \cap ω^p_l \neq \phi$), and:

2. $s \in ω^p_l$ and for every $A^β \in ABS_l, a^β_{strt} \not\in s$

3. $s \in ω^p_l$, for some $A^β \in ABS_l$, and for some $i \in \{1, ..., f^β + 1\}$: $a^β_i \in ω^p_l$, and $a^β_i \not\in s$

4. $s \in ω^p_l$, and for some $A^β \in ABS_l, a^β_{end} \in ω^p_l$ and $a^β_{end} \not\in s$

5. $s \in ω^p_l$, for every $A^β \in ABS_l$, if $Δ(A^β) \cap ω^p_l \neq \phi$ and $a^β_{strt} \not\in s$
then $a^β_{strt} \in ω^p_l$ (possibly more than one such $β$)

6. $s \not\in ω^p_l$, for some $A^β \in ABS_l, s \in S_l(A^β)$, for some $i \in \{1, ..., f^β + 1\}$, $a^β_i \in ω^p_l$, and $trgt(t) \not\in S_l(A^β)$

7. $s \not\in ω^p_l$, for some $A^β \in ABS_l, s \in S_l(A^β), a^β_{end} \in ω^p_l$, and $trgt(t) \not\in S_l(A^β)$

8. $s \not\in ω^p_l$, for some $A^β \in ABS_l, s \in S_l(A^β), a^β_{strt} \in ω^p_l$, and $trgt(t) \not\in S_l(A^β)$

9. $s \not\in ω^p_l$, for some $A^β \in ABS_l, s \in S_l(A^β), a^β_{strt} \in ω^p_l$, and $trgt(t) \in S_l(A^β)$

10. $s \not\in ω^p_l$, for some $A^β \in ABS_l, s \in S_l(A^β)$, for some $i \in \{1, ..., f^β\}$: $a^β_i \in ω^p_l$, and $trgt(t) \in S_l(A^β)$

11. $s \not\in ω^p_l$, for some $A^β \in ABS_l, s \in S_l(A^β), a^β_{f^β+1} \in ω^p_l$, and $trgt(t) \in S_l(A^β)$

12. $s \not\in ω^p_l$, for some $A^β \in ABS_l, s \in S_l(A^β), a^β_{end} \in ω^p_l$, and $trgt(t) \in S_l(A^β)$

1. For every $A^β \in ABS_l$, $Δ(A^β) \cap ω^p_l = \phi$: This means that the current state of $SM^A_l$ does not include any abstraction.
Since $c^p_i \preceq c^p_j$ then $ω^p_i = ω^p_j$. $enabled(t, C^r) = true$, therefore for every $s' \in ω^r_i$ s.t. $s' \not\in s$, and for every $t' \in TR_i$ s.t. $src(t') = s'$, either $trig(t') = ρ^r_i$ or $grd(t')(\lambda) = false$.
For every $s' \in ω^p_l$ where $s' \not\in s$, it holds that $s' \in ω^r_i$ as well (since $ω^p_l = ω^r_i$). By definition of the abstraction, for every $t'_a \in TR^A_i$
s.t. $src(t'_a) = s'$ there exists a matching $t' \in TR_l$ where $src(t') = s'$. Also, by definition of the abstraction $trig(t'_a) = trig(t')$ and $grd(t'_a) = grd(t')$. Since $\rho^p_l = \rho^p_l$ and $\lambda' \preceq \lambda^p$, then either $trig(t'_a) \neq \rho^p_l$ or $grd(t'_a)(\lambda^p) \in \{false, \bot\}$. By definition of the abstraction, there exists a matching $t_a \in TR_i^A$ s.t. $src(t_a) = s$, $trig(t_a) = trig(t)$ and $grd(t_a) = grd(t)$. For similar reasons, since $trig(t) = \rho^p_l$ and $grd(t) = true$ then $trig(t_a) = \rho^p_l$ and $grd(t_a) \in \{\bot, true\}$.

Therefore, since $enabled(t, C^r)$ then also $enabled(t_a, C^p)$. Thus, $step^p = TRANS(j, (t_a))$ is possible from $C^p$.

By definition of the abstraction, $act(t_a)$ either equals to $act(t)$, or equals to $act(t)$ with addition of manipulation of $eg$ variables. Thus, by lemma 5.7, and since $\lambda' \preceq \lambda^p$, $act(t)(\lambda', C^r) \preceq act(t_a)(\lambda^p, C^p)$. We can then conclude that $C^r+1 \preceq C^{p+1}$.

For some $A^\beta \in ABS_l$, $\Delta(A^\beta) \cap \omega^p_l \neq \emptyset$, and:

2. $s \in \omega^p_l$ and for every $A^\beta \in ABS_l$, $a^\beta_{strt} \neq s$): This means that the current state of $SM_i^A$ includes the abstraction, and the transition taken is from a state $s$ which is in an orthogonal region to each of the abstractions. For the same reasoning as in the previous item, there exists $t_a \in TR_i^A$ s.t. $src(t_a) = s$ and $enabled(t_a, C^p) \in \{\bot, true\}$.

By definition of the abstraction, $act(t_a)$ either equals to $act(t)$, or equals to $act(t)$ with addition of manipulation of $eg$ variables. Thus, by lemma 5.7, and since $\lambda' \preceq \lambda^p$, $act(t)(\lambda', C^r) \preceq act(t_a)(\lambda^p, C^p)$. We can then conclude that $C^r+1 \preceq C^{p+1}$.

3. For some $A^\beta \in ABS_l$, and for some $i \in \{1, ..., f_\beta + 1\}$: $a^\beta_i \in \omega^p_l$, $s \in \omega^p_l$ and $a^\beta_i \prec s$: This means that the current state of $SM_i^A$ includes the abstraction, and the transition taken is from a state $s$ which includes the abstraction (possibly more than one abstraction). By definition of the abstraction, there exists a transition $t_a \in TR_i^A$ s.t. $src(t_a) = a^\beta_i$, $trig(t_a) = \epsilon$, $grd(t_a) = true$, and $trig(t_a) = a^\beta_{end}$. This means that $enabled(t_a, C^p)$.

We define $step^p = TRANS(j, (t_a))$ and clearly $C^r \preceq C^{p+1}$.

Note that we match $C^{p+1}$ to $C^r$ and not to $C^{r+1}$. We prove
stuttering simulation, and this step of $\pi'$ is part of the matching interval, continuing in the handling of $a_{\text{end}}^\beta$.

4. For some $A^\beta \in \text{ABS}_l$, $a_{\text{end}}^\beta \in \omega_1^p$, $s \in \omega_1^p$ and $a_{\text{end}}^\beta \prec s$: This means that the current state of $SM^A_l$ includes the abstraction, and the transition taken is from a state $s$ which includes the abstraction. By definition of the abstraction, there exists a transition $t_a \in TR^A_l$ s.t. $\text{src}(t_a) = a_{\text{end}}^\beta$, $\text{trig}(t_a) = \epsilon$, $\text{grd}(t_a) = \text{true}$, and $\text{trgt}(t_a) = a_{\text{str}}^\beta$. This means that $\text{enabled}(t_a, C^p)$.

We define $\text{step}^p = \text{TRANS}(j, (t_a))$ and clearly $C^r \preceq C^{p+1}$.

Note that we match $C^{p+1}$ to $C^r$ and not to $C^{r+1}$. We prove stuttering simulation, and this step of $\pi'$ is part of the matching interval, continuing in the handling of $a_{\text{str}}^\beta$.

5. $s \in \omega_1^p$, for every $A^\beta \in \text{ABS}_l$, if $\Delta(A^\beta) \cap \omega_1^p \neq \phi$ and $a_{\text{str}}^\beta \prec s$ then $a_{\text{str}}^\beta \in \omega_1^p$ (there can possibly be more than one such $\beta$):

This means that the current state of $SM^A_l$ includes the abstraction, and the transition taken is from a state $s$ which includes the abstraction. By definition of the abstraction, there exists a transition $t_a \in TR^A_l$ s.t. $\text{src}(t_a) = s$, $\text{trig}(t_a) = \text{trig}(t)$ and $\text{grd}(t_a) = \text{grd}(t)$.

For every transition $t'_a \in TR^A_l$ s.t. $\text{src}(t'_a) = s' \in \omega_1^p$ and $s' \prec s$:

(a) If $s' = a_{\text{str}}^\beta$ then by definition of the abstraction structure,

$$\text{grd}(t'_a) = \bot$$

or $\text{grd}(t'_a) = \text{grd} & \bot$. Therefore $\text{enabled}(t'_a, C^p) = \bot$.

(b) If $s' \neq a_{\text{str}}^\beta$ then $s' \in \omega_1^p$. By definition of the abstraction there exists $t' \in TR_l$ s.t. $\text{src}(t') = s'$, $\text{trig}(t') = \text{trig}(t')$ and $\text{grd}(t') = \text{grd}(t'_a)$. Since $\text{enabled}(t', C^r) = \text{false}$ (otherwise $t$ is not enabled), and since $C^r \preceq C^p$ then $\text{enabled}(t'_a, C^p) \in \{\text{false}, \bot\}$ as well.

From the above we conclude that $\text{enabled}(t_a, C^p) \in \{\bot, \text{true}\}$.

We define $\text{step}^p = \text{TRANS}(j, (t_a))$ and $C^{r+1} \preceq C^{p+1}$ (reasoning regarding the correctness w.r.t. the value of the variables is similar to the previous case).

6. $s \notin \omega_1^p$, for some $A^\beta \in \text{ABS}_l$, $s \in S_l(A^\beta)$, for some $i \in \{1, \ldots, f_\beta + 1\}$, $a_i^\beta \in \omega_1^p$, and $\text{trgt}(t) \notin S_l(A^\beta)$: Notice that if $s \notin \omega_1^p$, and since $c_i' \preceq c_i^l$, then $s \notin S_l^A$, and thus for some $A^\beta \in \text{ABS}_l$,
s ∈ St(Aβ). This means that the current state of SMlA includes
the abstraction, the transition taken is from a state s which is
abstracted by ∆(Aβ), and the target is not a state abstracted by
∆(Aβ). By definition of the abstraction, there exists a transition
ta ∈ TRlA s.t. src(ta) = aβ, trig(ta) = ε, grd(ta) = true, and
trgt(ta) = aβ
. This means that enabled(ta, C
p
). We define stepa = TRANS(j, (ta)) and clearly C
r
 ≤ C
p
+1.
7. s ̸∈ ω
p
, for some Aβ ∈ ABSl, s ∈ St(Aβ), aβ end ∈ ω
p
, and
trgt(t) ̸∈ St(λ
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): Notice that if s ̸∈ ω
p
, and since cβ ≤ cβ
p
, then
s ̸∈ St (Aβ), and for some Aβ ∈ ABSl, s ∈ St(Aβ). This means
that the current state of SMlA includes the abstraction, the transition
taken is from a state s which is abstracted by ∆(Aβ), and
the target is not a state abstracted by ∆(Aβ).
By definition of the abstraction, there exists a transition ta ∈
TRlA s.t. src(ta) = aβ end, trig(ta) = ε, grd(ta) = true, and
trgt(ta) = aβ
str
. This means that enabled(ta, C
p
).
We define stepp = TRANS(j, (ta)) and clearly C
r
 ≤ C
p
+1.
8. s ̸∈ ω
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 ∈ ω
p
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trgt(t) ̸∈ St(λ
r
): Notice that if s ̸∈ ω
p
, and since cβ ≤ cβ
p
, then
s ̸∈ St (Aβ), and for some Aβ ∈ ABSl, s ∈ St(Aβ). This means
that the current state of SMlA includes the abstraction, the transition
taken is from a state s which is abstracted by ∆(Aβ), and
the target is not a state abstracted by ∆(Aβ).
By definition of the abstraction there exists a matching transition
ta ∈ TRlA s.t. src(ta) = aβ
str
, trig(ta) = trig(t), grd(ta) =
grd(t)&⊥. Since C
r
 ≤ C
p
, then if enabled(t, C
r
) = true then
enabled(ta, C
p
) = ⊥. We define stepp = TRANS(j, (ta)).
By definition of the abstraction, act(ta) equals to act(t) with ad-
dition of manipulation of cg variables. Thus, based on lemma 5.7,
and since λ
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r
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r
) ≤ act(ta)(λ
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By definition of the abstraction either \( \text{trgt}(t_a) = \text{trgt}(t) \) (if \( \text{trgt}(t) \in S^A_I \)) or \( \text{trgt}(t_a) = a_\gamma \text{strt} \) for \( A_\gamma \in \text{ABS}_l \) and \( \gamma \neq \beta \) (if \( \text{trgt}(t) \in S_I(A^\gamma) \)).

We conclude that \( C^{r+1} \preceq C'^{p+1} \).

The following lemma is a result of the above items. The lemma states that if a transition \( t \) was taken in \( \Gamma \) during some computation \( \pi \), and that transition is not abstracted by a single abstraction construct \( \Delta(A_\beta) \), then the matching transition \( t_a \) is also taken in the matching interval in the matching computation \( \pi' \) of \( \Gamma^A \).

**Lemma 5.13** Let \( C^r \in \pi \) be a configuration s.t. \( \text{step}^r = \text{TRANS}(j,(t_1,\ldots,t_q)) \) (possibly \( q = 1 \)) and \( \text{id}^r_j = l \). For every transition \( t \in \{t_1,\ldots,t_q\} \) s.t. there is no \( A_\beta \in \text{ABS}_l \) for which \( \text{src}(t),\text{trgt}(t) \in S^A_l(A_\beta) \):

Assume \( C^r \preceq C^p \) and \( C^{r+1} \preceq C'^{p+1} \). Then \( \text{step}^p = \text{TRANS}(j,(t_1^a,\ldots,t_q^a)) \) and there exists \( t^a \in \{t_1^a,\ldots,t_q^a\} \) s.t. \( t_a \) is the matching transition of \( t \).

Thus the following properties hold:

- If \( \text{src}(t) \in S^A_I \) then \( \text{src}(t_a) = \text{src}(t) \). Otherwise (\( \text{src}(t) \in S_I(A^\beta) \) for some \( \beta \)) then \( \text{src}(t_a) = a_\beta \text{strt} \).
- If \( \text{trgt}(t) \in S^A_I \) then \( \text{trgt}(t_a) = \text{trgt}(t) \). Otherwise (\( \text{trgt}(t) \in S_I(A^\beta) \) for some \( \beta \)) then \( \text{trgt}(t_a) = a_\beta \text{strt} \).
- \( \text{trig}(t_a) = \text{trig}(t) \)
- either \( \text{grd}(t_a) = \text{grd}(t) \) or \( \text{grd}(t_a) = \text{grd}(t) \& \bot \)
- \( \text{act}(t_a) \) includes \( \text{act}(t) \) with possible additional manipulation of \( cg \) variables.

We will further need the following definition: Given some active state \( s \) in a state machine \( SM_l \), we define the previous step in a computation which caused reaching to state \( s \).

**Definition 5.14** Assume some computation \( \pi = C^0,\text{step}^0,C^1,\text{step}^1,\ldots \) over a system \( \Gamma \), a configuration \( C^r \in \pi \), and a state \( s \in \omega^r_l \). We define the previous configuration leading to \( s \) as \( \text{prev}(\pi,r,l,s) = C^{r'} \) where \( r' < r \) if the following hold:
1. For every \( r' < r'' < r \): \( s \in \omega_{r''} \)

2. \( \text{step}_{r'} = \text{TRANS}(j, \langle t_1, \ldots, t_q \rangle) \) where \( id_j^{r'} = l \), and there exists \( i \in \{1, \ldots, q\} \) s.t. \( s \leq \text{trgt}(t_i) \)

3. For every \( r' < r'' < r \): if \( \text{step}_{r''} = \text{TRANS}(j, \langle t_1, \ldots, t_q \rangle) \) and \( id_j^{r''} = l \), then for every \( i \in \{1, \ldots, q\} \): \( s \not\leq \text{src}(t_i) \)

If no such \( C^{r'} \) exists then \( \text{prev}(\pi, r, l, s) = \epsilon \)

Notice that when \( \text{prev}(\pi, r, l, s) = C^{r'} \) is not \( \epsilon \), then we assure that every transition of state machine \( SM_l \) that was executed between \( \text{step}_{r'} \) and \( \text{step}_{r''} \) was either in an orthogonal region to \( s \) or in a state inside \( s \). The execution of \( \text{step}_{r''} \) caused the current state of \( SM_l \) to move to state \( s \), since the target of one of the transitions executed in \( \text{step}_{r''} \) is either \( s \) or a state containing \( s \).

9. \( s \not\in \omega_{l}^{p} \), for some \( \mathcal{A}^{\beta} \in \text{ABSI}_l \), \( s \in S_l(\mathcal{A}^{\beta}) \), \( a_{\text{strt}}^{\beta} \in \omega_{l}^{p} \), and \( \text{trgt}(t) \in S_l(\mathcal{A}^{\beta}) \): Notice that if \( s \not\in \omega_{l}^{p} \), and since \( c_{l}^{r'} \preceq c_{l}^{r} \), then \( s \not\in S_l^{A} \), and thus for some \( \mathcal{A}^{\beta} \in \text{ABSI}_l \), \( s \in S_l(\mathcal{A}^{\beta}) \). This means that the current state of \( SM_{l}^{A} \) includes the abstraction, the transition taken is from a state \( s \) which is abstracted by \( \Delta(\mathcal{A}^{\beta}) \), and the target is a state abstracted by \( \Delta(\mathcal{A}^{\beta}) \) as well. By definition of the current \( \text{TRANS} \) step, \( \rho_{l}^{r} = \epsilon \).

The definition of the matching interval for this step includes a small induction proof which states the following: For every configuration \( C^{r} \in \pi \) s.t. \( \text{step}^{r} = \text{TRANS}(j, \langle t_1, \ldots, t_q \rangle) \), and a matching abstract configuration \( C^{p} \) s.t. \( C^{r} \preceq C^{p} \): If for some \( t \in \{t_1, \ldots, t_q\} \) and for some \( \beta \in \{1, \ldots, g\} \), \( a^{\beta}_{\text{strt}} \in \omega_{l}^{p} \), and \( \text{src}(t), \text{trgt}(t) \in S_l(\mathcal{A}^{\beta}) \), then \( \text{step}^{p} = \text{TRANS}(j, \langle t_1^{a_{\beta}}, \ldots, t_q^{a_{\beta}} \rangle) \), and there exists \( t^{a} \in \{t_1^{a}, \ldots, t_q^{a}\} \) s.t. \( C^{r+1} \preceq C^{p+1}, \text{src}(t^{a}) = a^{\beta}_{\text{strt}}, \text{and \ trgt}(t^{a}) = a_{1}^{\beta} \).

For the case where \( q > 1 \) the property holds by the definition of matching interval for \( \text{TRANS} \) step with multiple transitions. The case where \( q = 1 \) is handled in this item.

This property can be added to the entire induction proof, but it is relevant only in this item, where we define the interval matching such a step. In the following we define the matching interval
for step⁺, and show that the matching interval terminates at abstracted state $a_1^\beta$.

Assume we can determine that $\lambda'^p(c g_l^\beta) \neq 0$. We can then define the matching interval as follows. It holds that $\text{enabled}(\tau_2^\beta, C'^p) = \bot$. We define $\text{step}^p = \text{TRANS}(j, \tau_2^\beta)$, and differentiate according to act(t):

(a) If $\text{GEN}(..) \not\in \text{act}(t)$ then clearly $C'^+ \preceq C'^p+1$.

(b) If $\text{GEN}(ev') \in \text{act}(t)$ then $C^r \preceq C'^p+1$. We define stuttering inclusion, and this step is part of the matching interval, continuing in the handling of $a_1^\beta$.

The correctness of $C'^+ \preceq C'^p+1$ or $C^r \preceq C'^p+1$ w.r.t. the value of variables holds since by definition of the abstraction, all variables whose value might modify on act(t) are set to $\bot$ on act($\tau_2^\beta$). For any other variable, since $C^r \preceq C'^p$ then the correct relation remains after step⁺ and step⁺⁺.

It now remains to be shown that indeed $\lambda'^p(c g_l^\beta) \neq 0$. We mark the the step representing the beginning of the current RTC step on thread j as $\text{step}^r = \text{DISP}(j, ev)$. We denote the matching DISP step on $\pi'$ as $\text{step}^p' = \text{DISP}(j, ev)$. Consider $\text{prev}((\pi, r, l, s)$.

If $\text{prev}(\pi, r, l, s) = \epsilon$ then for every $\alpha \in \{0, ..., r\}$, $s \in \omega^\alpha_r$. Thus $s \in \text{init}_l$. By our requirement from abstraction sets, and since $\text{trig}(t) = \epsilon$, we know that $\text{grd}(t) \neq \text{true}$. Since $\text{enabled}(t, C^r)$, we know that $\text{grd}(t)(\lambda_r^r) = \text{true}$. We denote by $r''$ s.t. $r'' < r$ the maximal index for which $\text{grd}(t)(\lambda_r^{r''}) = \text{false}$ and $\text{grd}(t)(\lambda_r^{r''+1}) = \text{true}$.

– If $r'' = 0$: this means that $\text{grd}(t)(\lambda^\alpha) = \text{true}$ for every $\alpha \in \{0, ..., r\}$. Assume there exists $t' \in \Delta(\mathcal{A}^\beta)$ that was executed in some step $r'''$ prior to the current step. By the property presented at the beginning of this item, this step did not occur in the current RTC step (otherwise, the interval matching that execution should traverse from $a_{\text{str}}^\beta$ to $a_1^\beta$). Consider the $\text{EndRTC}$ step on thread $j$ that followed $\text{step}^r'''$, denoted $\text{step}^* = \text{EndRTC}(j, \epsilon)$. Since a transition executed on that RTC step, then $\beta_j^* = \epsilon$. Also, $\text{grd}(t)(\lambda^*_r) = \text{true}$. Since $s \in \omega^*_r$, then clearly $\text{enabled}(t, C^*_r)$. This is in contradiction
to the fact that an *EndRTC* step occurred. We can then conclude that no transition $t' \in \Delta(A^\beta)$ has been executed prior to the current step.

The above means that for every $\alpha' \in \{0, ..., p\}$, $a_{strt}^{\beta} \in \omega_i^{\alpha'}$.

Since $\text{grd}(t)(\lambda^0) = \text{true}$, $\text{trig}(t) = \epsilon$ and $s \in c_i^{\beta}$, then $\lambda^0(cg_i^{\beta}) = 1$ (by the base definition). The only transition that can change the value of $cg_i^{\beta}$ to 0 is a transition from $a_{strt}^{\beta}$ to $a_1^{\beta}$, and we know such transition was not taken. Thus we can conclude that $\lambda^0(cg_i^{\beta}) \neq 0$.

- If $r'' > 0$. Assume $\text{step}'''$ is executed on state machine $SM_i$ (possibly $t' = l$). We first notice if $\text{grd}(t)(\lambda^{r''}) = \text{false}$ and $\text{grd}(t)(\lambda^{r''+1}) = \text{true}$, then $\text{step}''' = \text{TRANS}(j', (t'_1, ..., t'_y))$ and for some $t' \in \{t'_1, ..., t'_y\}$, $v \in \text{modif}(t')$. Assume $id_{j'}^{t'} = l'$ ($SM_i$ executes $\text{step}'''$). By the definition of abstraction of systems, this means that $\text{thread}(l') = \text{thread}(l)$, thus $j' = j$. We separate between two cases, based on the relation between $r''$ and $r'$:

(a) If $r'' < r'$: We show that for every $\alpha \in \{r'', ..., r'\}$, $SM_i$ did not execute any transition in $\text{step}^\alpha$. Assume, by contradiction, that such a transition did execute. Consider the *EndRTC* step on thread $j$ that followed $\text{step}^\alpha$ (denoted $\text{step}'''$). Since a TRANS step occurred in this RTC step, then $r_{j}''' = \epsilon$. We also know that $grd(t)(\lambda^{r''}) = \text{true}$. Since $s \in \omega_i^{r''}$, then clearly $\text{enabled}(t, C^{r''})$. This is in contradiction to the fact that an *EndRTC* step occurred in $\text{step}''''$. We can then conclude that $t' \neq l$. Since $SM_i$ and $SM_j$ are on the same thread, then they cannot both execute a RTC step simultaneously.

Denote the beginning of the RTC step that ended on $\text{step}''''$ with $\text{step}^r = \text{DISP}(j, e)$. Denote the step on $\pi'$ that matches $\text{step}^r$ as $\text{step}^{p^*} = \text{DISP}(j, e)$. From the above, we can conclude that for every $\alpha' \in \{p^*, ..., p'\}$, $a_{strt}^{\beta} \in \omega_i^{\alpha'}$. Moreover, from the property presented in the beginning of the item we can conclude that for every $\alpha' \in \{p^*, ..., p\}$, $a_{strt}^{\beta} \in \omega_i^{\alpha'}$.

Since for some $v \in \text{GRDV}(A^\beta)$, $v \in \text{modif}(t')$, then we
know that for some $\beta \in \{p^*, ..., p'\}$, $c_{g_l}^{\beta}$ was set to 1 on $step^\beta$ (If $t'$ has a matching transition $t'_a$, then during the execution of $t'_a$ (by lemma 5.13). If $t'$ is abstracted by $\Delta(A^\gamma)$, then during execution of transition from $a_{str}^\gamma$ to $a_1^\gamma$ that occurred due to the property in the beginning of this item).

The only transition that can set $c_{g_l}^{\beta}$ to 0 is a transition from $a_{str}^\beta$ to $a_1^\beta$. Since we know that for every $\alpha' \in \{p^*, ..., p\}$, $a_{str}^\beta \in \omega_l^{\alpha'}$, then no such transition executed. We can then conclude that $\lambda_p(c_{g_l}^{\beta}) \neq 0$.

(b) If $r'' > r'$: This means that $l' = l$ (no other SM on thread $j$ can execute between $step^{r'}$ and $step^{r''}$). We know that $a_{str}^\beta \in \omega_l^{p'}$. By lemma 5.16 and by the property from the beginning of this item we can conclude that for every $\alpha' \in \{p', ..., p\}$, $a_{str}^\beta \in \omega_l^{\alpha'}$.

Since for some $v \in GRDV(A^\beta)$, $v \in modify(t')$, then we know that for some $\xi \in \{p', ..., p\}$, $c_{g_l}^{\beta}$ was set to 1 on $step^{\xi}$ (If $t'$ has a matching transition $t'_a$, then during the execution of $t'_a$ (by lemma 5.13). If $t'$ is abstracted by $\Delta(A^\gamma)$, then during execution of transition from $a_{str}^\gamma$ to $a_1^\gamma$ that occurred due to the property in the beginning of this item).

The only transition that can set $c_{g_l}^{\beta}$ to 0 is a transition from $a_{str}^\beta$ to $a_1^\beta$. Since we know that for every $\alpha' \in \{p', ..., p\}$, $a_{str}^\beta \in \omega_l^{\alpha'}$, then no such transition executed.

We can then conclude that $\lambda_p(c_{g_l}^{\beta}) \neq 0$.

If $prev(\pi, r, l, s) = C^{r''} \neq \epsilon$. By definition of $prev$, $step^{r''} = TRANS(j, (t_1, ..., t_q))$ s.t. for some $t' \in \{t_1, ..., t_q\}$, $s < trgt(t')$.

We separate between two cases, and show that under both cases $\lambda_p(c_{g_l}^{\beta}) \neq 0$:

(a) $r'' > r'$: This means that the execution of the transition leading to $s$ occurred after the beginning of the $RTC$ step. We first show that it is not possible that $t' \in \Delta(A^\beta)$. Assume it is (i.e., both $src(t')$ and $trgt(t')$ are in $S_i(A^\beta)$). Consider the first transition in $\Delta(A^\beta)$ that was executed in the current $RTC$ step. By the property presented in the beginning of this
item, that transition caused a traversal from $a_{\text{strt}}^k$ to $a_1^k$. By lemma 5.16 and since $a_{\text{strt}}^\beta \in \omega_{l}^{p}$ we can conclude that no such abstracted transition was executed.

If $trgt(t') \not\in S_l(A^\beta)$ (i.e., $trgt(t')$ contains $s$ and is not abstracted): By definition of the abstraction, $t'$ has a matching transition $t'_a \in TR^A_l$, and by lemma 5.13, $t'_a$ was executed at $step_{p''}$ that matches $step_{p'''}$. Since we have no history and $s \in \omega_i^{r''+1}$, then $a_{\text{strt}}^\beta \in \omega_l^{p'''+1}$. By lemma 5.16 we can conclude that for every $\alpha' \in \{p'',...,p\}$, $a_{\text{strt}}^\beta \in \omega_l^{\alpha' \beta}$. Since only transitions exiting $a_{\text{strt}}^\beta$ can set $cg_l^\beta$ to 0, then we can conclude that $\lambda^p(cg_l^\beta) \neq 0$.

If $trgt(t') \in S_l(A^\beta)$ then $src(t') \not\in S_l(A^\beta)$. Since $t'$ is not an abstracted transition, then there exists a matching transition $t'_a \in TR^A_l$. By lemma 5.13, there exists $step_{p'''}$ that matches $step_{p''}$ and $t'_a$ is executed on $step_{p'''}$. By definition of the abstraction, $cg_l^\beta = 1 \in act(t'_a)$. Since $src(t') \not\in S_l(A^\beta)$ then $src(t'_a) \not\in \Delta(A^\beta)$. Since there are no cross hierarchy transitions, then $a_{\text{strt}}^\beta \not\in \omega_l^{p'''}$. The only transitions that can set $cg_l^\beta$ to 0 are transitions exiting $a_{\text{strt}}^\beta$. We can then conclude that $\lambda^{p'''+1}(cg_l^\beta) \neq 0$.

We now show that if $\lambda^{p'''+1}(cg_l^\beta) \neq 0$ then $\lambda^p(cg_l^\beta) \neq 0$ as well. The only transitions that can set $cg_l^\beta$ to 0 are transitions from $a_{\text{strt}}^\beta$ to $a_1^\beta$. We know that $a_{\text{strt}}^\beta \in \omega_l^{p'''+1}$ and $a_{\text{strt}}^\beta \in \omega_l^{p'}$. If we show that for every $\alpha' \in \{p''+1,...,p-1\}$, $a_{\text{strt}}^\beta \in \omega_l^{\alpha' \beta}$, then clearly no such transition is taken and $\lambda^p(cg_l^\beta) \neq 0$. Assume this is not the case, and that for some $\alpha' \in \{p''+1,...,p-1\}$, $a_{\text{strt}}^\beta \not\in \omega_l^{\alpha' \beta}$. By the definition of the abstraction, in order to return to $a_{\text{strt}}^\beta$ the transition from $a_{\text{end}}^\beta$ to $a_{\text{strt}}^\beta$ had to be executed at some $step_k^\nu$ s.t. $\alpha' < \xi < p$. However, by lemma 5.16, the interval that includes $step_k^\nu$ either leaves the abstraction or is part of an $\text{EndRTC}$ step. It is not possible that $step_k^\nu$ is part of an $\text{EndRTC}$ step, since by lemma 5.9 there had to be a matching $\text{EndRTC}$ step in $\pi$, and we know that the last $\text{EndRTC}$ step on thread $j$ occurred at $step_{r''}$, which is prior to $step_{r'''}$ that matches $step_{p''}$. Also, we know that $\text{prev}(\pi, r, l, s) = C^{r''}$, thus for every $r'' < r^* \leq r$, $s \in \omega_l^{r^*}$.
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ω_l^r. Therefore, since we assume stuttering simulation on the
prefix of the computations, then abstraction ∆(A_β) must be
part of the configuration for every ω_l^p, for p'' + 1 < p^* ≤ p
and it is not possible that step^{p''} leaves the abstraction. Thus,
for every p'' + 1 ≤ α' ≤ p, a_{str}^{β} ∈ ω_l^{p'}.
We conclude that λ^{p}(cg_{l}^{β}) \neq 0.

(b) r' > r'': This means that the execution of the transition
leading to s occurred before the beginning of the RTC step.
By definition of prev, this means that for every r'' < r^* ≤ r,
s ∈ ω_l^r. Since the transition execution (step^{r''}) occurred
before the DISP step (step^{r'}), then by the semantics there
exists r'' < r'''' < r' s.t. step^{r''''} = EndRTC(j,ε) where
id_j^{r''''} = l. Consider the last such EndRTC step on state
machine SM_l (meaning: for every r'''' < r^* < r', if step^{r'''} =
EndRTC(j,ε) then id_j^{r'''} \neq l). By the semantics of EndRTC
step and since s ∈ ω_l^{r''''}, we know that enabled(t,C^{r''''}) =
false. We also know that enabled(t,C^{r'}) = true. This means
that there exists some variable v ∈ GRDV(A_β) s.t. the value
of v was modified between steps r'''' and r. Formally, there
exists r'''' < r'' < r s.t. step^{r''} = TRANS(j, (t_1, ..., t_q)), and
for some i \in \{t_1, ..., t_q\}, v ∈ modif(\tilde{i}) and \lambda^{\tilde{i}}(v) \neq \lambda^{\tilde{i}+1}(v).

Consider the configuration that matches C^{r'''} on \pi',
denoted C^{p'''}^{\pi'}. By definition of prev, for every r^* ∈ \{r'' + 1,...,r\}, s ∈ ω_l^r. Thus ∆(A_β) \cap ω^{p^*} \neq \phi for every p^* ∈ \{p'' + 1,...,p\}. Assume step^{p''''} = EndRTC(j,ε) matches
step^{r''''}. Thus, a_{str}^{β} ∈ ω_l^{p'''} (this is the only state in by ∆(A_β)
without a null transition).

We want to show that for every p^* ∈ \{p''',...,p\}: a_{str}^{β} ∈ ω_l^{p^*}.
Assume this is not the case. Since for every p^* ∈ \{p''',...,p\},
∆(A_β) \cap ω^{p^*} \neq \phi, and a_{str}^{β} \in ω_l^{p''''}, then this means that a
transition from a_{str}^{β} to a_1^{β} was executed at some step^{p^*}, for
p'''' < p^* ≤ p. Since a_{str}^{β} ∈ ω_l^{p'''} then the transition from a_{end}^{β}
to a_{str}^{β} had to be executed on some step^{p^*} for p^* < p^{*'} ≤ p.
By lemma 5.16, this means that step^{p^{*'}} is either part of an
EndRTC step or a step leaving the abstraction. It is not
part of an EndRTC step, since the last EndRTC step on
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the current state machine is in $step^{p'''}$ (and $p''' < p^{**}$). It is not possible that $step^{p'''}$ leaves the abstraction, since we know $\Delta(A^\beta)$ is part of the configuration for all the steps until $step^p$. We can then conclude that for every $p^* \in \{p'''', ..., p\}$: $a_{str}^\beta \in \omega_1^{p^*}$.

Recall that $r''' < r$, $step^r = TRANS(j, (t_1, ..., t_q))$ and for some $i \in \{t_1, ..., t_q\}$, $v \in modif(i)$ and $\lambda^{r}(v) \neq \lambda^{i+1}(v)$. Consider the last such $r$ (meaning, for every $r^* \in \{r+1, ..., r\}$): $\lambda^{r^*}(v) = \lambda^{i+1}(v)$.

We separate between two cases, whether or not $\tilde{t}$ is an abstracted transition.

i. If $\tilde{t}$ is not an abstracted transition. Assume $\tilde{t} \in TR_{l'}$ (possibly $l' = l$). Then by definition of the abstraction, there exists a matching transition $\tilde{(t)}_a \in TR_{l'}$. By lemma 5.13 there exists a $step^\beta$ on $\pi'$ that matches $\tilde{(t)}_a$ and $\tilde{(t)}_a$ is executed on $step^\beta$. By the definition of the abstraction, $cg_l^\beta$ is set to 1 on $act(\tilde{t})$. Thus, $\lambda^{p'+1}(cg_l^\beta) \neq \epsilon$. The only transitions that can set $cg_l^\beta$ to 0 are transitions exiting $a_{str}^\beta$. However, we know that such transition was not taken, since for every $p^* \in \{p'''', ..., p\}$: $a_{str}^\beta \in \omega_1^{p^*}$, and $p''' < p < p^*$. We can therefore conclude that $\lambda(p(cg_l^\beta)) \neq 0$.

ii. If $\tilde{t}$ is an abstracted transition. First of all, note that $\tilde{t} \notin \Delta(A^\beta)$. This holds as a result of the property presented at the beginning of this item. Otherwise, by the property, the matching interval should traverse from $a_{str}^\beta$ to $a_{1}^\beta$, which did not occur, since for every $p^* \in \{p'''', ..., p\}$: $a_{str}^\beta \in \omega_1^{p^*}$.

Since we assume variables can be modified only by state machines under the same thread, then we know that $\tilde{t} \in TR_{l'}$ s.t. $thread(l') = j$. Under a single thread $j$ RTC steps are executed one after the other. Assume that the $DISP$ step initiating the RTC step that includes $step^\beta$ is $step^{r'''} = DISP(j, \epsilon)$ and $id^{r'''} = l'$. Since $r''' < \tilde{r} < r$, then $r''' < \tilde{r}''' < \tilde{r}$.

Assume $\tilde{t} \in \Delta(A^{\gamma})$ ($A^{\gamma} \in ABS_{l'}$), and consider the
first transition $\tilde{t}'$ executed in the RTC step initiated by $step^{\omega'''}$ that is abstracted by $\Delta(A^\gamma)$. This means that $\tilde{t}' \in TR(A^\gamma)$, and for some $\tilde{r}' \in \{\tilde{r}'',...,\tilde{r}\}$, $step^{\tilde{r}'} = TRANS(j, (t_1, ..., t_q))$, and $\tilde{p} \in \{t_1, ..., t_q\}$. Also, for every $r^* \in \{\tilde{r}'',...,\tilde{r}'-1\}$, if $step^{r^*} = TRANS(j, (t'_1, ..., t'_q))$ then for every $t \in \{t'_1, ..., t'_q\}$, $t \notin TR(A^\gamma)$.

Consider the step matching $step^{\tilde{r}'}$ on $\pi'$, $step^{\tilde{p}'}$. Since $\tilde{u}'$ is the first executed transition in the RTC step that is abstracted by $A^\gamma$ then $a^\gamma_{str} \in \omega^{'\tilde{p}'}$. Therefore $a_1^\gamma \in \omega^{p'+1}$ (this is a result of the property presented at the beginning of this item, stating that if we execute an abstracted transition and the matching abstract configuration is at $a^\beta_{str}$, then the matching step executes a transition from $a^\beta_{str}$ to $a_1^\beta$).

Since $v \in modf(\tilde{t})$ and $v \in GRDV(A^\beta)$, then by the definition of the abstraction, $cg_{\tilde{t}}^\beta = 1 \in act(t^a)$ for every transition $t^a$ where $src(t^a) = a^\beta_{str}$ and $trgt(t^a) = a_1^\gamma$. The only transitions that can set $cg_{\tilde{t}}^\beta$ to 0 are transitions from $a^\beta_{str}$. We know that such transitions were not taken, since for every $p^* \in \{p', ..., p\}$: $a^\beta_{str} \in \omega^{'p'}$, and $p' < p < p$.

We can therefore conclude that $\lambda^p(cg_{\tilde{t}}^\beta) \neq 0$.

From the above we conclude that indeed $\lambda^p(cg_{\tilde{t}}^\beta) \neq 0$.

We formalize the property presented in the previous item in the following lemma:

**Lemma 5.15** For every configuration $C^r \in \pi$ s.t. $step^r = TRANS(j, (t_1, ..., t_q))$, and a matching abstract configuration $C^p$ s.t. $C^r \preceq C^p$: If for some $t \in \{t_1, ..., t_q\}$ and for some $\beta \in \{1, ..., g\}$, $a^\beta_{str} \in \omega^p$, and $src(t), trgt(t) \in S(A^\beta)$, then $step^p = TRANS(j, (t_1, ..., t_q))$, and there exists $t^a \in \{t_1, ..., t_q\}$ s.t. $C^{r+1} \preceq C^{p+1}$, $src(t^a) = a^\beta_{str}$, and $trgt(t^a) = a_1^\beta$.

10. $s \notin \omega^p$, for some $A^\beta \in ABS_l$, $s \in S_l(A^\beta)$, for some $i \in \{1, ..., f_\beta\}$: $a_i^\beta \in \omega^p$, and $trgt(t) \in S_l(A^\beta)$: Notice that if $s \notin \omega^p$, and since $c_i^\beta \leq c_i^p$, then $s \notin S^A_l$, and thus for some $A^\beta \in ABS_l$, $s \in S^A_l(A^\beta)$. This means that the current state of $SM^A_l$ includes the abstraction, the transition taken is from a state s which is
abstracted by $\Delta(\mathcal{A}^\beta)$, and the target is a state abstracted by $\Delta(\mathcal{A}^\beta)$ as well. By definition of the current TRANS step, $\rho'_t = \epsilon$.

The difference between $C^r$ and $C^{r+1}$ is in the value of variables and/or in the value of some event queue (if $\text{GEN}(e) \in \text{act}(t)$).

We first consider the variables and show that $\lambda^{r+1} < \lambda^p$

For every variable $v \notin \text{modif}(t)$, $\lambda^r(v) = \lambda^{r+1}(v)$, and thus clearly either $\lambda^p(v) = \bot$ or $\lambda^p(v) = \lambda^{r+1}(v)$.

For every variable $v \in \text{modif}(t)$, we show that $\lambda^p(v) = \bot$: Since $v \in \text{modif}(t)$ then by definition $v \in V(\mathcal{A}^\beta)$. By the definition of the abstract model, if $a^{\beta}_t \in \omega^p_i$, then there exists $C^{b^p} \in \pi'$ s.t. $a^{\beta}_{\text{str}} \in \omega^{p'}_i$ and $\text{step}^{b^p} = \text{TRANS}(j, (t'_1, ..., t'_q))$ s.t. there exists $t'_a \in \{t'_1, ..., t'_q\}$ where $\text{src}(t'_a) = a^{\beta}_{\text{str}}$ and $\text{trgt}(t'_a) = a^{\beta}_t$. This means that for every $v \in V(\mathcal{A}^\beta)$, $\lambda^{b^p+1}(v) = \bot$. Since $\Delta(\mathcal{A}^\beta)$ can be entered only through $a^{\beta}_{\text{str}}$, we can conclude that $\text{step}^{b^p}$ occurred in the current RTC step (meaning, there is no $p^\prime \in \{p', ..., p\}$ s.t. $\text{step}^{b^p} = \text{EndRTC}(j, \epsilon)$). We also know that for every $p'' \in \{p', ..., p\}$, $\omega^{p''}_i \cap \Delta(\mathcal{A}^\beta) \neq \emptyset$.

Since variables can be modified only by state machines on the same thread, then if $v$ is modified in some step $p''$ where $p'' \in \{p', ..., p\}$, then $\text{step}^{b''} = \text{TRANS}(j, (t_1, ..., t_q))$ and $\text{id}^{b''} = l$. By the definition of the abstraction, if for some $t'_a \in \{t_1, ..., t_q\}$, $t'_a$ modifies $v \in V^\mathcal{A}$ then one of the following holds:

- $t'_a$ is an abstracted transition, in this case $v = \bot \in \text{act}(t'_a)$, or
- $t'_a$ is not an abstracted transition, in this case consider $t'$ the matching transition of $t'_a$. By definition of the abstraction, $v = e \in \text{act}(t')$ and “if $\text{isIn}(\mathcal{A}^\beta)$ $v = \bot$; else $v = e$” $\in \text{act}(t'_a)$. Since $\text{isIn}(\mathcal{A}^\beta) = \text{true}$, then $\text{act}(t'_a)(\lambda^{b''}(\mathcal{A}^\beta), C^{b''}) = \bot$.

We can then conclude that $\lambda^p(v) = \bot$.

We define the matching step based on $\text{act}(t)$:

(a) If $\text{GEN}(e) \notin \text{act}(t)$ (for some event $e$) - this means that the difference between $C^r$ and $C^{r+1}$ is only in the value of variables. We do not define a matching step in $\pi'$, and clearly $C^{r+1} \leq C^p$.
(b) If $GEN(e) \in act(t)$ (for some event $e$) then by definition of the abstraction $e \in EV(\mathcal{A}^\beta)$. By definition of the abstraction there exists a transition $t_a \in TR^\beta_i$ s.t. $src(t_a) = a^\beta_i$, $trg(t_a) = a^\beta_{i+1}$, $trig(t_a) = \epsilon$ and $grd(t_a) = true$. Since $p^\beta_i = \epsilon$, then $enabled(t_a,c^\beta_l) = true$. We define $step^p = TRANS(j,t_a)$. By definition of the abstraction it is possible that the action on $t_a$ is $GEN(e)$, therefore $C^{r+1} \leq C^{r+1}$.

11. $s \not\in \omega^p_l$, for some $\mathcal{A}^\beta \in ABS_l$, $s \in S_l(\mathcal{A}^\beta)$, $a^\beta_{f_{i+1}} \in \omega^p_l$, and $trgt(t) \in S_l(\mathcal{A}^\beta)$: Notice that if $s \not\in \omega^p_l$, and since $c^l_i \preceq c^p_l$, then $s \not\in S^\beta_l$, and thus for some $\mathcal{A}^\beta \in ABS_l$, $s \in S_l(\mathcal{A}^\beta)$. This means that the current state of $SM^A_l$ includes the abstraction, the transition taken is from a state $s$ which is abstracted by $\Delta(\mathcal{A}^\beta)$, and the target is a state abstracted by $\Delta(\mathcal{A}^\beta)$ as well.

Every computation on $\Gamma^A$ can enter one of $\Delta(\mathcal{A}^\beta)$ states only by entering $a^\beta_{str}$. Recall that there can be at most $f_\beta$ events generated in a single RTC step within the states abstracted by $\Delta(\mathcal{A}^\beta)$ in $\Gamma$. If we reach $a_{f_{i+1}}$ then by the definition of the abstraction, $f_\beta$ events were generated in the current RTC step within the states abstracted by $\Delta(\mathcal{A}^\beta)$ in $\Gamma$. Therefore, $GEN(e) \not\in act(t)$.

For the same reasoning as in the previous item, we do not define a matching step in $\pi'$, and $C^{r+1} \leq C^{p}$.  

12. $s \not\in \omega^p_l$, for some $\mathcal{A}^\beta \in ABS_l$, $s \in S_l(\mathcal{A}^\beta)$, $a^\beta_{end} \in \omega^p_l$, and $trgt(t) \in S_l(\mathcal{A}^\beta)$: Notice that if $s \not\in \omega^p_l$, and since $c^l_i \preceq c^p_l$, then $s \not\in S^\beta_l$, and thus for some $\mathcal{A}^\beta \in ABS_l$, $s \in S_l(\mathcal{A}^\beta)$. This means that the current state of $SM^A_l$ includes the abstraction, the transition taken is from a state $s$ which is abstracted by $\Delta(\mathcal{A}^\beta)$, and the target is a state abstracted by $\Delta(\mathcal{A}^\beta)$ as well.

This situation is not possible. Every computation on $\Gamma^A$ can enter the one of $\Delta(\mathcal{A}^\beta)$ states only by entering $a^\beta_{str}$. Recall that there can be at most $f_\beta$ events generated in a single RTC step within the abstracted states in $\Gamma$. The simulation is defined s.t. an execution of an abstracted transition $t$ in $\Gamma$ matches an execution of a transition in $\Gamma^A$ only if $GEN(e) \in act(t)$. If $GEN(e) \not\in act(t)$ then there is no execution of a matching transition in $\Gamma^A$. Therefore, it is not possible that $t$ is an abstracted transition and
The following lemma is based on the definition of the simulation relation:

**Lemma 5.16** The interval that includes a move from state $a_i^\beta$ for $1 \leq i \leq f_\beta + 1$ to $a_{\text{end}}^\beta$ matches a concrete transition that either leaves the abstraction or an EndRTC step.

\[ \square \]

### 5.3 Using Abstraction

We now present the applicability of our abstraction framework through an example. We consider a system $\Gamma$ describing a travel agent (of class $\text{Agent}$) that books flights and communicates with both airline databases (of class $\text{DB}$) and clients. We assume $\Gamma$ includes $n$ different $\text{DB}$ objects, where the behavior of each $\text{DB}$ is defined in Fig. 5.2. The single $\text{Agent}$ object in $\Gamma$ communicates with clients (modeled as the environment) and with all of the $\text{DBs}$. The $\text{Agent}$ behavior is as follows: upon receiving a flight request from a client, it requests a price offer from all $\text{DBs}$ by sending event $\text{evGetPrc}$ to them. After getting an answer from the $\text{DBs}$ (via $\text{evRetPrc}$), it chooses an offer, reserves the flight from the relevant $\text{DB}$ (via $\text{evAprvFlt}$) and rejects the offers from the rest of the $\text{DB}$ (via $\text{evDenyFlt}$).

Assume now we create an abstract system $\Gamma^A$, where the $\text{DBs}$ are abstracted as in Fig. 5.3 (the $\text{Agent}$ remains concrete). If $\text{Agent}$ state machine includes $x$ states, then $\Gamma$ has $(12 \ast n + x)$ states, whereas $\Gamma^A$ has $(4 \ast n + x)$ states. Moreover, $\Gamma^A$ does not include the pieces of code in the actions of the transitions of $\text{DBs}$, which may be complicated. E.g., the method $\text{calcPrc()}$ is not part of the abstract state machine of $\text{DB}$, and this method might include complex computations.

Assume we want to verify the property describing that on all computations of $\Gamma$, if $\text{Agent}$ orders a flight from some $\text{DB}$, then all the $\text{DBs}$ returned an answer to the $\text{Agent}$ before the $\text{Agent}$ chooses an offer. For this property it is enough to consider only the interface of the $\text{DBs}$. The property is not affected, for example, by the calculation of a price by the $\text{DBs}$. It is an outcome only of the information that every $\text{DB}$ can consume an event $\text{evGetPrc}$, and can send an event $\text{evRetPrc}$. We can therefore verify the
property on $\Gamma^A$. If the property holds, then we can conclude that $\Gamma$ also satisfies the property.

Consider another property: we want to verify that due to a single request from the client, *space* decreases by at most 1. Clearly, when verifying the property on $\Gamma^A$, the result is $\bot$, since $\Gamma^A$ abstracts the variable *space*. This means that we cannot conclude whether or not the property holds on $\Gamma$ by model checking $\Gamma^A$. However, it might be possible to refine $\Gamma^A$, and create a different abstraction $\Gamma'^A$ for which this property can be verified. Following, in section 5.4 we present how to refine an abstract system when the verification does not succeed.

5.4 Refinement

Once we have an abstract system $\Gamma^A$, we model check our $LTL_x$ property $A\psi$ over the abstract system. Since variables in $\Gamma^A$ can have the value $\bot$, then $(\Gamma^A \models A\psi) \in \{true, false, \bot\}$. If $(\Gamma^A \models A\psi) = true$, then from Theorem 5.11 the property holds on $\Gamma$ as well. If $(\Gamma^A \models A\psi) \in \{false, \bot\}$ then due to $\Gamma^A$ being an over-approximation we cannot determine whether or not the property holds on $\Gamma$. Typical model checkers provide the user with a counterexample in case verification does not succeed. A counterexample $\pi^A$ on $\Gamma^A$ is either a finite computation or a lasso computation s.t. either $(\pi^A \models \psi) = false$ or $(\pi^A \models \psi) = \bot$.

Next we present a CEGAR-like algorithm for refining $\Gamma^A$ based on $\pi^A$. The refinement step shows how to create a new abstract system $\Gamma'^A$, where one or more of the abstracted states of $\Gamma$ are removed from the abstracted states. Since the concrete system $\Gamma$ is finite, the CEGAR algorithm ultimately terminates and returns a correct result.

If $(\pi^A \models \psi) = \bot$ then we cannot determine the value of the property. If $(\pi^A \models \psi) = false$, then this counterexample might be spurious. In both cases we search for a computation $\pi$ on $\Gamma$ s.t. $\pi \preceq_s \pi^A$. Given $\pi^A$, we inductively construct $\pi$ w.r.t. $\pi^A$. Note that if the concrete model enables non-determinism, then there might be more than one matching concrete counterexample. In this case, all the matching concrete counterexamples are simultaneously constructed. Intuitively, the construction of $\pi$ follows the steps of $\pi^A$, maintaining the stuttering inclusion. During the construction, if for some prefix of $\pi^A$: $C^{p^0}, step^{p^0}, ..., step^{p-1}, C^p$ it is not possible to extend
any of the matching concrete computations based on \( step^p \), then \( \pi^A \) is a spurious counterexample and we should refine the system. We present a formal construction of \( \pi \) based on the counterexample \( \pi^A \) in Section 5.4.1. There are three cases where we cannot extend a concrete computation \( \pi = C^0, step^0, ..., C^r \) (\( C^r \preceq C^p \)) based on \( step^p \):

1. \( step^p \) is an EndRTC step on \( SM_l^f \) but there exists an enabled transition in \( TR_l \) w.r.t. \( C^r \).

2. \( step^p \) is a TRANS step on \( SM_l^f \) that executes a transition \( t_a \notin \Delta(A^\beta) \) (for some \( A^\beta \in ABS_l \)), and the concrete transition \( t \) that matches \( t_a \) is not enabled.

3. \( step^p \) is a TRANS step on \( SM_l^f \) that executes a transition \( t_a \in \Delta(A^\beta) \) (for some \( A^\beta \in ABS_l \)) that generates an event \( e \), and there is no enabled concrete transition \( t \in TR(A^\beta) \) where \( GEN(e) \in act(t) \).

We call the configuration \( C^p \in \pi^A \) from which we cannot extend a matching concrete computation a failure-configuration. Following, we distinguish between two reasons that can cause a failure-configuration, and show how to refine the system in each case.

**Case 1:** \( step^p \) executes a transition that does not have a matching behavior in \( \Gamma \). For example, when \( step^p = TRANS(j, (t_a)) \), \( id^p_j = l \), and the concrete transition \( t \in TR_l \) that matches \( t_a \) is not enabled, since \( src(t) \notin \omega^l_r \). This is possible only if \( src(t) \in S_l(A^\beta) \) and \( trgt(t) \notin \omega^l_r(A^\beta) \) (for some \( A^\beta \in ABS_l \)). Another example for such failure is where \( \Gamma^A \) generates an event \( e \) as part of the action of \( t_a \), but \( e \) cannot be generated from \( C^r \) on any possible \( step \). This can happen only if \( t_a \in A^\beta \) (for some \( A^\beta \in ABS_l \)). In both cases we refine by removing a state \( s \in S_l(A^\beta) \) such that \( s \notin \omega^l_r \) from the abstraction.

**Case 2:** There exists \( v \in V \) for which \( \lambda^p(v) = \bot \) and the value of \( \lambda^r(v) \) causes the failure-configuration. For example, when \( step^p = TRANS(j, (t_a)) \) and the concrete \( t \) that matches \( t_a \) is not enabled w.r.t. \( C^r \), since \( grd(t)(\lambda^r) = false \). Since \( C^r \preceq C^p \) and \( grd(t_a) = grd(t) \), then clearly \( grd(t_a)(\lambda^p) = \bot \), and for some \( v \), \( \lambda^p = \bot \) and \( v \) affects the value of \( grd(t_a) \). We refine \( \Gamma^A \) to obtain a concrete value of \( v \).

We trace \( \pi^A \) back to find the assignment that gave \( v \) the value \( \bot \). The only place where a variable is initially assigned the value \( \bot \) is a transition from \( a^\beta_{\text{str}} \) to \( a^\beta_j \) in some \( A^\beta \) (for some \( A^\beta \in ABS_l \)). Thus, the tracing back of
\( \pi^A \) terminates as \( C''p' \) such that \( a^\beta_{\text{strt}} \in \omega_i^{q_0} \). We find the matching system-configuration \( C'' \) in \( \pi \) s.t. \( C'' \prec C''p' \), and refine the model by removing from the abstraction a state \( s \in S_i(A^3) \) such that \( s \in \omega_i^{q_0} \).

If we are able to construct \( \pi \) s.t. \( \pi \prec \pi^A \), then one of the following holds:

1. If \( (\pi^A) \models \psi = \text{false} \) then no need to check \( \pi \). By construction, \( \pi \not\models \psi \), and we can conclude that \( \Gamma \not\models A\psi \).

2. If \( (\pi^A) \models \psi = \bot \) then we check \( \pi \) w.r.t. \( \psi \). If \( \pi \not\models \psi \) then again \( \pi \) is a concrete counterexample and we conclude that \( \Gamma \not\models A\psi \). Otherwise (\( \pi \models \psi \)), the abstraction is too coarse and we need to refine. Notice that in the latter case, since \( (\pi^A) \models \psi = \bot \) then there exists \( v \in V \) which affects the value of \( \psi \), and \( v \) has the value \( \bot \). We then refine \( \Gamma^A \) in order to have a concrete value on \( v \), as described above (Case 2).

Consider the example system presented in Section 5.3, and consider a property that addresses the variable \textit{space}. Recall that under the abstraction presented for this example, such a property is evaluated to \( \bot \), since the variable \textit{space} is abstracted. During the refinement, state \textit{WaitForDB} is suggested for refinement, and is removed from the abstraction. We can then create a refined system \( \Gamma^A' \), where \textit{DB} objects are abstracted w.r.t. a new abstraction collection \( ABS = \{\{\text{Idle}, \text{PriceProcessor}, \text{UpdateDB}\}\} \). The property can then be verified on \( \Gamma^A' \), and we can conclude that it holds on the concrete system.

### 5.4.1 Constructing \( \pi \) From \( \pi^A \)

Following we present the inductive construction of \( \pi \) w.r.t. the given counterexample \( \pi^A \):

**Base:** Given \( C^0 = (c^0_1, ..., c^0_n, q^0_1, ..., q^0_m, id^0_1, ..., id^0_m, \lambda^0) \), the initial configuration of \( \pi^A \). We define the following initial configuration for \( \pi \): \( C^0 = (c^0_1, ..., c^0_n, q^0_1, ..., q^0_m, id^0_1, ..., id^0_m, \lambda^0) \).

- For every \( i \in \{1, ..., n\} \): \( \omega^0_i = \{s \mid s \in \text{init}_i \land \forall s' : s < s' \rightarrow s \in \text{init}_i\} \)
- For every \( i \in \{1, ..., n\} \): \( \rho^0_i = \epsilon. \)
- For every \( j \in \{1, ..., m\} \): \( q^0_j = q^0_j = \phi \)
- For every \( j \in \{1, ..., m\} \): \( id^0_j = id^0_j = 0 \)
• For every $v \in V$: $\lambda^0(v) = \lambda^0(v)$

It is immediate to see that $C^0$ is an initial configuration and also that $C^0 \preceq C^0$

**Step:** Assume that for the first $p$ steps of $\pi^A$: $C^0$, $step^0$, $C^1$, $step^1$, ..., $C^p$, there exists a partial computation $\pi = C^0$, $step^0$, $C^1$, $step^1$, ..., $C^r$ over $T$ s.t. there are two sequences of integers $0 = i_0 < i_1 < i_2 < ... < i_l = r + 1$ and $0 = i'_0 < i'_1 < i'_2 < ... < i'_l = p + 1$ and for every $0 \leq k < l$:

For every $j \in \{i_k, \ldots, (i_{k+1} - 1)\}$ and for every $j' \in \{i'_k, \ldots, (i'_{k+1}) - 1\}$:

$C^j \preceq C^{j'}$

Note that the requirement on interval $(l - 1)$ induces $C^r \preceq C^p$.

The matching extension of $\pi$ is defined based on $\text{step}^p$:

• $\text{step}^p = \text{DISP}(j, ev)$

  By definition, $id^p_j = 0$, $q^p_j \neq \phi$ and $top(q^p_j) = ev$. Since $C^r \preceq C^p$, then $id^r_j = id^p_j$ and $q^r_j = q^p_j$ for every $i$. Therefore, $id^r_j = 0$, $q^r_j \neq \phi$ and $top(q^r_j) = ev$ as well, and $\text{step}^r = \text{DISP}(j, ev)$ is a possible step from $C^r$.

  By definition of $\text{DISP}$ step, $C^{p+1}$ differs from $C^p$ in the following: $q^p_{j+1} = pop(q^p_j)$, $id^p_{j+1} = trgt(ev)$ and $\rho^{p+1}_{trgt(ev)} = type(ev)$.

  By definition of $\text{DISP}$ step, $C^{r+1}$ differs from $C^r$ in the following: $q^r_{j+1} = pop(q^r_j)$, $id^r_{j+1} = trgt(ev)$ and $\rho^{r+1}_{trgt(ev)} = type(ev)$.

  Since $C^r \preceq C^p$, it is clear that $C^{r+1} \preceq C^{p+1}$ as well.

• $\text{step}^p = \text{ENV}(j, ev)$.

  Since the environment is always enabled, then an $\text{ENV}$ step s.t. $\text{step}^r = \text{ENV}(j, ev)$ is possible from $C^r$, and clearly $C^{r+1} \preceq C^{p+1}$.

• $\text{step}^p = \text{EndRTC}(j, \epsilon)$

  Assume $id^r_j = id^p_j = l > 0$. If $stable(c^r_j, C^r)$ then we define $\text{step}^r = \text{EndRTC}(j, \epsilon)$ and clearly $C^{r+1} \preceq C^{p+1}$. Otherwise, $stable(c^r_j, C^r) = false$, in which case we might need to refine.

  If $stable(c^r_j, C^r) = false$ then there exists $s \in \omega^r_j$ and $t_c \in TR_i$ where $src(t_c) = s$ s.t. $trig(t_c) = \rho^r_i$ and $grd(t_c)(\lambda^r) = true$. Assume $SM_i^A$ is an abstraction of $SM_i$ w.r.t. $ABS_i = \{A^1, \ldots, A^q\}$.

1. If for every $\beta \in \{1, \ldots, g\}$, $s \not\in S_i(\beta)$ then by definition of $SM_i^A$,

   $s \in S_i^A$ and there exists a matching transition $t_a \in TR_i^A$ s.t.
\[src(t_a) = s, \ trig(t_c) = trig(t_a) \text{ and } grd(t_c) = gen(t_a) \]. By definition of the simulation, \( s \in \omega^f \). Since \( trig(t_c) = trig(t_a) \) and \( stable(c^p_1, C^p) \in \{false, true\} \) then this means that \( gen(t_a)(\lambda^p) \in \{false, true\} \). However, we know that for every \( v \in V \), either \( \lambda^p(v) = \bot \) or \( \lambda^p(v) = \lambda^r(v) \). Since \( gen(t_a) = gen(t_c)^{t_a} \) and it is not possible that \( gen(t_a)(\lambda^r) = true \) and \( gen(t_a)(\lambda^p) = false \). We conclude that \( gen(t_a)(\lambda^p) = \bot \). We choose some variable \( v \in V \) s.t. \( \lambda^p(v) = \bot \) and \( v \) effects the evaluation of \( gen(t_a) \) and refine \( C^A \) w.r.t. \( v \). We present how to refine \( C^A \) w.r.t. some variable \( v \) (as described above, in Case 2).

2. If for some \( \beta \in \{1, ..., g\} \), \( s \in S_t(A^\beta) \) (\( s \) is an abstracted state). Since \( c^r \preceq c^p \) then \( \Delta(A^\beta) \cap \omega^p_t \neq \emptyset \). We conclude that \( \omega^p_{str} \in \omega^p_t \) (this is the only state in \( \Delta(A^\beta) \) without a null transition). We separate between different cases.

- If \( \rho^r_t = \epsilon \) and for every abstracted variable \( v \in V(A^\beta) \), \( \lambda^p(v) = \bot \): this means that the abstraction has been traversed. It is possible that the concrete model might reach a stable state after traversing abstracted transitions without \( GEN \). Recall that these transitions do not have a matching transition in the abstraction. Continue from \( C^r \) the RTC step on abstracted transitions (transitions \( t' \in TR(A^\beta) \)), as long as it is on transitions without \( GEN \). Since the by definition of the abstraction, these transitions can only modify variables from \( V(A^\beta) \), which have the value \( \bot \) in \( \lambda^p \), then on all such reachable configurations \( C^r \leq C^p \). When cannot progress anymore, check \( stable(c^r_t, C^r) \). If for one of the reachable configurations \( stable(c^r_t, C^r) = true \) then we define \( step^r = EndRTC(j, \epsilon) \) and clearly \( C^{r+1} \preceq C^{p+1} \). Otherwise, there exists \( s' \in \omega^p_t \) and \( t'_c \in TR_t \) where \( src(t'_c) = s' \) s.t. \( trig(t'_c) = \epsilon \) and \( gen(t'_c)(\lambda^r) = true \). * If \( s' \in S^A_t \): then \( s' \in \omega^p_t \), and there exists a transition \( t'_a \in TR^A_t \) s.t. \( src(t'_a) = s' \), \( trig(t'_a) = trig(t'_c) = \epsilon \) and \( gen(t'_a) = gen(t'_c) \). Since \( stable(c^p_t, C^p) \in \{false, true\} \) and since for every \( v \in V \), either \( \lambda^p(v) = \bot \) or \( \lambda^p(v) = \lambda^r(v) \), then \( gen(t'_a)(\lambda^p) = \bot \). We choose some variable \( v \in V \) s.t. \( \lambda^p(v) = \bot \) and \( v \) effects the evaluation of
grd(t'_a) and refine Γ\(^A\) w.r.t. \(v\).

* If \(s' \notin S_l^A\): then for some \(\gamma \in \{1, ..., g\}\), \(s' \in S_l(A_\gamma)\). We refine the abstraction by removing \(s'\) from \(S_l(A_\gamma)\).

- Otherwise: we refine the abstraction by removing \(s\) from \(S_l(A_\beta)\).

\[ \text{step}^{lp} = \text{TRANS}(j, (t'_1, ..., t'_q)) \]

For every \(i \in \{1, ..., q\}\) we match transition \(t'_i\) with (possibly more than one) transition \(t_i \in TR_t\).

1. If \(src(t'_i) \in S_l\): Then \(src(t'_i) \in \omega_l^i\). By definition of the abstraction, there exists a matching transition \(t \in TR_t\) s.t. \(src(t) = src(t'_i)\), \(trig(t) = trig(t'_i)\), \(grd(i) = grd(t'_i)\), and \(act(t) = act(t'_i)\) = skip (since \(trig(t'_i) = \rho_i^{lp} \neq \epsilon\)). If \(enabled(t, C^r) = true\) then we define \(t_i = t\).

Otherwise, if \(enabled(t, C^r) = false\), then we need to refine. We separate between the different cases that can cause \(enabled(t, C^r) = false\) and \(enabled(t'_i, C^{lp}) \in \{\perp, true\}\):

- For every \(t' \in TR_t\) s.t. \(src(t') \prec src(t)\) and \(src(t') \in \omega_l^i\) it holds that \(enabled(t', C^r) = false\): Since \(\rho_l^i = \rho_i^{lp}\), this means that \(grd(t'_i)(\lambda^{lp}) \in \{\perp, true\}\) and \(grd(t)(\lambda^r) = false\). Since \(\lambda^r \preceq \lambda^{lp}\) we conclude that \(grd(t'_i)(\lambda^{lp}) = \perp\). We choose some variable \(v \in V\) s.t. \(\lambda^{lp}(v) = \perp\) and \(v\) effects the evaluation of \(grd(t'_i)\) and refine \(\Gamma^A\) w.r.t. \(v\).

- There exists \(t' \in TR_t\) s.t. \(src(t') \prec src(t)\), \(src(t') \in \omega_l^i\) and \(enabled(t', C^r) = true\).
  (a) If \(src(t') \in \omega_l^{lp}\), then by definition of the abstraction, there exists \(t'_a \in TR_l^A\) s.t. \(src(t'_a) = src(t')\), \(trig(t'_a) = trig(t'_i)\), \(grd(t'_a) = grd(t'_i)\). Since \(\rho_l^i = \rho_i^{lp}\), this means that \(grd(t'_a)(\lambda^{lp}) \in \{false, \perp\}\) and \(grd(t'_i)(\lambda^r) = true\). Since \(\lambda^r \preceq \lambda^{lp}\) we conclude that \(grd(t'_a)(\lambda^{lp}) = \perp\). We choose some variable \(v \in V\) s.t. \(\lambda^{lp}(v) = \perp\) and \(v\) effects the evaluation of \(grd(t'_a)\) and refine \(\Gamma^A\) w.r.t. \(v\).

(b) If \(src(t') \notin \omega_l^{lp}\), then by definition of the abstraction, \(src(t') \in S_l(A_\beta)\) for some \(\beta \in \{1, ..., g\}\). Also, by defini-
tion of the simulation, \( \Delta(\mathcal{A}^3) \cap \omega^p \neq \epsilon \). We refine the abstraction by removing \( \text{src}(t') \) from \( S_l(\mathcal{A}^3) \).

2. If \( \text{src}(t'') \notin S_l \): Then \( \text{src}(t'') \notin \omega^r \). Since \( \text{trig}(t'') = \rho''_l \neq \epsilon \), then \( \text{src}(t'') = a^\beta_{\text{str}} \) for some \( \beta \in \{1, ..., g\} \).
   - If \( \text{trgt}(t'') = a^\beta_{\text{str}} \): If there exists a maximal set of orthogonal and enabled transitions \( t'_1, ..., t'_{q'} \in TR_l(\mathcal{A}^3) \), then \( t_i \) is defined by \( t'_1, ..., t'_{q'} \).
     
     If no such set of transitions exist, then we need to refine. Refine by removing a state \( s' \in S_l(\mathcal{A}^3) \cap \omega^r \) from \( S_l(\mathcal{A}^3) \).
   - Otherwise, this means that either (1) \( \text{trgt}(t'') = a^\gamma_{\text{str}} \) for \( \gamma \in \{1, ..., g\} \) and \( \gamma \neq \beta \), or (2) for every \( \gamma \in \{1, ..., g\} \), \( \text{trgt}(t'') \notin S_l(\mathcal{A}^3) \) (\( \text{trgt}(t'') \in S_l \)). By definition of the abstraction, there exists a matching transition \( t' \in TR_l \) s.t. \( \text{src}(t') \in S_l(\mathcal{A}^3) \), \( \text{trig}(t') = \text{trig}(t'') \), and
     - if \( \text{trgt}(t'') = a^\gamma_{\text{str}} \) then \( \text{trgt}(t') \in S_l(\mathcal{A}^3) \)
     - if \( \text{trgt}(t'') = S_l \) then \( \text{trgt}(t') = \text{trgt}(t'') \)

   Also, by definition of the abstraction, \( \text{grd}(t'') = \text{grd}(t') \& \perp \).

(a) If \( \text{src}(t') \in \omega^r \) and \( \text{enabled}(t', C^r) = \text{true} \): then define \( t_i = t' \).

(b) If \( \text{src}(t') \in \omega^r \) and \( \text{enabled}(t', C^r) = \text{false} \): then need to refine.

   We separate between the different cases that can cause \( \text{enabled}(t', C^r) = \text{false} \) and \( \text{enabled}(t'', C'' \notin \{\perp, \text{true}\}) \):

   * For every \( t'' \in TR_l \) s.t. \( \text{src}(t'') \prec \text{src}(t') \) it holds that \( \text{enabled}(t'', C'') = \text{false} \): Since \( \rho''_l = \rho''_l \), this means that \( \text{grd}(t')(\lambda''_p) \in \{\perp, \text{true}\} \) and \( \text{grd}(t')(\lambda''_p) = \text{false} \).
     
     Since \( \lambda''_p \leq \lambda''_p \) we conclude that \( \text{grd}(t')(\lambda''_p) = \perp \). We choose some variable \( v \in V \) s.t. \( \lambda''_p(v) = \perp \) and \( v \) effects the evaluation of \( \text{grd}(t') \) and refine \( \Gamma^A \) w.r.t. \( v \).

   * There exists \( t'' \in TR_l \) s.t. \( \text{src}(t'') \prec \text{src}(t') \), \( \text{src}(t''') \in \omega^r \) and \( \text{enabled}(t'', C'' = \text{true} \) By definition of the abstraction, \( \text{src}(t'') \in S_\alpha(\mathcal{A}^3) \). We refine the abstraction by removing \( \text{src}(t'') \) from the abstracted states.

(c) If \( \text{src}(t') \notin \omega^r \), then need to refine. Remove \( \text{src}(t') \) from \( S_\alpha(\mathcal{A}^3) \).
We define \( \text{step}' = TRANS(j, (t_1, \ldots, t_q)) \). For every such transition, since \( \rho_i' \neq \epsilon \), then for every \( i \in \{1, \ldots, q\} \), either \( \text{act}(t_i) = \text{skip} \) or \( \text{act}(t_i) \) changes the value of \( cg \) variables. By definition of the abstraction, for every \( i \in \{1, \ldots, q\} \), \( \text{act}(t_i') \) possibly sets the value of variables from \( V \) to \( \bot \) and changes the value of \( cg \) variables. Since \( C^r \preceq C^p \), then clearly \( C^{r+1} \preceq C^{p+1} \).

- \( \text{step}^p = TRANS(j, t_a) \)

Assume \( id_j' = id_j^p = l \) and \( \text{src}(t_a) = s \). We know that \( enabled(t_a, C^p) \in \{true, \bot\} \). We separate to the following different cases:

1. If \( \text{src}(t_a) \in \omega_i^s \)
2. If \( \text{src}(t_a) \notin \omega_i^s \) and for some \( \beta \in \{1, \ldots, g\} \), \( \text{src}(t_a) = a^\beta_{\text{end}} \)
3. If \( \text{src}(t_a) \notin \omega_i^s \) and for some \( \beta \in \{1, \ldots, g\} \), \( \text{src}(t_a) = a^\beta_i \)
4. If \( \text{src}(t_a) \notin \omega_i^s \) and for some \( \beta \in \{1, \ldots, g\} \), \( \text{src}(t_a) = a^\beta_{\text{strt}} \)

1. If \( \text{src}(t_a) \in \omega_i^s \): By definition of the abstraction, there exists a matching transition \( t \in TR_i \) s.t. \( \text{src}(t) = \text{src}(t_a) \), \( \text{trig}(t) = \text{trig}(t_a) \), and \( \text{grd}(t) = \text{grd}(t_a) \). If \( enabled(t, C^r) = true \) then we define \( \text{step}' = TRANS(j, t) \). By definition of the abstraction, \( \text{act}(t_a) \) differs from \( \text{act}(t) \) in the following:
   - \( \text{act}(t_a) \) might include manipulation of \( cg \) variables
   - assignments of type \( v = e \) in \( \text{act}(t) \) might be replaced with “\( \text{if} (\text{isIn}(\mathcal{A})) v = \bot; \text{ else } v = e; \)” in \( \text{act}(t_a) \).

Since \( C^r \preceq C^p \) and specifically \( \lambda^r \preceq \lambda^p \), then clearly \( \text{act}(t)(\lambda^r, C^r) \preceq \text{act}(t_a)(\lambda^p, C^p) \). By definition of the matching transition, either \( \text{trgt}(t_a) = \text{trgt}(t) \) or \( \text{trgt}(t_a) = a^\beta_{\text{strt}} \) and \( \text{trgt}(t) \in \mathcal{A}^\beta \). Thus, we can conclude that \( C^{r+1} \preceq C^{p+1} \).

Otherwise, if \( enabled(t, C^r) = false \), then we need to refine. We separate between the different cases that can cause \( enabled(t, C^r) = false \) and \( enabled(t_a, C^p) \in \{\bot, true\} \):

- For every \( t' \in TR_i \) s.t. \( \text{src}(t') \bowtie \text{src}(t) \) and \( \text{src}(t') \in \omega_i^s \) it holds that \( enabled(t', C^r) = false \): Since \( \rho_i' = \rho_i^p \), this means that \( \text{grd}(t_a)(\lambda^p) \in \{\bot, true\} \) and \( \text{grd}(t)(\lambda^r) = false \). Since \( \lambda^r \preceq \lambda^p \) we conclude that \( \text{grd}(t_a)(\lambda^p) = \bot \). We choose
some variable $v \in V$ s.t. $\lambda^p(v) = \bot$ and $v$ effects the evaluation of $\text{grd}(t_a)$ and refine $\Gamma^A$ w.r.t. $v$.

There exists $t' \in TR_l$ s.t. $\text{src}(t') \triangleleft src(t)$, $src(t') \in \omega^*_l$ and $\text{enabled}(t', C_r) = \text{true}$.

(a) If $src(t') \in \omega^*_l$, then by definition of the abstraction, there exists a matching transition $t'_a \in TR^A_l$ s.t. $src(t'_a) = src(t')$, $\text{trig}(t') = trig(t'_a)$, $\text{grd}(t') = \text{grd}(t'_a)$. Since $\rho^*_l = \rho^p_l$, this means that $\text{grd}(t'_a)(\lambda^p) \in \{ \text{false}, \bot \}$ and $\text{grd}(t')(\lambda^p) = \text{true}$. Since $\lambda^r \preceq \lambda^p$ we conclude that $\text{grd}(t'_a)(\lambda^p) = \bot$. We choose some variable $v \in V$ s.t. $\lambda'p(v) = \bot$ and $v$ effects the evaluation of $\text{grd}(t'_a)$ and refine $\Gamma^A$ w.r.t. $v$.

(b) If $src(t') \notin \omega^*_l$, then by definition of the abstraction, $src(t') \in S(A^\beta)$ for $\beta \in \{1, \ldots, g\}$. Since $c_i^* \preceq c_i^p$, this means that $a_{strt}^\beta \in \omega^*_l$ (it is not possible that one of $\Delta(A^\beta) \setminus \{ a_{strt}^\beta \}$ is in $\omega^*_l$ since these states have null outgoing transitions, and thus $\text{enabled}(t_a, C^p) = \text{false}$). We separate between two cases, whether or not the abstraction has been traversed.

* If there exists an abstracted variable $v \in V(A^\beta)$ s.t. $\lambda^p(v) \neq \bot$: this means that the abstraction has just been entered. We refine the abstraction by removing $src(t')$ from the abstracted states.

* If for every abstracted variable $v \in V(A^\beta)$, $\lambda^p(v) = \bot$: this means that the abstraction has been traversed. It is possible that the concrete model might reach a state where $\text{enabled}(t, C^r) = \text{true}$ after traversing abstracted transitions without $\text{GEN}$. Continue from $C^r$ the RTC step on abstracted transitions (transitions $t' \in TR(A^\beta)$), as long as it is on transitions without $\text{GEN}$. Since by the definition of the abstraction, these transitions can only modify variables from $V(A^\beta)$, which have the value $\bot$ from the abstraction, then on all such reachable configurations $C^r \preceq C^p$. For every such reachable $C^r$, if $\text{enabled}(t, C^r)$ then we define $\text{step}^r = \text{TRANS}(j, t)$.
Otherwise, if on all possible reachable configurations $C^r$, it holds that $\text{enabled}(t, C^r) = false$, then we need to refine.

- If for some reachable configuration $C^r$, and for every $t'' \in TR_l$ s.t. $\text{src}(t'') < \text{src}(t)$ and $\text{src}(t'') \in \omega^r_l$, it holds that $\text{enabled}(t'', C^r) = false$, then this means that $\text{grd}(t)(\lambda^r) = false$. Since $\text{enabled}(t_a, C^p) = true$, then $\text{grd}(t_a)(\lambda^p) \in \{\bot, true\}$. Since $\lambda^r \preceq \lambda^p$, we conclude that $\text{grd}(t_a)(\lambda^p) = \bot$. We choose some variable $v \in V$ s.t. $\lambda^p(v) = \bot$ and $v$ effects the evaluation of $\text{grd}(t_a)$ and refine $\Gamma^A$ w.r.t. $v$.

- Otherwise, refine the abstraction by removing $\text{src}(t')$ from the abstracted states.

2. If $\text{src}(t_a) \not\in \omega^r_l$ and for some $\beta \in \{1, \ldots, g\}$, $\text{src}(t_a) = a^\beta_{\text{end}}$. By definition of the abstraction, $\text{trgt}(t_a) = a^\beta_{\text{strt}}$. Continue on step$^p$ without matching a step on $\pi$. It holds that $C^r \preceq C^{p+1}$.

3. If $\text{src}(t_a) \not\in \omega^r_l$ and for some $\beta \in \{1, \ldots, g\}$, $\text{src}(t_a) = a^\beta_i$: By definition of the abstraction, $\text{trgt}(t_a)$ is either $a^\beta_{\text{end}}$ or $a^\beta_{i+1}$.
   - If $\text{trgt}(t_a) = a^\beta_{\text{end}}$: Continue on step$^p$ without matching a step on $\pi$. It holds that $C^r \preceq C^{p+1}$.
   - If $\text{trgt}(t_a) = a^\beta_{i+1}$: By definition of the abstraction, $\text{act}(t_a) = \text{GEN}(\text{EV}(A^\beta))$. Assume the event generated on step$^p$ is $ev \in \text{EV}(A^\beta)$. Continue from $C^r$ the RTC step on abstracted transitions (transitions $t' \in TR(A^\beta)$), as long as it is on transitions without $\text{GEN}$. Since by the definition of the abstraction, these transitions can only modify variables from $V(A^\beta)$, which have the value $\bot$ from the abstraction, then on all of them $C'^r \preceq C^p$. On every such reachable $C'^r$, if there exists a transition $t'_{\text{c}} \in TR(A^\beta)$ where $\text{GEN}(ev) \in \text{act}(t'_{\text{c}})$ and $\text{enabled}(t'_{\text{c}}, C'^r) = true$ then step$^{r'} = \text{TRANS}(j, t'_{\text{c}})$. For same reasoning as before, $C'^{r+1} \preceq C^{p+1}$.

Otherwise, if on all possible reachable configurations $C^{r'}$ no such $t'_{\text{c}}$, then need to refine. For some $s \in \omega^r_l$ s.t. $s \in S_t(A^\beta)$, remove $s$ from $S_t(A^\beta)$.

4. If $\text{src}(t_a) \not\in \omega^r_l$ and for some $\beta \in \{1, \ldots, g\}$, $\text{src}(t_a) = a^\beta_{\text{strt}}$: We
separate between the different cases for $\text{trgt}(t_a)$

- $\text{trgt}(t_a) = a_1^{\beta}$. Since $\rho_t^{\lambda_p} = \epsilon$, then $t_a = \tau_2^{\beta}$. For every abstracted transition $t \in TR(A^{\beta})$ s.t. $\text{enabled}(t,C^r)$ define $\text{step}^r = TRANS(j,t)$. By definition of the abstraction, $modif(t) \subseteq V(A^{\beta})$. Since for every $v \in V(A^{\beta})$, $\lambda^{\beta+1}(v) = \bot$, and since $C^r \preceq C^{\lambda_p}$, then $C^r \preceq C^{\beta+1}$.

Otherwise, if no such $t$ exists, then need to refine. For some $s \in \omega_t^r$ s.t. $s \in S_t(A^{\beta})$, remove $s$ from $S_t(A^{\beta})$.

- Otherwise: This means that either (1) $\text{trgt}(t_a) \in S_t$ or (2) $\text{trgt}(t_a) = a_{\gamma_{\text{str}}}^*$ for $\gamma \in \{1, ..., g\}$ and $\gamma \neq \beta$: By definition of the abstraction, there exists a matching transition $t \in TR_l$ s.t. $src(t) \in S_t(A^{\beta})$, $trig(t) = trig(t_a)$, and $grd(t_a) = grd(t) \land \bot$.

(a) If $src(t) \in \omega_t^r$ and $\text{enabled}(t,C^r) = \text{true}$: then define $\text{step}^r = TRANS(j,t)$.

By definition of the abstraction construction, $act(t_a)$ differs from $act(t)$ in the following:

* $act(t_a)$ might include manipulation of $cg$ variables

* assignments of type $v = e$ in $act(t)$ might be replaced with “if ($isIn(A)$) $v = \bot$; else $v = e$;” in $act(t_a)$.

Since $C^r \preceq C^{\lambda_p}$ and specifically $\lambda^r \preceq \lambda^{\lambda_p}$, then clearly $act(t)(\lambda^r,C^r) \preceq act(t_a)(\lambda^{\lambda_p},C^{\lambda_p})$. By definition of the matching transition, either $\text{trgt}(t_a) = \text{trgt}(t)$ or $\text{trgt}(t_a) = a_{\gamma_{\text{str}}}^*$ and $\text{trgt}(t) \in A^\gamma$. Thus, we can conclude that $C^{r+1} \preceq C^{\lambda_p+1}$.

(b) If $src(t) \in \omega_t^r$ and $\text{enabled}(t,C^r) = \text{false}$: then need to refine. We separate between the different cases that can cause $\text{enabled}(t,C^r) = \text{false}$ and $\text{enabled}(t_a,C^{\lambda_p}) \in \{\bot, \text{true}\}$:

* For every $t' \in TR_l$ s.t. $src(t') < src(t)$ it holds that $\text{enabled}(t',C^r) = \text{false}$: Since $\rho_t^{r} = \rho_t^{\lambda_p}$, this means that $grd(t)(\lambda^{\lambda_p}) \in \{\bot, \text{true}\}$ and $grd(t)(\lambda^r) = \text{false}$. Since $\lambda^r \preceq \lambda^{\lambda_p}$ we conclude that $grd(t)(\lambda^{\lambda_p}) = \bot$. We choose some variable $v \in V$ s.t. $\lambda^{\lambda_p}(v) = \bot$ and $v$ effects the evaluation of $grd(t_a)$ and refine $\Gamma^A$ w.r.t. $v$. 88
* There exists $t' \in TR_l$ s.t. $src(t') \triangleleft src(t)$, $src(t') \in \omega_f^l$ and $enabled(t', C') = true$. By definition of the abstraction $src(t') \in S_l(A^\beta)$. We refine the abstraction by removing $src(t')$ from $S_l(A^\beta)$.

(c) If $src(t) \not\in \omega_f^l$, then we need to refine. For some $s \in \omega_f^l$ s.t. $s \in S_l(A^\beta)$, remove $s$ from $S_l(A^\beta)$.

5.5 Conclusion

In this work we presented a CEGAR-like method for abstraction and refinement of behavioral UML systems.

It is important to note that our framework is completely automatic. An initial abstraction can be one that abstracts entire state machines, based on the given property. We presented a basic and automatic refinement method. Heuristics can be applied during the refinement stage in order to converge in less iterations. For example, when refining due to a variable $v$ whose value is $\bot$, we can refine by adding all abstracted transitions that modify $v$ (or $v$’s cone-of-influence). Note, however, that there always exists a tradeoff between quick convergence and the growth in size of the abstract system.
Chapter 6

Learning-Based Compositional Verification of Behavioral UML Systems

In this chapter we present a novel approach for learning-based compositional verification of behavioral UML systems.

One of the most appealing approaches to fighting the high time and memory requirements of model checking is compositional model checking, where parts of the system are verified separately in order to avoid the construction of the entire system and to reduce the model checking cost. The Assume-Guarantee (AG) paradigm [30, 44, 26] suggests how to verify a component based on an assumption on the behavior of its environment, which consists of the other system components. The environment is then verified in order to guarantee that the assumption is actually correct.

Learning [2] has been a major technique to construct assumptions for the AG paradigm automatically. An automated learning-based AG framework was first introduced in [15]. It uses iterative AG reasoning, where in each iteration an assumption is constructed and checked for suitability, based on learning and on model checking. Many works suggest optimizations of the basic framework and apply it in the context of different AG rules ([7, 23, 57, 20, 39, 28, 5, 14, 43, 9]).

In this chapter we propose a framework for automated learning-based AG reasoning for behavioral UML systems. Our framework is similar to
the one presented in [15], with the main difference being that our framework
remains at the state machine level. That is, the system’s components are
state machines, and the learned assumptions are state machines as well.
This is in contrast to [15], where the system’s components and the learned
assumptions are all presented as Labeled Transition Systems (LTSs).

A naive implementation of our framework might translate a given be-
havioral UML system into LTSs and apply the algorithm from [15] on the
result. However, due to the hierarchical and orthogonal structure of state
machines such translation would result in LTSs that are exponentially larger
than the original UML system. Moreover, state machines communicate via
event queues. Such translation must also include the event queues, which
would also increase the size of the LTSs by an order of magnitude. We
therefore choose to define a framework for automated learning-based AG
reasoning directly on the state machine level. Another important advantage
of working with state machines is that it enables us to exploit high level
information to make the learning much more efficient. It also enables us
to apply model checkers designed for behavioral UML systems. Such model
checkers take into account the specific structure and semantics of UML,
and are therefore more efficient than model checkers designed for low-level
representations (such as Kripke structures or LTSs).

We use the standard AG rule below, where M₁ and M₂ are UML state
machines. We replace ⟨A⟩ with [A], to emphasize that A is a state machine
playing the role of an assumption on the environment of M₁. The first
premise (Step 1) holds iff A||M₁ satisfies ϕ, and the second one (Step 2)
holds iff every execution of M₂ has a representative in A. Together they
guarantee that M₁||M₂ satisfies ϕ.

Rule AG-UML

\[
\begin{align*}
\text{(Step 1)} & \quad [A] M₁ ⟨ϕ⟩ \\
\text{(Step 2)} & \quad ⟨true⟩ M₂ [A] \\
\hline
& \quad ⟨true⟩ M₁||M₂ ⟨ϕ⟩
\end{align*}
\]

We assume ϕ is a safety property, and use the learning algorithm L⁺ [2,
50] to iteratively construct assumptions Aᵢ until both premises of the rule
hold for Aᵢ, implying M₁||M₂ ⊨ ϕ, or until a real counterexample is found,
demonstrating that M₁||M₂ ⊭ ϕ.

We exploit the notion of RTC steps for defining the alphabet Σ of the
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learned assumptions. We define an alphabet over sequences of events, where
a letter (i.e., a sequence of events) represents a single RTC step of the
assumption. A word $w$ over these letters corresponds to an execution of
the assumption. It also represents the equivalence class of all executions of
the checked system, which are interleaved with $w$. Our alphabet is defined
based on statically analyzing the behavior of $M_2$.

Learning words over sequences of events makes $L^*$ highly efficient, as it
avoids learning sequences that can never occur in $M_2$ and therefore should
not be considered in an assumption. Moreover, our learning is executed
w.r.t. equivalence classes of executions. Even though our learning process is
over equivalence classes, we show that our framework is sound and complete.
That is, we do not lose information from grouping executions according to
their representative word.

The remainder of the chapter is organized as follows. Some background
on AG reasoning is given in Section 6.1. Representing UML computations
and execution as words is defined in Section 6.2. In Section 6.3 we
present our basic framework, implementing Rule AG-UML for UML sys-
tems. Sections 6.4 and 6.5 extend the framework to a more general setting.
We conclude in Section 6.6.

6.1 Preliminaries

6.1.1 Assume Guarantee Reasoning and Compositional Ver-
ification

[15] presents a framework for automatically constructing assumption $A$ in
an iterative fashion for applying the standard AG rule, where $M_1$ and $M_2$
are LTSs and $\varphi$ is a safety property. At each iteration $i$, an assumption $A_i$
is constructed. Afterwards, Step 1 ($\langle A_i \rangle M_1 \langle \varphi \rangle$) is applied in order to check
whether $M_1$ guarantees $\varphi$ in an environment that satisfies $A_i$. A false
result means that this assumption is too weak, i.e., $A_i$ does not restrict the
environment enough for $\varphi$ to be satisfied. Thus, the assumption needs to
be strengthened (which corresponds to removing behaviors from it) with the
help of the counterexample produced by Step 1. If Step 1 returns true then
$A_i$ is strong enough for the property to be satisfied. To complete the proof,
Step 2 ($\langle true \rangle M_2 \langle A_i \rangle$) must be applied to discharge $A_i$ on $M_2$. If Step 2
returns true, then the compositional rule guarantees \( \langle \text{true} \rangle M_1 || M_2 \langle \varphi \rangle \). That is, \( \varphi \) holds in \( M_1 || M_2 \). If it returns false, further analysis is required to identify whether \( M_1 || M_2 \) violates \( \varphi \) or whether \( A_i \) is stronger than necessary. Such analysis is based on the counterexample returned by Step 2. If \( A_i \) is too strong it must be weakened (i.e., behaviors must be added) in iteration \( i + 1 \). The new assumption may be too weak, and thus the entire process must be repeated.

The framework in [15] uses a learning algorithm for generating assumptions \( A_i \) and a model checker for verifying the two steps in the rule.

6.1.2 The \( L^* \) Algorithm

The learning algorithm used in [15] was developed by [2], and later improved by [50]. The algorithm, named \( L^* \), learns an unknown regular language and produces a minimal deterministic finite automaton (DFA) that accepts it. Let \( U \) be an unknown regular language over some alphabet \( \Sigma \). In order to learn \( U \), \( L^* \) needs to interact with a Minimally Adequate Teacher, called Teacher. A Teacher must be able to correctly answer two types of questions from \( L^* \). A membership query, consists of a string \( w \in \Sigma^* \). The answer is true if \( w \in U \), and false otherwise. A conjecture offers a candidate DFA \( C \) and the Teacher responds with true if \( L(C) = U \) (where \( L(C) \) denotes the language of \( C \)) or returns a counterexample, which is a string \( w \) s.t. \( w \in L(C) \setminus U \) or \( w \in U \setminus L(C) \).

6.2 Representing Executions as Words

A behavioral UML system with \( n \) state machines is denoted \( \Gamma = M_1 || ... || M_n \). We assume state machines communicate only through events (all variables are local), and assume also that every RTC step is finite. These assumptions enable us to define sequences of events representing a single RTC step, which will be the letters of our alphabet (formally defined later).

Recall that according to the semantics of RTC steps, only the first transition may consume an event. An exception is the case of orthogonal regions that share the same trigger. As mentioned in Chapter 3, these transitions are executed simultaneously. Since the semantics of simultaneous execution is unclear, we assume that the actions of transitions in orthogonal regions
labeled with the same trigger do not affect other transitions. That is, firing them in any order yields the same effect on the system.

For simplicity of presentation, we assume the following restrictions: (a) EQs are implemented as FIFOs, (b) Transitions with triggers do not generate events, and each transition may generate at most one event, (c) A state machine does not generate events to itself, (d) An event $e$ cannot be generated by more than one state machine, and (e) Each state machine runs in a separate thread\textsuperscript{1}.

Given a state machine $M$, $Con(M)$ and $Gen(M)$ denote the events that $M$ can consume and generate, respectively. An over-approximation of these sets can be found by static analysis. Recall that the events of a system include events sent by a state machine in the system denoted $EV_{sys}$, and events sent by the “environment” of the system denoted $EV_{env}$. For a system $\Gamma$, $EV_{sys}(\Gamma) = \text{Gen}(M_1) \cup \ldots \cup \text{Gen}(M_n)$, and $EV_{env}(\Gamma) = \{\text{Con}(M_1) \cup \ldots \cup \text{Con}(M_n)\} \setminus \{\text{Gen}(M_1) \cup \ldots \cup \text{Gen}(M_n)\}$. We denote $EV(\Gamma) = EV_{sys}(\Gamma) \cup EV_{env}(\Gamma)$. We assume the most general environment, that can send any environment event at any time. Note that the environment of a system might send events that will always be discarded by the target state machine. Since we are handling safety properties, such behaviors do not affect the satisfaction of the property, and we can therefore ignore them.

Let $\pi = C^0, step^0, C^1, \ldots$ be a computation of $\Gamma$. Based on the above assumptions on $\Gamma$, each $step^i$ in $\pi$ can be labeled by at most one of $tr(e)$ and $gen(e)$, where $tr(e)$ denotes that when moving from $C^i$ to $C^{i+1}$ event $e$ was dispatched to the target state machine (i.e., $step^i = \text{DISP}(j,e)$), and $gen(e)$ denotes that event $e$ was either generated by a state machine in $\Gamma$ if $e \in EV_{sys}(\Gamma)$ (i.e., $step^i = \text{TRANS}(j,t)$ and $\text{GEN}(e) \in \text{act}(t)$) or sent by the environment of $\Gamma$ if $e \in EV_{env}(\Gamma)$ (i.e, $step^i = \text{ENV}(j,e)$). Note that it is possible that a $step$ is denoted with neither (labeled with $\epsilon$).

Note that events are always generated before they are dispatched. Also, since the EQs are FIFOs, then if $e$ was generated before $e'$ and the target of both events is $M$, then $e$ will be dispatched before $e'$. Given a set of events $EV$, a sequence of labels over $\{tr(e), gen(e) | e \in EV\}$ is an execution over $EV$ if it adheres to the above ordering requirements. For an execution $ex$, we define a mapping function that guarantees the ordering requirements.

\textsuperscript{1}The case where several state machines run on the same thread is simpler, however presentation of both is cumbersome. We present only the more complex case.
Definition 6.1 Let $EV$ be a set of events, and let $ex$ be an execution over $EV$. There exists a one-to-one function $\gamma : \{i | f_i = tr(e)\} \rightarrow \mathbb{N}$ that maps each $tr(e)$ occurrence in $ex$ to its matching $gen(e)$:

1. $\gamma(i) < i$
2. If $f_i = tr(e)$ then $f_{\gamma(i)} = gen(e)$.
3. If there exist $i < i'$ s.t. $f_i = tr(e)$, $f_{i'} = tr(e')$, and $e, e'$ are dispatched to the same $M_j$, then $\gamma(i) < \gamma(i')$.

$\gamma$ is the matching function of $ex$.

A computation matches an execution $ex$ if $ex$ is the sequence of non-$\epsilon$ labels of the computation. We denote the set of executions of $\Gamma$ by $L_{ex}(\Gamma)$. Note that every computation matches a single execution. However, different computations may match the same execution.

Example 6.2 Consider the system $\Gamma = server||client$ where server and client are presented in Figures 6.1 and 6.2, respectively. Then $gen(e_1), tr(e_1), gen(req_1), tr(req_1), gen(grant_1) \in L_{ex}(\Gamma)$. However, $gen(e_1), tr(e_1), gen(cancel_1) \notin L_{ex}(\Gamma)$, since client, when in initial state, cannot generate $cancel_1$ after consuming $e_1$.

From here on we do not address computations of a system, and consider only executions. We say that “execution $ex$ satisfies a property $\varphi$” iff all computations that match $ex$ satisfy $\varphi$. Let $EV' \subseteq EV$ be a set of events,
and $ex$ be an execution over $EV$. The projection of $ex$ w.r.t. $EV'$, denoted $ex \downharpoonright_{EV'}$, is the projection of $ex$ on $\{\text{tr}(e), \text{gen}(e)\mid e \in EV'\}$.

A system can include a single state machine $M$. This is a system where all events consumed by $M$ are generated by the environment. By abuse of notation, we denote by $L_{ex}(M)$ the set of executions of a system that includes the single state machine $M$. The following lemma is a result of the fact that state machines communicate only through events.

**Lemma 6.3** Let $\Gamma = M_1 || \ldots || M_n$, let $ex$ be an execution over $EV(\Gamma)$, and let $\gamma$ be the matching function of $ex$. Then, $ex \in L_{ex}(\Gamma)$ iff for every $i \in \{1, \ldots, n\}$, $ex \downharpoonright_{EV(M_i)} \in L_{ex}(M_i)$.

**Proof:** $\implies$ Since state machines do not send events to themselves, then for every $i \in \{1, \ldots, n\}$, $EV_{\text{env}}(M_i) = \text{Con}(M_i)$. Consider $ex \downharpoonright_{EV(M_i)}$. Since state machines communicate only through events, and the events consumed are all generated by the environment, then $ex \downharpoonright_{EV(M_i)} \in L_{ex}(M_i)$.

$\Leftarrow$ The behavior of each state machine is possible by the assumption. The fact that $ex$ is an execution ensures ordering requirements, since there exists a correct mapping function $\gamma(ex)$.

The following lemma is a direct result of Lemma 6.3

Figure 6.2: Example State Machine for Class *client*
Lemma 6.4 Let Sys be a system that includes state machine M. Then, \( L_{ex}(Sys) \downarrow EV(M) \subseteq L_{ex}(M) \).

In order to later apply the \( L^* \) algorithm for learning assumptions on state machines, we first need to define an alphabet.

Definition 6.5 Let \( M \) be a state machine. \( \sigma = (t, (e_1, ..., e_n)) \) is in the alphabet of \( M \), denoted \( \Sigma(M) \), if \( t \in \text{Con}(M) \) and there exists an RTC step of \( M \) that starts by consuming or discarding \( t \), and continues by generating a sequence of events \( e_1, ..., e_n \).

Letters in \( \Sigma(M) \) where \( n \) is 0 are denoted \((t, \epsilon)\). The idea behind our definition is that since the state machines in our systems communicate only through events, the alphabet maintains only the event information of the state machines. Since every RTC is finite, then an over-approximation of \( \Sigma(M) \) can be found by static analysis (by traversing the graph of \( M \)), and the over-approximation is finite.

Example 6.6 Let \( M = \text{client} \) (Figure 6.2). Then \( \Sigma(M) = \{(e_1, (\text{req}_1)), (e_1, (\text{clr}_1, \text{cancel}_1)), (e_1, (\text{cancel}_1)), (e_1, \epsilon), (\text{deny}_1, \epsilon), (\text{deny}_1, (\text{clr}_1)), (\text{grant}_1, e), (e_1, (\text{clr}_1)), (e_1, (\text{cont}_1)), (e_1, \epsilon)\}. For example, \((e_1, (\text{clr}_1, \text{cancel}_1)) \in \Sigma(M)\), resulting from a possible RTC step that starts when \( M \) is in state Req. Also \((e_1, \epsilon) \in \Sigma(M)\), since client can discard \( ev_1 \) (e.g., when in initial state).

For a letter \( \sigma = (t, (e_1, ..., e_n)) \), \( \text{trig}(\sigma) = t \) and \( \text{evnts}(\sigma) = \{e_1, ..., e_n\} \). We extend these notations to the alphabet \( \Sigma \) in the obvious way. Also, \( EV(\Sigma) = \text{trig}(\Sigma) \cup \text{evnts}(\Sigma) \).

Following, we define the relation between executions and words. Intuitively, an execution \( ex \) matches a word \( w \) if the behavior of \( M \) in \( ex \) matches \( w \).

Definition 6.7 Let \( \Gamma \) be a system that includes state machine \( M \), let \( ex = f_1, f_2, ... \in L_{ex}(\Gamma) \), and let \( w = \sigma_1, \sigma_2, ... \in (\Sigma(M))^* \). Let \( \xi_1 = f'_1, f'_2, ... \) be the projection of \( ex \) on \( \{\text{tr}(e) | e \in \text{Con}(M)\} \cup \{\text{gen}(e) | e \in \text{Gen}(M)\} \). Assume also \( \xi_2 = f''_1, f''_2, ... \) is the sequence created from \( w \) by replacing \( \sigma = (t, (e_1, ..., e_n)) \) with \( \text{tr}(t), \text{gen}(e_1), ..., \text{gen}(e_n) \). Then \( ex \) matches \( w \), denoted \( ex \triangleright w \), iff \( \xi_1 = \xi_2 \).
Note that an immediate result of the above definition is that if \( ex \triangleright w \) where \( w \in \Sigma^* \), then adding or removing from \( ex \) occurrences of events not in \( EV(\Sigma) \) results in a sequence \( ex' \) s.t. \( ex' \triangleright w \) still holds. Another important thing to note is that different executions can match the same word \( w \). Thus \( w \) represents all the different executions under which the behavior of \( M \) matches \( w \).

**Example 6.8** Consider execution \( ex = \text{gen}(e_1), \text{tr}(e_1), \text{gen}(\text{req}_1), \text{tr}(\text{req}_1), \text{gen}(\text{grant}_1), \text{tr}(\text{ev}_1) \in L_{ex}(\text{server}||\text{client}) \). We denote with **bold** the parts of the execution that represent behavior of the client. For the word \( w = (e_1, \text{req}_1), (\text{ev}_1, \epsilon) \in (\Sigma(\text{client}))^* \), \( ex \triangleright w \). It also holds that for the execution \( ex' = \text{gen}(e_1), \text{gen}(\text{ev}_1), \text{tr}(e_1), \text{gen}(\text{req}_1), \text{tr}(\text{req}_1), \text{tr}(\text{ev}_1), \text{gen}(\text{grant}_1) \), \( ex' \triangleright w \).

We consider safety properties over events, based on predicates such as \( \text{InQ}(e) \), denoting that \( e \) is in the EQ, \( \text{BeforeQ}(e, e') \) indicating that \( e \) is before \( e' \) in the EQ, and \( \text{gen}(e) \) (or \( \text{tr}(e) \)), indicating that \( e \) is generated (or dispatched). We handle safety properties over \( LTL_x \), which is the Linear-time Temporal Logic (LTL) \([45]\) without the next-time operator. Model checking safety properties can be reduced to handling properties of the form \( AGp \) for a state formula \( p \) ([33]), which means that along every execution path, \( p \) globally holds. That is, every reachable configuration satisfies \( p \). We therefore assume \( \varphi = AGp \). The following theorem states that if an execution \( ex \) satisfies \( Gp \), then adding or removing occurrences that do not influence \( p \), results in an execution that satisfies \( Gp \).

**Theorem 6.9** Let \( ex \) be an execution over \( EV \) and let \( p \) be a property over events \( EV' \subseteq EV \). Then \( ex \models Gp \iff ex\upharpoonright_{EV'} \models Gp \).

**Proof:** Every occurrence of \( ex \) that does not exist in \( ex \upharpoonright_{EV'} \) does not address an event in \( p \). \( p \) considers properties that describe the contents of the event queues only w.r.t. the events in \( p \). Thus, the property can only be affected by occurrences \( \text{tr}(e) \) and \( \text{gen}(e) \) where \( e \) is in \( p \). \( \square \)

### 6.3 AG for State Machines

Our goal is to efficiently adapt the AG framework for UML state machines. Following, we first show that Rule AG-UML (presented in Section ??)
holds for UML state machines, and present a framework for applying Rule AG-UML for UML state machines (Section 6.3.1). We give a detailed description of the framework in sections 6.3.2 and 6.3.3, discuss its correctness in Section 6.3.4, and present a performance analysis in Section 6.3.5.

6.3.1 A Framework For Employing Rule AG-UML and Its Correctness

First, we formally define the meaning of the two premises in Rule AG-UML: \[|A|M(AGp)\] holds iff for every \(ex \in L_{ex}(A||M)\), \(ex \models Gp\). \(M[A]\) holds iff \(EV(A) \subseteq EV(M)\) and for every \(ex \in L_{ex}(M)\), \(ex \models_{EV(A)} \in L_{ex}(A)\).

Theorem 6.10 Let \(M_1, M_2\) and \(A\) be state machines s.t. \(EV(A) \subseteq EV(M_2)\), let \(p\) be a property over events \(EV' \subseteq (EV(A) \cup EV(M_1))\), and let \(\varphi = AGp\). Then Rule AG-UML is sound.

Proof: Assume by means of negation that Step 1 and Step 2 hold, however \((true)M_1||M_2(AGp)\) does not hold. This means that there exists an execution \(ex \in L_{ex}(M_1||M_2)\) s.t. \(ex \not\models Gp\). By Lemma 6.3, \(ex \models_{EV(M_2)} \in L_{ex}(M_2)\). Thus, since Step 2 holds, \(ex \models_{EV(A)} \in L_{ex}(A)\). It also holds (by Lemma 6.3) that \(ex \models_{EV(M_1)} \in L_{ex}(M_1)\).

Since \(ex \models_{EV(M_1)} \in L_{ex}(M_1)\) and \(ex \models_{EV(A)} \in L_{ex}(A)\), then by Lemma 6.3 \(ex \models_{EV(A)\cup EV(M_1)} \in L_{ex}(A||M_1)\), and since Step 1 holds, we can conclude that \(ex \models_{EV(A)\cup EV(M_1)} \models Gp\). Based on Theorem 6.9, \(ex \models Gp\) as well. A contradiction. We then conclude that \((true)M_1||M_2(AGp)\) holds, which means that Rule AG-UML is sound. \(\square\)

We use \(L^*\) to iteratively construct assumptions \(A\), until either both premises of Rule AG-UML hold, or until a real counterexample is found. \(L^*\) learns a language over words, where each word represents an equivalence class of executions.

In order to apply the \(L^*\) algorithm we define \(\Sigma\), the alphabet of the language learned by \(L^*\). Intuitively, \(\Sigma\) includes details of \(M_2\) that are relevant for proving \(\varphi\) with \(M_1\). The alphabet \(\Sigma(M_2)\) (Definition 6.5) may include events of \(M_2\) which are irrelevant. We therefore restrict \(\Sigma(M_2)\) to \(\Sigma\) by keeping only elements of \(EV(M_2)\) that are relevant for the interaction with \(M_1\) and for \(\varphi\).
Definition 6.11 Let $M_1 || M_2$ be a system and $\varphi$ be a safety property. $\Sigma$, the assumption alphabet of $M_2$ w.r.t. $M_1$ and $\varphi$, is the maximal set, s.t. for every $\sigma = (t, (e_{i_1}, ..., e_{i_n})) \in \Sigma$ there exists $\sigma' = (t, (e_1, ..., e_m)) \in \Sigma(M_2)$ s.t. both requirements hold:

1. $(e_{i_1}, ..., e_{i_n})$ is the maximal sub-vector of $(e_1, ..., e_m)$ (i.e., $1 \leq i_1 < i_2 < ... < i_n \leq m$) where each $e_{i_j}$ is consumed by $M_1$ or part of the property $\varphi$.

2. If $t \in EV_{env}(M_1 || M_2)$ and $n = 0$: $(t, \epsilon)$ is included in $\Sigma$ iff either $t$ is part of $\varphi$ or there exists $\sigma_1 = (t, (e_1', ..., e_k')) \in \Sigma$ s.t. $k > 0$.

Example 6.12 Let $\Gamma = server || client$ where server is $M_1$ and client is $M_2$, and let $\varphi = AG(\neg(InQ(grant_1) \land InQ(deny_1))$. The events of $\varphi$ are grant$_1$ and deny$_1$. $\Sigma$, the assumption alphabet of $M_2$ w.r.t. $M_1$ and $\varphi$, is $\{(e_1, (req_1)), (e_1, \epsilon), (grant_1, \epsilon), (deny_1, \epsilon), (e_1, (cancel_1))\}$. Note that although $(deny_1, (clr_1)) \in \Sigma(client)$, since $clr_1$ is not consumed by the server and is not part of $\varphi$, then it is not included in $\Sigma$. Similarly, $(e_1, (clr_1, cancel_1)) \in \Sigma(client)$, but only $(e_1, (cancel_1)) \in \Sigma$. Note also that $\Sigma$ includes all the interface information between client and server. Thus, $(e_1, (req_1)) \in \Sigma$, although neither $e_1$ nor req$_1$ are part of $\varphi$.

We define the notion of weakest assumption in the context of state machines.

Definition 6.13 A language $A_w \subseteq \Sigma^*$ is the weakest assumption w.r.t. $M_1$ and $\varphi$ if the following holds: $w \in A_w$ iff for every execution $ex$ over $EV(\Sigma) \cup EV(M_1)$, if $ex \triangleright w$ and $ex|_{EV(M_1)} \in L_{ex}(M_1)$, then $ex \models G\varphi$.

Assume we could construct a state machine $M_{A_w}$ that represents $A_w$. That is, for every execution $ex$ over $EV(\Sigma)$, $ex \in L_{ex}(M_{A_w})$ iff there exists $w \in A_w$ s.t. $ex \triangleright w$. Then, $M_{A_w}$ describes exactly those executions over $\Sigma$ that when executed with $M_1$ do not violate $G\varphi$. The following theorem states that $\langle true \rangle M_1 || M_2(\varphi)$ holds iff every execution of $M_2$ matches a word in $A_w$.

Theorem 6.14 $\langle true \rangle M_1 || M_2(\varphi)$ holds iff for every execution $ex \in L_{ex}(M_2)$, there exists $w \in A_w$ s.t. $ex \triangleright w$, where $A_w$ is the weakest assumption w.r.t. $M_1$ and $\varphi$. 100
Proof: \(\iff\): We assume that for every execution \(ex \in L_{ex}(M_2)\), there exists \(w \in A_w\) s.t. \(ex \triangleright w\) and show that \(\langle true \rangle M_1 || M_2 \langle \varphi \rangle\).

Let \(ex\) be an execution in \(L_{ex}(M_1||M_2)\). We show that \(ex \models Gp\) (\(\varphi = AGp\)).

Since we know that \(L_{ex}(M_1||M_2) \mid_{EV(M_2)} \subseteq L_{ex}(M_2)\) (Lemma 6.4), then \(ex \mid_{EV(M_2)} \in L_{ex}(M_2)\). From the assumption, there exists \(w \in A_w\) s.t. \(ex \mid_{EV(M_2)} \triangleright w\). Therefore it holds that \(ex \triangleright w\), and also \(ex \mid_{EV(\Sigma) \cup EV(M_1)} \triangleright w\).

We denote \(ex' = ex \mid_{EV(\Sigma) \cup EV(M_1)}\), and thus

1. \(ex'\) is an execution over \(EV(\Sigma) \cup EV(M_1)\)
2. \(ex' \triangleright w\) for \(w \in A_w\).
3. Since \(ex \in L_{ex}(M_1||M_2)\), then \(ex \mid_{EV(M_1)} \in L_{ex}(M_1)\). Clearly, \(ex' \mid_{EV(M_1)} = ex \mid_{EV(M_1)}\) and thus: \(ex' \mid_{EV(M_1)} \in L_{ex}(M_1)\).

We can then conclude, from the definition of \(A_w\), that \(ex' \models Gp\), and based on Theorem 6.9, \(ex \models Gp\) as well.

\(\implies\): Assume by way of contradiction there exists an execution \(ex \in L_{ex}(M_2)\) and no word \(w \in A_w\) s.t. \(ex \triangleright w\). Thus, there exists \(w \in \Sigma^* \setminus A_w\) s.t. \(ex \triangleright w\) (i.e., \(w \notin A_w\)). We show that this means that there exists an execution \(ex'' \in L_{ex}(M_1||M_2)\) s.t. \(ex''\) violates \(Gp\).

If \(w \notin A_w\) then there exists an execution \(ex_1\) over \(EV(\Sigma) \cup EV(M_1)\) s.t. \(ex_1 \mid_{EV(M_1)} \in L_{ex}(M_1)\), \(ex_1 \triangleright w\) and \(ex_1 \models Gp\).

Recall, \(ex \in L_{ex}(M_2)\) and \(ex \triangleright w\). We construct the execution \(ex'\) as the joint execution of \(ex_1\) and \(ex\). Note that the construction of \(ex'\) is not straightforward; \(ex_1\) and \(ex\) both match \(w\), however the other parts of the executions might not match, i.e., the interleaving of \(M_2\) and the environment in \(ex\) may be different from the interleaving of \(M_1\) and \(\Sigma\) in \(ex_1\). Our construction of \(ex'\) actually shows that there exists an interleaving that is possible by both \(M_1\) and \(M_2\), and that still violates \(Gp\).

We first construct the sequence of events generated for \(M_2\) on \(ex\). We denote the \(\gamma\) function that associates the index of the dispatching of event with the index of its generation on execution \(ex\) as \(\gamma(ex)\).

Let \(0 < i_1 < i_2 < \ldots < i_n\) be the indices in \(ex\) where an event was dispatched to \(M_2\) (i.e., for \(j \in \{1, \ldots, n\}\): \(f_{i_j} = tr(e)\)). Then for every \(j \in \{1, \ldots, n - 1\}\), \(\gamma(ex)(i_j) < \gamma(ex)(i_{j+1})\) (by the definition of \(\gamma(ex)\)).

Similarly, we construct a sequence from \(ex_1\) that includes the events that are not dispatched to \(M_1\). I.e., the events which are triggers of \(\Sigma\): Let \(0 < k_1 < k_2 < \ldots < k_m\) be the indices in \(ex_1\) where an event was dis-
patched not to $M_1$ (i.e., for $j \in \{1, ..., m\}$: $f_k = tr(e)$ and $e \in trig(\Sigma)$). Then for every $j \in \{1, ..., m - 1\}$, $\gamma(ex_1)(k_j) < \gamma(ex_1)(k_{j+1})$ (by the definition of $\gamma(ex_1)$).

It is important to note that the sequence $seq(ex_1) = f_{\gamma(ex_1)(k_1)}, \ldots, f_{\gamma(ex_1)(k_m)}$ is a sub-sequence of $seq(ex) = f_{\gamma(ex)(i_1)}, \ldots, f_{\gamma(ex)(i_n)}$, since $ex \triangleright w$ and $ex_1 \triangleright w$. We define a one-to-one function $\hat{\gamma} : \{\gamma(ex_1)(k_1), \ldots, \gamma(ex_1)(k_m)\} \rightarrow \{\gamma(ex)(i_1), \ldots, \gamma(ex)(i_n)\}$ that matches each element in $seq(ex_1)$ with its matching element in $seq(ex)$.

Note also that elements in $seq(ex)$ that are not in $seq(ex_1)$ are events that are not generated by $M_1$ (if they were generated by $M_1$ then they would have been in $\Sigma$). Thus, these events are generated by the environment of $M_1||M_2$, and we can therefore assume that they can be generated at any time on an execution of $M_1||M_2$.

**Construction of $ex'$**: First, we want to have a projection of $ex$ that includes only the behaviors of $M_2$ (i.e., without the events generated by the environment of $M_2$). We denote this as $\widetilde{ex}$. $\widetilde{ex}$ is the projection of $ex$ on $\{tr(e) | e \in trig(\Sigma(M_2))\} \cup \{gen(e) | e \in events(\Sigma(M_2))\}$. Note that $\widetilde{ex} \triangleright w$ (since $\widetilde{ex}$ includes all elements in $w$).

Intuitively, $ex'$ follows $ex_1$. When $ex_1$ executes a behavior of $\Sigma$, then we replace that behavior with the behavior of $M_2$ based on $ex$ (taken from $\widetilde{ex}$). We initiate a counter $i$ to 0 that points to the place in $ex_1$ we are at. We initiate a counter $cnt$ to 0 that points to the place in $\widetilde{ex}$ we are at. We denote the elements in $\widetilde{ex}$ as $f'_i$.

For every element $f_i$ from $ex_1$ execute one of the following:

1. If $f_i = tr(e)$ or $f_i = gen(e)$ and $e \in trig(\Sigma(M_1))$ (that is, $e$ is dispatched to $M_1$ or generated for $M_1$): then add $f_i$ to $ex'$.

2. If $f_i = gen(e)$ and $e \in trig(\Sigma)$: Let $i = \gamma(ex_1)(k_j)$ and let $i' = \gamma(ex_1)(k_{j+1})$. Also, let $g = \hat{\gamma}(i)$ and $g' = \hat{\gamma}(i')$. By the definition of $seq(ex)$, the events on $seq(ex)$ between element $f'_{g'}$ and element $f_g$ are environment events of $M_1||M_2$. Add to $ex'$ all these elements: for every $j \in \{g' + 1, ..., g\}$, if $f_j \in seq(ex)$ then $f_j$ is added to $ex'$.

3. If $f_i = tr(e)$ and $e \in trig(\Sigma)$ or $f_i = gen(e)$ and $e \in events(\Sigma)$: Need to add relevant elements from $\widetilde{ex}$. While ($f'_{cnt} \neq f_i$) { add $f'_{cnt}$ to $ex'$; $cnt++$ }. When done, add $f_i$ to $ex'$.
ex′↾_{EV(M_1)} = ex_1↾_{EV(M_1)} \text{ (by construction). Since } ex_1↾_{EV(M_1)} \in L_{ex}(M_1) \text{ then also } ex′↾_{E(M_1)} \in L_{ex}(M_1).

Note that since a state machine cannot generate events to itself, then if for some execution ex \in L_{ex}(M_2) \text{ the following holds: Let } w′ \in \Sigma(M_2)^* \text{ s.t. } ex \triangleright w′. \text{ Then every execution } \hat{ex} \text{ over } EV(M_2), \text{ if } \hat{ex} \triangleright w′ \text{ then } \hat{ex} \in L_{ex}(M_2). \text{ This is since } ex \text{ and } \hat{ex} \text{ differ in the interleaving of the environment events sent to } M_2.

We can therefore conclude the following: Let w′ \in \Sigma(M_2)^* \text{ s.t. } ex \triangleright w′. \text{ By definition of } \tilde{ex}, \tilde{ex} \triangleright w′. \text{ By construction (since we copy exactly } \tilde{ex} \text{ to } ex′), \text{ then } ex′↾_{E(M_2)} \triangleright w′. \text{ Also, due to the construction of } ex′, \text{ the order of generated events dispatched to } M_2 \text{ follows that an event was generated before it was dispatched (item 2 in the construction). Thus } ex′↾_{E(M_2)} \in L_{ex}(M_2).

By construction of ex′, ex′ is an execution over \( EV(M_1) \cup EV(M_2) \). Thus, by Lemma 6.3, \( ex′ \in L_{ex}(M_1||M_2) \). Now, recall that \( ex_1 \not\triangleright Gp \). \( ex′ \) adds to \( ex_1 \) only behaviors that do not effect \( Gp \). Thus, we can conclude that \( ex′ \not\triangleright Gp \) as well. \( \square \)

From the definition of \( A_w \) and from the above theorem we conclude the following corollary, which states that Rule AG-UML holds if we replace \( A \) with \( M_{A_w} \).

Corollary 6.15 Let \( A_w \) be the weakest assumption w.r.t. \( M_1 \) and \( \varphi \). Assume there exists a state machine \( M_{A_w} \) that represents \( A_w \). Then Rule AG-UML holds when replacing \( A \) with \( M_{A_w} \).

The goal of \( L^* \) is therefore to learn \( A_w \). To automate \( L^* \) in our setting we now show how to construct a Teacher that answers membership and conjecture queries. The Teacher answers queries by “translating” the queries into state machines, and verifying properties on state machines via a model checker for behavioral UML systems. The model checker must be able to always return a definite answer (true or false) for properties of type AGp. Also, when answering false it should give a counterexample. Model checkers for behavioral UML systems verify the behavior w.r.t. system configurations. Thus, a counterexample is a computation of the system. It is straightforward to translate the counterexample into a counterexample execution or word. Although our goal is to learn \( A_w \), our automatic framework may stop with a definite true or false answer before \( A_w \) is constructed.
For a membership query on \( w \), the Teacher constructs a state machine for \( w \), and checks if, when executed with \( M_1 \), \( \varphi \) is violated. For conjecture queries, the Teacher constructs a state machine \( A(C) \) from conjecture \( C \), and verifies Step 1 and Step 2 of Rule AG-UML w.r.t. \( A(C) \).

From now on, in our following constructions, we sometimes include an \( err \) state in state machines. For simplicity of presentation, for a given a system \( \Gamma \) where some of its state machines include \( err \) state, \( L_{ex}(\Gamma) \) represents only the executions that do not reach \( err \) state on any of its state machines.

### 6.3.2 Membership Queries

To answer a membership query for \( w \in \Sigma^* \), the Teacher must return \( true \) iff \( w \in A_w \). The Teacher creates a state machine \( M(w) \) s.t. \( \Sigma(M(w)) \subseteq \Sigma \). \( M(w) \) is constructed s.t. for every \( ex \) over \( EV(\Sigma) \cup EV(M_1) \): \( ex \in L_{ex}(M(w)||M_1) \) iff \( ex \models_{EV(M_1)} L_{ex}(M_1) \) and \( ex \triangleright w \). If this holds, then (by the definition of \( A_w \) in Definition 6.13) \( w \in A_w \) iff for every execution \( ex \in L_{ex}(M(w)||M_1) \), \( ex \models Gp \).

Let \( w = \sigma_1, \sigma_2, \ldots, \sigma_m \) and let \( \sigma_i = (t_i, (e^1_i, \ldots, e^k_i)) \), for \( i \in \{1, \ldots, m\} \). The state machine \( M(w) \) is presented in Figure 6.3. A transition labeled with a set of triggers \( T \) (e.g., the transition from \( s_1 \) to \( err \)) is a shorthand for a set of transitions, each labeled with a single trigger \( t \in T \). For \( \sigma = (t, (e^1, \ldots, e^k)) \), a compound transition, denoted as a double arrow \( \Rightarrow \), labeled with \( trig[grd]/GEN(\sigma) \) is a shorthand for a sequence of states and transitions, where the first transition is labeled with \( trig[grd] \), the second is labeled with action \( GEN(e^1) \), the third with action \( GEN(e^2) \), etc. The idea behind splitting the compound transition into intermediate states is to enable all possible interleaving between \( M(w) \) and \( M_1 \), thus ensuring that
every execution over $EV(\Sigma) \cup EV(M_1)$ that represents an execution of $M_1$ and matches $w$ is indeed a possible execution of $M(w)\|M_1$.

We explicitly define at each state $s_i$ the behavior of $M(w)$ in response to any possible event $t \in trig(\Sigma)$. Not specifying such a behavior implies that if $t$ is dispatched to $M(w)$ then $M(w)$ discards $t$ and remains in the same state. This is an undesired behavior of $M(w)$, which is supposed to execute $w$ with no additional intermediate letters. Thus, transitions that do not match $w$ are sent to state $err$. The following theorem describes the executions of $M(w)$.

**Theorem 6.16** Let $M(w)$ be the state machine constructed for word $w \in \Sigma^*$. For every execution $ex$ over $EV(\Sigma)$: $ex \in L_{ex}(M(w))$ iff there exists a prefix $w'$ of $w$ s.t. $ex \bowtie w'$.

**Proof:** $\implies$ Recall that by the definition of $L_{ex}$, if $ex \in L_{ex}(M(w))$ then $ex$ does not reach state $err$. Thus, for every execution $ex \in L_{ex}(M(w))$, the corresponding behavior of $M(w)$, $ex \upharpoonright M(w)$, is a prefix of $w$. Therefore, for every execution $ex$ over $EV(\Sigma)$, if $ex \in L_{ex}(M(w))$ then $ex \bowtie w'$ and $w'$ is a prefix of $w$.

$\impliedby$ Let $ex$ be an execution over $EV(\Sigma)$. Assume $ex \bowtie w'$ and $w'$ is a prefix of $w$. Note that by the definition of $ex \bowtie w'$, $ex$ includes exactly the occurrences that match $w'$ and $gen(e)$ occurrences for $tr(e) \in ex$. Also, since $ex$ is an execution over $EV(\Sigma)$, then there exists a mapping function $\gamma$ on $ex$.

Clearly, $M(w)$ has an execution $ex'$ s.t. $ex' \bowtie w'$. $M(w)$ is constructed s.t. every transition either consumes a single event or generates a single event. Since the environment can send events at any time, we conclude that every execution over $EV(\Sigma)$ that matches $w'$ is available on $M(w)$. Thus, $ex \in L_{ex}(M(w))$. $\square$

Once $M(w)$ is constructed, the Teacher model checks $M(w)\|M_1 \models AG(p \lor IsIn(err))$, where $IsIn(s)$ denotes that $s$ is a part of the current state of the system. The model checker returns $true$ iff for every execution one of the following holds: (1) the execution does not reach state $err$, i.e. the execution matches a prefix of $w$, and $p$ is satisfied along the entire execution, or (2) the execution reaches state $err$, meaning that the execution does not match $w$ and therefore we do not need to require $p$. Note that it
is ok to require $p$ on a prefix leading to state $err$, since $A_w$ is prefix closed for safety properties. The Teacher returns $true$, indicating $w \in A_w$ iff the model checker returns $true$. The following theorem defines the correctness of the Teacher.

**Theorem 6.17** $M(w)||M_1 \models AG(p \lor IsIn(err))$ iff $w \in A_w$.

**Proof:** Notice that $M(w)||M_1 \models AG(p \lor IsIn(err))$ iff for every execution $ex \in L_{ex}(M(w)||M_1)$, $ex \models Gp$. This is an immediate result of the definition of $L_{ex}(Sys)$ that includes only executions that do not reach state $err$.

If we show that for every $ex$ over $EV(\Sigma) \cup EV(M_1)$: $ex \Downarrow_{EV(M_1)} \in L_{ex}(M_1)$ and $ex \triangleright w$ iff $ex \in L_{ex}(M(w)||M_1)$. Then from Definition 6.13 we can conclude that $w \in A_w$ iff for every execution $ex \in L_{ex}(M(w)||M_1)$, $ex \models Gp$, and this is what we need to prove.

Let $ex$ be an execution over $EV(\Sigma) \cup EV(M_1)$. $ex \triangleright w$ iff $ex \Downarrow_{EV(\Sigma)} \triangleright w$ (Theorem 6.16) $ex \Downarrow_{EV(M_1)} \in L_{ex}(M(w))$. Thus, $ex \Downarrow_{EV(M_1)} \in L_{ex}(M_1)$ and $ex \triangleright w$ iff $ex \Downarrow_{EV(M_1)} \in L_{ex}(M_1)$ and $ex \Downarrow_{EV(\Sigma)} \in L_{ex}(M(w))$. From Lemma 6.3 we can conclude that $ex \Downarrow_{EV(M_1)} \in L_{ex}(M_1)$ and $ex \triangleright w$ iff $ex \in L_{ex}(M(w)||M_1)$. \qed

### 6.3.3 Conjecture Queries

A conjecture of the $L^*$ algorithm is a DFA over $\Sigma$. Our framework first transforms this DFA, $C$, into a state machine $A(C)$. Then, Step 1 and Step 2 are applied in order to verify the correctness of $A(C)$.

**Constructing a State Machine From a DFA:**

A DFA is a five tuple $C = (Q, \alpha, \delta, q_0, F)$, where $Q$ is a finite non-empty set of states, $\alpha$ is the alphabet, $\delta \subseteq Q \times \alpha \times Q$ is a deterministic transition relation, $q_0 \in Q$ is the initial state, and $F \subseteq Q$ is a set of accepting states. For a string $w$, $\delta(q, w)$ denotes the state that $C$ arrives at after reading $w$, starting from state $q$. A string $w$ is accepted by $C$ iff $\delta(q_0, w) \in F$. The language of $C$, denoted $L(C)$, is the set $\{w | \delta(q_0, w) \in F\}$. The DFAs returned by the $L^*$ algorithm are complete, minimal, and prefix-closed. Thus they contain a single non-accepting state, $q_{err}$, and for every $\sigma \in \alpha$ and $q \in Q$, $\delta(q, \sigma)$ is defined.
The alphabet $\alpha$ of the DFA in our framework is exactly $\Sigma$. Given a DFA $C = (Q, \Sigma, \delta, q_0, Q \setminus \{q_{err}\})$, we construct a state machine $A(C)$ where $EV(A(C)) = EV(\Sigma)$. We then show that $A(C)$ represents $L(C)$, i.e., for every execution $ex$ over $EV(\Sigma)$, $ex \in L_{ex}(A(C))$ iff there exists $w \in L(C)$ s.t. $ex \triangleright w$.

**Definition 6.18 [A(C) Construction]** Let $C = (Q, \Sigma, \delta, q_0, Q \setminus \{q_{err}\})$. $A(C)$ includes 3 states: $\text{init}$, end and $\text{err}$, where $\text{init}$ is the initial state. $A(C)$ includes a single variable $qs$ whose domain is $Q$, initialized to $q_0$. $A(C)$ has the following transitions:

1. For every $q \in Q \setminus \{q_{err}\}$ and $\sigma = (t, (e_1, ..., e_n)) \in \Sigma$ where $\delta(q, \sigma) = q'$ and $q' \neq q_{err}$, add a compound transition labeled with $t[qs = q]/qs := q';\ GEN(\sigma)$ from init to end

2. For every $q \in Q \setminus \{q_{err}\}$ and $\sigma = (t, (e_1, ..., e_n)) \in \Sigma$ where $\delta(q, \sigma) = q_{err}$, add a compound transition labeled with $t[qs = q]/qs := q';\ GEN(\sigma)$ from init to err

3. Add a transition with no trigger, guard or action from end to init.

**Example 6.19** For $\Gamma = \text{server}||\text{client}$ and $\varphi = AG(\neg(\text{InQ}(\text{grant}_1) \land \text{InQ}(\text{deny}_1)))$, the conjecture DFA $C$ returned from the $L^*$ algorithm, and state machine $A(C)$ representing $L(C)$, are presented in Figure 6.4.

The construction ensures that for every $t \in \text{trig}(\Sigma)$ and for every $q \in Q \setminus \{q_{err}\}$ there exists a transition from $\text{init}$ with trigger $t$ and guard $qs = q$.  

Figure 6.4: Conjecture DFA $C$ (left) and state machine $A(C)$ (right)
That is, as long as $A(C)$ is at state `init` in the beginning of an RTC step, it
does not discard events. Also, according to the semantics of state machines,
every RTC step that starts at state `init`, either moves to state `err`, which is
a sink state, or moves to state `end` and returns to state `init`. The following
theorem states that $A(C)$ is indeed a state machine representing $L(C)$.

**Theorem 6.20** Let $A(C)$ be the state machine constructed for DFA $C$. For
every execution $ex$ over $EV(\Sigma)$: $ex \in L_{ex}(A(C))$ iff there exists $w \in L(C)$
s.t. $ex \triangleright w$.

**Proof:** The proof of this theorem is similar to the proof of theorem 6.16:

$\iff$ Let $ex$ be an execution over $EV(\Sigma)$. Assume $ex \triangleright w$ and $w \in L(C)$.
Clearly, by construction of $A(C)$, $A(C)$ has an execution $ex'$ s.t. $ex' \triangleright w$.
$A(C)$ is constructed s.t. every transition either consumes a single event or
generates a single event. Since the environment can send events at any time,
we conclude that every execution over $EV(\Sigma)$ that matches $w$ is available
on $A(C)$. Thus, $ex \in L_{ex}(A(C))$.

$\implies$ Let $ex$ be an execution in $L_{ex}(A(C))$. By definition, it does not
pass through state `err`. Assume by way of contradiction that there exists
$w \in \Sigma^*$ s.t. $ex \triangleright w$ and $w \notin L(C)$. $L(C)$ is prefix closed. We then look at the
longest prefix $w'$ of $w$ s.t. $w' \in L(C)$. Based on the construction of $A(C)$,
the RTC step executed after $w'$ matches a transition in $C$ to a non-error
state, and thus $w'$ can be extended to a longer prefix of $w$ included in $L(C)$.
A contradiction. We conclude that $w \in L(C)$. \hfill \Box

After creating $A(C)$, the Teacher uses two oracles and a counterexample
analysis to answer conjecture queries.

**Check $[A(C)]M_1(\varphi)$:**

Oracle 1 performs Step 1 in the compositional rule by model checking
$A(C)||M_1 \models AG(p \lor IsIn(err))$. If the model checker returns $false$ with a
counterexample execution $cex$, the Teacher informs $L^*$ that the conjecture
is incorrect, and gives it the word $w \in \Sigma^*$ s.t. $cex \triangleright w$ to witness this fact
($w \in L(C)$ and $w \notin A_w$). If the model checker returns $true$, indicating that
$[A(C)]M_1(\varphi)$ holds, then the Teacher forwards $A(C)$ to Oracle 2.
Check \( \langle \text{true} \rangle M_2[A(C)] \):

Oracle 2 performs Step 2 in the compositional rule. That is, it checks that for every execution \( ex \in L_{ex}(M_2) \), \( ex \mid_{EV(A(C))} \in L_{ex}(A(C)) \). Note that this is a language containment check. In state machines there is no known algorithm for checking language containment. We present here a method for this check in the special case where the abstract state machine is the state machine \( A(C) \) previously defined. Step 2 is done by constructing a single state machine, and applying model checking on the resulting state machine.

Given the state machines \( M_2 \) and \( A(C) \), Oracle 2 constructs a new state machine, \( M(M_2, A(C)) \), that is composed from modifications of \( M_2 \) and \( A(C) \) as two orthogonal regions. \( M(M_2, A(C)) \) is constructed so that the behavior of \( M_3 \) is monitored by \( A(C) \) after every RTC step. \( M(M_2, A(C)) \) includes a synchronization mechanism, so that when an event is dispatched, first the region that includes \( M_2 \) executes the RTC step. When it finishes, the region that includes \( A(C) \) executes its step only if \( A(C) \) has a behavior that matches \( M_2 \). If \( A(C) \) does not have a matching behavior, then \( M(M_2, A(C)) \) moves to an error state, indicating that \( \langle \text{true} \rangle M_2[A(C)] \) does not hold. The general structure of \( M(M_2, A(C)) \) is presented in Figure 6.5.

From here on, we denote the variation of \( M_2 \) and \( A(C) \) that are regions in \( M(M_2, A(C)) \) as \( \hat{M}_2 \) and \( \hat{A}(C) \), respectively. We add a local queue, \( IQ \), and two local variables, \( rtc \) and \( tr \), to \( M(M_2, A(C)) \). \( tr \) “records” the event \( e \) dispatched to \( M(M_2, A(C)) \), if \( e \in trig(\Sigma) \). \( IQ \) “records” events generated by \( \hat{M}_2 \) which are from \( events(\Sigma) \). Whenever \( \hat{M}_2 \) generates an event from \( events(\Sigma) \), it also pushes the event to \( IQ \). \( \hat{A}(C) \) will, in turn, check if it has a matching behavior by observing \( IQ \). \( rtc \) is used for fixing the order of...
execution along an RTC step of $\mathcal{M}(M_2, A(C))$. It is initialized to 0, and as long as the monitoring is successful, the value of $rtc$ at the end of the RTC step of $\mathcal{M}(M_2, A(C))$ is 0. $rtc = 3$ indicates that $\hat{M}_2$ is executing an RTC step that should be monitored. $rtc = 2$ indicates that $\hat{M}_2$ finished its execution, and $\hat{A}(\bar{C})$ can monitor the behavior. $rtc = 1$ indicates that the monitoring step of $\hat{A}(\bar{C})$ was successful, i.e., $\hat{A}(\bar{C})$ has a behavior that matches $\hat{M}_2$. If the monitoring of $\hat{A}(\bar{C})$ failed, then $rtc$ at the end of the RTC step is 2, indicating an error.

The following modifications are applied to $M_2$ for constructing $\hat{M}_2$: Set $rtc$ to 3 on transitions that consume event $e \in \text{trig}(\Sigma)$, and add $IQ.push(e')$ on transitions that generate event $e' \in \text{gen}(\Sigma)$.

The following modifications are applied to $A(C)$ (Definition 6.18) for constructing $\hat{A}(\bar{C})$:

1. Add a new state called $step$ to $A(C)$, and for every $t \in \text{trig}(\Sigma)$, add a transition from $init$ to $step$ labeled $t/tr := t$.

2. Every compound transition from $init$ to $end$ labeled with: $t[qs = q]/qs := q'; \text{GEN}(e_1); \ldots; \text{GEN}(e_n)$ s.t. $n > 0$
   is replaced with a transition from $step$ to $end$ labeled with:
   $[tr = t \land qs = q \land rtc = 2 \land IQ = (e_1, \ldots, e_n)]/qs := q'; rtc := 1$

3. Every compound transition from $init$ to $end$ labeled with: $t[qs = q]/qs := q'$ (no event generation), is replaced with a transition from $step$ to $end$ labeled with: $[tr = t \land qs = q \land ((rtc = 2 \land IQ = ()) \lor rtc = 0)]/qs := q'; rtc := 1$

4. Every compound transition from $init$ to $err$ labeled with:
   $t[qs = q]/qs := q'; \text{GEN}(e_1); \ldots; \text{GEN}(e_n)$ s.t. $n > 0$
   is replaced with a transition from $step$ to $err$ labeled with:
   $[tr = t \land qs = q \land rtc = 2 \land IQ = (e_1, \ldots, e_n)]/qs := q'; rtc := 2$

5. Every compound transition from $init$ to $err$ labeled with: $t[qs = q]/qs := q'$ (no event generation), is replaced with a transition from $step$ to $err$ labeled with: $[tr = t \land qs = q \land ((rtc = 2 \land IQ = ()) \lor rtc = 0)]/qs := q'; rtc := 2$

If $\hat{A}(\bar{C})$ is at state $step$ and $rtc = 0$ holds, then $\hat{M}_2$ discarded the event $t$ in the current RTC step. $\hat{A}(\bar{C})$ has a matching behavior if it has a behavior
that consumes \( t \) and does not generate events. The transitions described in (3) and (5) monitor RTC steps of \( \widehat{M}_2 \) that consume event \( t \) and do not generate any events, and also RTC steps that discard \( t \). Note that items (2) and (4) (respectively, (3) and (5)) are distinct in the target state (\( \text{end} \) or \( \text{err} \)) and in the assignment to \( rtc \) on the action. The transitions in (2) and (3) monitor RTC steps that are legal in \( \widehat{A}(C) \), and transitions in (4) and (5) monitor RTC steps that are not legal in \( A(C) \).

The correctness of our construction is captured in the following theorem.

**Theorem 6.21** Let \( ex \) be an execution in \( L_{ex}(\mathcal{M}(M_2,A(C))) \), and let \( ex' \) be the maximal prefix of \( ex \) that does not include the suffix where \( \text{IsIn}(\text{RTCErr}) \) holds (if there exists such a suffix). Then the following holds: \( ex \) reaches state \( \text{RTCErr} \) iff \( ex' \upharpoonright_{\text{EV}(M_2)} \in L_{ex}(M_2) \) and \( ex' \upharpoonright_{\text{EV}(A(C))} \notin L_{ex}(A(C)) \).

Note that since \( \text{RTCErr} \) is a sink state, then if an execution \( ex \) on \( \mathcal{M}(M_2,A(C)) \) reaches state \( \text{RTCErr} \), then every event sent to \( \mathcal{M}(M_2,A(C)) \) will be discarded.

**Proof:** We first prove by induction on the number of RTC steps that for every execution \( \mathcal{M}(M_2,A(C)) \), at the end of every RTC step the following holds: Variable \( rtc \) is 0 iff the execution is not at state \( \text{RTCErr} \) and \( \widehat{A}(C) \) is at state \( \text{init} \).

**Base:** For \( k = 0 \), by construction \( rtc \) is 0, and also the initial state of \( \mathcal{M}(M_2,A(C)) \) does not include \( \text{RTCErr} \). Moreover, the initial state of \( A(C) \) is \( \text{init} \).

**Step:** For any execution \( ex \in \mathcal{M}(M_2,A(C)) \), assume the property holds on \( ex \) after \( k \) RTC steps. If \( rtc \neq 0 \) after \( k \) RTC steps, then based on the induction assumption, \( ex \) is at state \( \text{RTCErr} \). Since \( \text{RTCErr} \) is a sink state, then \( ex \) remains at this state. Also, by construction, the value of \( rtc \) cannot change, and thus remains not 0.

If \( rtc = 0 \) after \( k \) RTC steps: assume the event dispatched to \( \mathcal{M}(M_2,A(C)) \) is \( e \). By construction, the current state of \( \mathcal{M}(M_2,A(C)) \) includes a state from \( \widehat{M}_2 \). Also, based on the assumption \( A(C) \) is at state \( \text{init} \). One of the following behaviors are possible (based on the semantics of state machines):

- If \( e \notin \text{trig}(\Sigma) \): By construction of \( \widehat{M}_2 \), \( rtc \) does not change during the RTC step of \( \widehat{M}_2 \). Also, there is no transition in \( \widehat{A}(C) \) with trigger \( e \), and thus \( A(C) \) discards \( e \) and remains at state \( \text{init} \). Thus,
after the RTC step terminates on $\hat{M}_2$ no other transition is enabled in $\mathcal{M}(M_2, A(C))$. The RTC then terminates and $rtc$ remains with value 0, $\mathcal{M}(M_2, A(C))$ does not reach state $RTCerr$, and $A(C)$ is at $init$.

- If $e \in trig(\Sigma)$:
  - If $\hat{M}_2$ consumes $e$, then by construction of $\hat{M}_2$, the transition of $\hat{M}_2$ that consumes the event sets $rtc$ to 3. Since $e \in trig(\Sigma)$, then by construction if $A(C)$, there exists an enabled transition from $init$ to $step$ in $A(C)$. Since all transitions from $step$ have a guard requiring either that $rtc = 0$ or $rtc = 2$, then no transition is enabled in $A(C)$. Thus the RTC step continues on $\hat{M}_2$ until it terminates. Transition $\tau_1$ then becomes enabled, setting $rtc$ to 2, after which one of the following holds:
    * $A(C)$ has no enabled transition. Then transition $\tau_3$ becomes enabled, which causes $\mathcal{M}(M_2, A(C))$ to move to state $RTCerr$, and the RTC step terminates with $rtc = 2$.
    * $A(C)$ has an enabled transition $t$: $A(C)$ executes $t$. This transition is either a transition from $step$ to $err$, which (by construction) sets $rtc$ to 2, or from $step$ to $end$, which (by construction) sets $rtc$ to 1, and the RTC step on $A(C)$ then executes the null transition from $end$ to $init$.

      - If $A(C)$ reached state $err$, then $rtc$ is 2, and transition $\tau_3$ becomes enabled, which causes $\mathcal{M}(M_2, A(C))$ to move to state $RTCerr$, and the RTC step terminates with $rtc = 2$.
      - If $A(C)$ reaches state $init$ with $rtc = 1$, then transition $\tau_2$ becomes enabled, setting $rtc$ to 0, and the RTC step terminates.

  - If $\hat{M}_2$ discards $e$, then by construction of $\Sigma$, $(e, \epsilon) \in \Sigma$. Thus, $A(C)$ consumes $e$ and moves from state $init$ to state $step$. Let $qs = q$. Since $C$ is complete, then there exists a transition from $q$ (in $C$) denoted with $(e, \epsilon)$. Based on the construction of $A(C)$ and $A(C)$, there exists a transition from $step$ that is now enabled (to either $err$ or $end$). Similarly to the cases above, the property holds when the RTC step terminates.

We conclude that at the end of the RTC step of $\mathcal{M}(M_2, A(C))$, the
variable \( rtc \) is 0 iff the execution is not at state \( RTCErr \) and \( \hat{A}(C) \) is at state \( init \). We return to the main theorem: \( ex \) reaches state \( RTCErr \) iff 
\[ \text{ex}' \mid_{EV(M_2)} \in L_{ex}(M_2) \text{ and } \text{ex}' \mid_{EV(A(C))} \notin L_{ex}(A(C)). \]

\[ \iff: \] Assume \( ex \) does not reach state \( RTCErr \) (that is, \( ex' = ex \)). Then since only \( \hat{M}_2 \) generates events in \( \mathcal{M}(M_2, A(C)) \), clearly \( ex \mid_{EV(M_2)} \in L_{ex}(M_2) \). By the construction of \( \hat{A}(C) \) it is clear that if \( \hat{A}(C) \) reaches state \( err \), then \( rtc \) is set to 2, which causes \( \mathcal{M}(M_2, A(C)) \) to move to state \( RTCErr \). We can therefore conclude that if \( ex \) does not reach state \( RTCErr \) then \( \hat{A}(C) \) does not reach \( err \) state. By the construction of \( \hat{A}(C) \), it also holds that \( ex \mid_{EV(A(C))} \in L_{ex}(A(C)) \).

\[ \implies: \] Assume \( ex \) reaches state \( RTCErr \). Consider the prefix on \( ex' \) without the last RTC step (that reaches state \( RTCErr \), denoted \( ex'' \). Since \( ex'' \) does not reach \( RTCErr \), from the proof of \( \iff \) we know that \( ex'' \mid_{EV(M_2)} \in L_{ex}(M_2) \) and \( ex'' \mid_{EV(A(C))} \in L_{ex}(A(C)) \), and the RTC step of \( ex'' \) terminated when \( \hat{A}(C) \) at state \( init \). This means that during the last RTC of \( ex' \), \( rtc \) started with value 0 and was set to 2. Similarly to the induction proof, we can show that this means that during the last RTC step \( \hat{A}(C) \) traversed from \( init \) to \( err \). Thus \( ex' \mid_{EV(A(C))} \notin L_{ex}(A(C)) \). Clearly, \( ex' \mid_{EV(M_2)} \in L_{ex}(M_2) \).

\[ \square \]

After constructing \( \mathcal{M}(M_2, A(C)) \), Oracle 2 model checks \( \mathcal{M}(M_2, A(C)) \models AG(\neg IsIn \ (RTCErr)) \). If the model checker returns \( true \), then the Teacher returns \( true \) and our framework terminates the verification, because according to Rule AG-UML, \( \varphi \) has been proved on \( M_1||M_2 \). Otherwise, if the model checker returns \( false \) with a counterexample execution \( cex \), then \( cex \) is analyzed as follows.

**Counterexample Analysis:**

Note that only \( \hat{M}_2 \) generates events. Thus, by projecting the execution \( cex \) on \{\( tr(e) | e \in \text{trig}(\Sigma) \} \cup \{\text{gen}(e) | e \in \text{events}(\Sigma) \} \) we can obtain \( w \in \Sigma^* \) s.t. \( cex \triangleright w \). The Teacher executes a membership query on \( w \), for checking whether \( w \) is in \( A_w \) (as presented in Section 6.3.2). If the membership query succeeds (i.e, \( w \in A_w \)), the Teacher informs \( L^* \) that the conjecture is incorrect, and gives it \( w \) to witness this fact (since \( w \in A_w \) but \( w \notin L(C) \)). If the membership query fails then the Teacher concludes that \( \langle \text{true} \rangle M_1 || M_2 (\varphi) \)
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does not hold, since \( cex \upharpoonright_{EV(M_2)} \in L_{ex}(M_2), cex \upharpoonright_{EV(M_2)} \triangleright w \) and \( w \not\in A_w \) (Theorem 6.14). The Teacher then returns \textit{false}.

**Example 6.22** Consider the system \( \Gamma = \text{server} || \text{client} \) and the assumption \( A(C) \) from Figure 6.4. When checking \( (\text{true})_{\text{client}}[A(C)] \), the model checker may return a counterexample \( cex \), represented by the word \( w = (e_1,(req_1)), (e_1,(cancel_1)), (e_1,(req_1)) \) \( (cex \triangleright w) \). \( cex \upharpoonright_{EV(M_2)} \in L_{ex}(\text{client}), cex \upharpoonright_{EV(M_2)} \triangleright w \) and \( w \not\in A_w \).

During counterexample analysis, the Teacher performs a membership query on \( w \). This check fails, since there exists an execution on \( M(w) || \text{server} \) that violates the property \( AG(\neg(\text{InQ}(\text{grant}_1) \land \text{InQ}(\text{deny}_1))) \). Note that the property is violated even though server receives the event \( \text{cancel}_1 \) before it receives the second \( \text{req}_1 \). However, there exists a behavior of the environment of \( M(w) || \text{server} \) that causes violation of the property: if server receives event \( \text{req}_2 \) after \( \text{cancel}_1 \), then when it receives the second \( \text{req}_1 \) it will send \( \text{deny}_1 \). Note that since every state machine runs on a different thread, it is possible that the event \( \text{grant}_1 \), previously sent to client, was not yet dispatched. Thus, when \( \text{deny}_1 \) is added to the EQ of client, the property is violated. Since the membership query fails, we conclude that \( \text{server} || \text{client} \not\models \varphi \).

### 6.3.4 Correctness

We first show soundness of our approach, and then show that it terminates.

**Theorem 6.23** Given state machines \( M_1 \) and \( M_2 \), and a property \( AGp \), our framework returns \textit{true} if \( M_1 || M_2 \models AGp \) and \textit{false} otherwise.

**Proof:** The Teacher in our framework uses the two steps of the Rule AG-UML to answer conjecture queries. Our framework returns \textit{false} if it detects an execution on \( M_2 \) whose projection on \( \Sigma \) is not in \( A_w \). By Theorem 6.14 this implies that \( M_1 || M_2 \not\models AGp \).

Our framework returns \textit{true} only when both steps of the Rule AG-UML return \textit{true}. That is, it learned \( L(C) \) s.t. the state machine \( A(C) \) satisfies both steps of the rule. By the construction of \( \Sigma \), and since \( \Sigma(A(C)) = \Sigma \) then it holds that \( EV(A(C)) \subseteq EV(M_2) \). Thus, based on Theorem 6.10, it holds that \( M_1 || M_2 \models AGp \). \( \square \)
**Termination:** Assuming the number of configurations of $M_1 \parallel M_2$ is finite, the weakest assumption w.r.t. $M_1$ and $\varphi$, $A_w$, is a regular language. To prove this, we construct an accepting automaton for $A_w$ similarly to the construction in [24]. Since $A_w$ is a regular language, then by correctness of the $L^*$ algorithm, we are guaranteed that if it keeps receiving counterexamples, it will eventually produce $A_w$. The Teacher will then apply *Step 2*, which will return, based on Theorem 6.14, either *true* or a counterexample.

### 6.3.5 Performance Analysis

Our framework for automated learning-based AG reasoning is applied directly at the state machine level. That is, the system’s components and the learned assumptions are state machines. However, the learning is done by applying an off-the-shelf $L^*$ algorithm, whose conjectures are DFAs and its membership queries are words. Thus we need to translate DFAs and words into state machines. On the other hand we never need to translate from state machines back to low level representation (such as LTSs or DFAs). It is important to emphasize that, as shown above, the translation from DFAs and words to UML state machines is simple and straightforward, since the state machines created do not include complex features (such as hierarchy or orthogonality). On the other hand, a translation from UML state machines to DFAs may result in an exponential blowup, since the hierarchy and orthogonal structure should be flattened. Moreover, the event queues need to be represented explicitly, causing another blowup. Note that applying such a translation to LTSs does not influence the number of the membership or conjecture queries, as the learned assumption remains the same. However, it complicates the model checking used to answer these queries, since the system is much larger.

Our framework learns assumptions over an alphabet consisting of *sequences of events* representing RTC steps of $M_2$. We refer to this alphabet as *RTC alphabet*. Note that it is also possible to apply the framework (with minor modifications) over an alphabet consisting of single event occurrences (called *event alphabet*) rather then over the RTC alphabet, while still keeping the learning at the UML level. However, learning over the RTC alphabet is often better, as discussed below.

The complexity of the $L^*$ algorithm can be represented by the number
of membership and conjecture queries it needs in order to learn an unknown language $U$. As shown in [50, 15], the number of membership queries of $L^*$ is $O(n^2 \cdot k + n \cdot \log(m))$ and the number of conjecture queries is at most $n - 1$, where $n$ represents the number of states in the learned DFA, $k$ is the size of the alphabet, and $m$ is the size of the longest counterexample returned by the Teacher. This results from the characteristics of $L^*$, which learns the minimal automaton for $U$, and from the fact that each conjecture is smaller than the next one.

In theory, the size of the RTC alphabet might be much larger than the size of the event alphabet. This happens when every possible sequence of events is a possible RTC step of $M_2$. However, in practice typical state machines exhibit only a much smaller number of different RTC steps. Moreover, the number of states in the DFA $Q_{RTC}$ learned over the RTC alphabet may be much smaller than the number of states in the DFA $Q_{event}$ over the event alphabet. This is because a single transition in $Q_{RTC}$ might be replaced by a sequence of transitions in $Q_{event}$, one for each of the events in the RTC.

The above observations are demonstrated in the following example.

**Example 6.24** We re-visit the example presented throughout section 6.3.

$\Gamma = server||client$ where server is $M_1$, client is $M_2$, and $\phi = \forall G(\neg (InQ(grant_1) \land InQ(deny_1)))$. The final DFA learned when using sequences over RTC alphabet is presented in Figure 6.4(a). The total number of membership queries is $O(3^2 \cdot 5 + 3 \cdot \log 2)$ and there are 2 conjecture queries.

If we apply learning of sequences over single event occurrences, then there are $O(4^2 \cdot 5 + 4 \cdot \log 3)$ membership queries and 3 conjecture queries, since the resulting DFA has 4 states and the alphabet is $\{tr(e_1), tr(grant_1), tr(deny_1), gen(req_1), gen(cancel_1)\}$.

### 6.4 AG for Systems with Multiple State Machines

In the previous section we introduced a framework for applying AG reasoning on UML systems of type $M_1||M_2$, where $M_1$ and $M_2$ are state machines. In this section we present extension of the framework for systems with multiple state machines.

The correctness of the framework presented in Section 6.3, which is based on learning the weakest assumption $A_w$ (Corollary 6.15), assumes that $A_w$ is
defined over the assumption alphabet of a single state machine $M_2$. Moreover, the meaning of words and the relation between executions and words are defined under the assumption that words represent the behavior of a single state machine. When matching an execution to a word (Definition 6.7), for system $\Gamma$ that includes a state machine $M$: An execution $ex \in L_{ex}(\Gamma)$ matches a word $w \in \Sigma(M)^*$ if the behavior of $M$ on $ex$ matches $w$. Assume now that we replace $M$ with $M'||M''$ ($M'$ and $M''$ are two state machines), where $M'$ and $M''$ are executed on two different threads. This means that executions of $M'$ and $M''$ might be interleaved. Thus, there might be executions $ex \in L_{ex}(\Gamma)$ that do not match any word $w \in (\Sigma(M') \cup \Sigma(M''))^*$.

It is important to note that $M_1$ in the framework presented in Section 6.3 can be a system that includes several state machines. Moreover, $M_2$ can also include several state machines, as long as the state machines of $M_2$ run on a single thread. If $M_2$ includes multiple state machines $M_2^1|||...|||M_2^k$ that run on a single thread, then we can construct a single state machine $\tilde{M}_2$ where each $M_2^i$ is an orthogonal region in $\tilde{M}_2$. Since every RTC step starts with a consumption of an event, and the events sent to each $M_2^i$ are unique, then an RTC step on $\tilde{M}_2$ executes the RTC step in a single region. The executions of $\tilde{M}_2$ are equivalent to those of $M_2$, and we can then apply our framework on $M_1|||\tilde{M}_2$.

In this section we propose a framework for applying AG reasoning where $M_2$ includes several state machines each on a different thread, for the case of star-type systems. These are systems that include a server, $MS$, and multiple clients, $MC_1, ..., MC_n$, s.t. the clients communicate only with the server (and not with each other). We rely on the unique structure of star-type systems for proposing an implementation for Rule AG-UML, where $M_1 = MS$ and $M_2 = MC_1|||...|||MC_n$. We also show why the framework is not correct in the general case where the second component includes several state machines that possibly communicate with each other. Note that as in the previous section, $MS$ can include several state machines.

We start with defining the alphabet of a system, and define the relation between executions and words in such alphabet. We extend Definition 6.5 and define the alphabet of a system $\Gamma = M_1|||...|||M_n$ as $\Sigma(\Gamma) = \Sigma(M_1) \cup ... \cup \Sigma(M_n)$. Let $w$ be a word in $\Sigma(\Gamma)^*$, the projection of $w$ on $\Sigma(M_i)$ is denoted as $w|_{\Sigma(M_i)}$. We extend Definition 6.7 and match an execution to a word over system alphabet.
Definition 6.25 Let Γ = M₁||...||Mₙ and let ex ∈ L_{ex}(Γ). Let \( \hat{\Sigma} = \Sigma(M₁) \cup ... \cup \Sigma(Mₙ) \) for \( m \leq n \), and let \( w = \sigma₁,...,\sigma_j \) be a word in \( \hat{\Sigma}^* \). \( ex \) matches \( w \), denoted \( ex \bowtie w \) if the following holds.

1. For every \( i \in \{1,...,m\} \): \( ex \bowtie w |_{\Sigma(M_i)} \), and
2. Let \( \sigma_i = (t_i, (e^i_1,...,e^i_k_i)) \), and let \( \xi_1 = tr(t_1),...,tr(t_j) \). Also, let \( \xi_2 = tr(e'_1), tr(e'_2),... \) be the projection of \( ex \) on \( \{tr(e)| e \in trig(\hat{\Sigma})\} \). Then \( \xi_1 = \xi_2 \).

Intuitively, a word \( w \) represents a collection of executions where the behavior of each state machine matches the relevant projection on \( w \) (requirement 1), and the executions agree with \( w \) on the order of the dispatched events (requirement 2). Note that the order of generation of events \( (gen(e)) \) on different threads does not have to match \( w \). Thus, every word \( w \) matches a collection of executions that represent different interleavings of the state machines in \( \Gamma \), and every execution \( ex \in L_{ex}(\Gamma) \) matches a single word \( w \in \hat{\Sigma}^* \).

In order to apply the \( L^* \) algorithm, we define the assumption alphabet \( \Sigma \) as follows. Let \( \Gamma = MS||MC₁||...||MCₙ \), and for every \( i \in \{1,...,n\} \), let \( \Sigma_i \) be the assumption alphabet of \( MC_i \) w.r.t. \( MS \) and \( \varphi \). Then \( \Sigma = \Sigma₁ \cup ... \cup \Sigma_n \). The definition of weakest assumption (Definition 6.13) is directly extended to the case of multiple state machines.

The correctness of our framework is based on Theorem 6.14, which can be extended for star-type systems. However, it cannot be extended for the general case of multiple state machines in \( M_2 \). The main challenge in the proof of Theorem 6.14 is constructing an execution \( ex \) by combining \( ex_1 \) over \( EV(\Sigma) \cup EV(M₁) \) s.t. \( ex_1 |_{EV(M₁)} \in L_{ex}(M₁) \) and \( ex_2 \in L_{ex}(M₂) \), where both \( ex_1 \bowtie w \) and \( ex_2 \bowtie w \). This construction exploits the fact that if there exists an execution \( ex_2 \in L_{ex}(M₂) \) that matches \( w \), then every execution \( ex'_2 \), where \( M₂ \) behaves as \( ex_2 \) with a different interleaving of \( M₂ \) and the environment, \( ex'_2 \) is a possible execution of \( M₂ \) as well. We exploit the fact that in star-type systems the clients do not communicate with each other, and make the following observation:

Corollary 6.26 Let \( \Gamma = MS||MC₁||...||MCₙ \) be a star-type system, \( \varphi \) be a safety property, let \( \Sigma \) be the assumption alphabet of \( MC₁||...||MCₙ \) w.r.t. \( MS \) and \( \varphi \), and let \( w \in \Sigma^* \).
If there exists an execution \( ex \in L_{ex}(MC_1 || | | ... || MC_n) \) s.t. \( ex \triangleright w \) then the following holds. For every execution \( \hat{ex} \) over \( EV(\Sigma) \) s.t. \( \hat{ex} \triangleright w \), there exists an execution \( ex' \in L_{ex}(MC_1 || | | ... || MC_n) \) s.t. \( ex' \downarrow EV(\Sigma) = \hat{ex} \).

The above corollary states that if there exists an execution of \( MC_1 || | | ... || MC_n \) that matches a word \( w \in \Sigma^* \), then there exists an execution of \( MC_1 || | | ... || MC_n \) for every possible interleaving that matches \( w \). This holds for systems where the state machines do not communicate with each other. However, clearly, this observation does not hold for systems where the state machines communicate with each other, as exemplified in the following.

**Example 6.27** Let \( \Gamma = M_1 || | | M_2^2 || | | M_2^2 \) be the system presented in Figure 6.6, and assume we want to check that \( \Gamma \) does not reach BAD state by applying the AG reasoning. Note that \( M_1 \) reaches BAD state only if it receives events \( e_1 \), followed by \( e_3 \), followed by \( e_2 \). Note also that since \( M_1^2 \) generates event \( e_{sync} \), which is consumed by \( M_2^2 \), then in \( \Gamma \), \( e_3 \) is always generated after \( e_1 \) and \( e_2 \) were generated. Therefore, \( \Gamma \) does not violate \( \varphi \).

Assume now \( M_2 = M_1^2 || | | M_2^2 \). The interface alphabet, \( \Sigma \), is \( \{(e, (e_1, e_2)), (e', (e_3))\} \). According to the definition of weakest assumption, the word \( w = (e, (e_1, e_2)), (e', (e_3)) \notin A_w \). Since for the execution: \( ex_1 = gen(e), gen(e') \),
Let \( w \in \Sigma^* \) and a word \( w \in \Sigma^* \setminus A_w \). s.t. \( ex_2 \triangleright w \). Thus, there exists an execution \( ex_2 \in L_{ex}(M_2) \) and a word \( w \in \Sigma^* \setminus A_w \). Therefore, the above example shows that Theorem 6.14 does not hold.

Theorem 6.14 does not hold since the interleaving of \( M_2 \) where \( e_3 \) is generated by \( M_2 \) before \( e_2 \) is generated by \( M_1 \), although it is a possible interleaving represented by \( w \), it is not a possible behavior of \( M_2 \) (due to internal dependencies). Thus, we cannot construct an execution that follows an execution of \( M_1 \) and the environment, violates \( \varphi \), and also describes a legal behavior of \( M_2 \).

Note that it is possible to include as part of the interface alphabet the events that joined by \( M_1 \) and \( M_2 \) (i.e., \( e_{\text{sync}} \)). However, this will result in an alphabet \( \Sigma \) that might be very large.

Since Theorem 6.14 holds for star-type systems, then in order to apply the AG framework on such systems, we need to provide a Teacher that answers membership and conjecture queries for star-type systems.

### 6.4.1 Membership Queries

It is important to notice that in order to answer a membership query for \( w \in \Sigma^* \), it is not enough for the Teacher to construct a single state machine whose behavior matches \( w \). Executions over \( \Sigma \) are interleaving executions of several threads, and thus cannot be represented in a single state machine. The Teacher therefore creates a collection of state machines, \( M_1(w), ... , M_n(w) \) s.t. it guarantees that for every \( ex \) over \( EV(\Sigma) \cup EV(MS) \):

\[ ex \in L_{ex}(M_1(w)) \cup ... \cup L_{ex}(M_n(w)) \cup MS \]

iff \( ex \in EV(MS) \in L_{ex}(MS) \) and \( ex \triangleright w \).

\( M_i(w) \) is constructed based on \( w |_{\Sigma_i} \), similarly to the construction of \( M(w) \) (Section 6.3.2). We add a global variable \( cnt \), initialized to 1, that synchronizes the consumption of the events dispatched to \( M_1(w), ... , M_n(w) \). Let \( w = \sigma_1, ..., \sigma_k \), and let \( w |_{\Sigma_i} = \sigma_i_1, \sigma_i_2, ..., \sigma_i_m \). \( M_i(w) \) is presented in Figure 6.7.

During execution, the variable \( cnt \) keeps track of the number of triggers consumed from \( w \), and ensures that \( M_1(w) \cup ... \cup M_n(w) \) conforms with
requirement 2 of Definition 6.25. The synchronization is done only on the consumption of the events, and therefore all possible executions over \(\text{EV}(\Sigma)\) that match \(w\) are executions of \(M_1(w) || | | M_n(w)\). Theorems 6.16 and 6.17 then hold for star-type systems, where \(M(w) = M_1(w) || | | M_n(w)\).

**Example 6.28** Let \(\Gamma = \text{server} || | | \text{client}_1 || | | \text{client}_2\), where the state machine of server is presented in Figure 6.1, and the state machine of both \(\text{client}_1\) and \(\text{client}_2\) is presented in Figure 6.8 (\(i\) is 1 for \(\text{client}_1\) and 2 for \(\text{client}_2\)).

Let \(\varphi = AG(\neg (\text{InQ}(\text{grant}_1) \land \text{InQ}(\text{grant}_2)))\). That is, \(\varphi\) states that it is not possible for both \(\text{grant}_1\) and \(\text{grant}_2\) to be in the event queues. \(\Sigma\), the alphabet of the assumption of \(\text{client}_1 || | | \text{client}_2\) w.r.t. server is \(\{(e_i, e), (e_i, (\text{req}_i)), (e_i, (\text{cancel}_i)), (\text{grant}_i, e), (\text{deny}_i, e)\}\) for \(i \in \{1, 2\}\).

For checking the word \(w = (e_2, (\text{cancel}_2)), (e_1, (\text{req}_1)) \in \Sigma^*\), the Teacher creates the two state machines \(M_1(w)\) and \(M_2(w)\) presented in Figure 6.9. Notice that by construction of \(M_1(w)\) and \(M_2(w)\), for every execution \(ex \in L_{ex}(\text{server} || | | M_1(w) || | | M_2(w))\), \(ex | | \Sigma(\text{client}_1)\) matches a prefix of \((e_1, (\text{req}_1))\), \(ex | | \Sigma(\text{client}_2)\) matches a prefix of \((e_2, (\text{cancel}_2))\), and \(e_2\) is consumed before \(e_1\). Thus, \(ex \triangleright w'\) for \(w' \in \Sigma^*\) a prefix of \(w\).
Figure 6.8: Example State Machine for Class client_i

Figure 6.9: Example for M_1(w) and M_2(w)
6.4.2 Conjecture Queries

Constructing State Machines From a DFA:

Let $C = (Q, \Sigma, \delta, q_0, Q \setminus \{q_{err}\})$ be the conjecture of the $L^*$ algorithm. The Teacher constructs a collection of state machines $A_1(C), \ldots, A_n(C)$ from $C$, where each $A_i(C)$ is constructed from the projection of $C$ on $\Sigma_i$. Let $C_i = (Q, \Sigma_i, \delta_i, q_0, Q \setminus \{q_{err}\})$ be a DFA where $\delta_i = \delta \cap (Q \times \Sigma_i \times Q)$. $A_i(C) \equiv A(C_i)$, where $A(C_i)$ is the state machine created for $C_i$ as described in Section 6.3.3 (Definition 6.18). Notice that the variable $qs$ is a joint variable of $A_1(C), \ldots, A_n(C)$. Theorem 6.20 then holds for star-type systems, where $A(C) = A_1(C)||\ldots||A_n(C)$.

From now on we denote $A(C) = A_1(C)||\ldots||A_n(C)$ and $M = MC_1||\ldots||MC_n$.

Check $[A(C)]MS(AGp)$:

Oracle 1 performs Step 1 in the compositional rule by model checking $A(C)||MS = AG(p \lor IsIn(err))$. If the model checker returns false with a counterexample execution $cex$, the Teacher informs $L^*$ that the conjecture is incorrect, and gives it the word $w \in \Sigma^*$ s.t. $cex \triangleright w$ to witness this fact ($w \in L(C)$ and $w \notin A_w$). If the model checker returns true, indicating that $[A(C)]MS(AGp)$ holds, then the Teacher forwards $A(C)$ to Oracle 2.

Example 6.29 Let $\Gamma = server||client_1||client_2$, as presented in the previous example, and let $\varphi = AG(\neg (InQ(grant_1) \land InQ(grant_2)))$. Figure 6.10 presents a possible conjecture DFA returned by the $L^*$ algorithm. Figure 6.11 presents the state machines $A_1(C)$ and $A_2(C)$ constructed from $C$. Note that there is no $q_{err}$ state in $C$ and thus there is no $err$ state in $A_i(C)$ as well.
When verifying $A(C)|_{|MS} \models AG(p \lor IsIn(err))$, the model checker returns false with a counterexample. A possible counterexample might be $cex = gen(e_1), gen(e_1), gen(e_2), tr(e_1), gen(req_1), tr(e_1), gen(cancel_1), tr(e_2), gen(req_2), tr(req_1), gen(grant_1), tr(cancel_1), tr(req_2), gen(grant_2)$. This execution matches the word $w = (e_1,(req_1)), (e_1,(cancel_1)), (e_2,(cancel_2))$ over $\Sigma$. Since $cex \triangleright w$, then $w \notin A_w$, and the Teacher informs $L^*$ that the conjecture is incorrect.

**Check** $(true) \mathcal{M}[A(C)]$:

Oracle 2 preforms *Step 2* in the compositional rule. That is, it checks that for every execution $ex \in L_{ex}(M)$, $ex \upharpoonright_{EV(A(C))} \in L_{ex}(A(C))$. In section 6.3.3 this check was done by constructing a single state machine, $\mathcal{M}(M_2, A(C))$. However, executions of both $\mathcal{M}$ and $A(C)$ are interleaving executions of several threads, and thus cannot be represented by a single state machine.

Let $ex$ be an execution of a system $\Gamma$, $ex$ is referred to as an *atomic RTC execution* if the RTC steps of the state machines in $\Gamma$ do not interleave. We
exploit the fact that the clients do not communicate with each other, and make the following observation: For every execution \( e \in L_{ex}(\mathcal{M}) \) and \( w \in \Sigma(\mathcal{M})^* \) s.t. \( e \triangleright w \), there exists an atomic RTC execution \( e' \) over \( EV(\mathcal{M}) \) s.t. \( e' \in L_{ex}(\mathcal{M}) \) and \( e' \triangleright w \). The result of this observation is that in order to check execution inclusion on star-type systems, it is enough to check atomic RTC executions. This is captured in the following theorem.

**Theorem 6.30** \( L_{ex}(\mathcal{M}) |_{EV(A(C))} \subseteq L_{ex}(A(C)) \) iff for every atomic RTC execution \( e \in L_{ex}(\mathcal{M}) \), \( e |_{EV(A(C))} \in L_{ex}(A(C)) \).

Oracle 2 checks execution inclusion by considering only atomic RTC executions of both \( \mathcal{M} \) and \( A(C) \). Notice that if we consider only atomic executions of a system \( \Gamma = M_1 | \ldots | M_n \), then we can construct a single state machine with \( n \) orthogonal regions, each including a single \( M_i \). Oracle 2 constructs two state machines \( MC \) and \( A(C) \), representing only atomic RTC executions of \( \mathcal{M} \) and \( A(C) \) respectively. Step 2 is then done based on \( MC \) and \( A(C) \), as defined in Section 6.3.3.

Following, we formally define how to create a single state machine with orthogonal regions from a system with state machines that do not communicate.

**Definition 6.31** Let \( \Gamma = M_1 | \ldots | M_n \) s.t. for every \( i \neq j \), \( M_i \) and \( M_j \) do not communicate. The orthogonal joint state machine of \( \Gamma \), denoted \( \Delta(\Gamma) \), is a state machine that includes \( n \) orthogonal regions, where each region \( i \in \{1, \ldots, n\} \) includes \( M_i \) with the following modifications. Each variable \( v \) of \( M_i \) is replaced with variable \( v_i \); for every transition of \( M_i \), if \( v \) is part of the guard or the action (or both), replace \( v \) with \( v_i \).

For every transition of \( M_i \) labeled with trigger \( t \), replace \( t \) with \( t_i \).

The renaming of the variables ensures that in \( \Delta(\Gamma) \), variables are local to their region. The renaming of the triggers ensures uniqueness of the triggers between the different regions. Note that since for every \( i \neq j \), \( M_i \) and \( M_j \) do not communicate, then the target of events generated on actions of \( \Delta(\Gamma) \) is not a state machine in \( \Gamma \), and thus no need to modify the generation of the events in \( \Delta(\Gamma) \).

We define the operator \( \widetilde{ex} \) as follows.
Definition 6.32 Let $\Gamma = M_1||...||M_n$ be a system, and let $ex = f_1, f_2, ...$ be an execution in $L_{ex}(\Gamma)$. $\tilde{ex} = f'_1, f'_2, ...$ where for every $i \geq 1$ the following holds:

- If $f_i = tr((e, M_j))$ where $j \in \{1, ..., n\}$ then $f'_i = tr((e_j, \Delta(\Gamma)))$.
- If $f_i = gen((e, M_j))$ where $j \in \{1, ..., n\}$ then $f'_i = gen((e_j, \Delta(\Gamma)))$.
- Otherwise, $f'_i = f_i$.

The following theorem captures the relation between the executions of $\Gamma$ and $\Delta(\Gamma)$.

Theorem 6.33 Let $\Gamma = M_1||...||M_n$ s.t. for every $i \neq j$, $M_i$ and $M_j$ do not communicate. Let $ex$ be an atomic RTC execution. Then $ex$ is in $L_{ex}(\Gamma)$ iff $\tilde{ex} \in L_{ex}(\Delta(\Gamma))$.

Following, we define how to construct a single state machine from $A(C)$.

Definition 6.34 Let $A(C) = A_1(C)||...||A_n(C)$ be the state machines constructed from DFA $C$. Assume that for every $i \in \{1, ..., n\}$, the states of $A_i(C)$ are init, end, and err. The joint state machine of $A(C)$, denoted $\Omega(A(C))$, includes states init, end and err, where init is the initial state. $\Omega(A(C))$ has a single variable, $qs$ initialized to $q_0$ (the same joint variable that exists in the different $A_i(C)$ state machines). For $i \in \{1, ..., n\}$, and for every transition in $A_i(C)$ from init to end (or to err), add a transition in $\Omega(A(C))$ from init to end (or to err) labeled with $t[i][g]/a$. Also add a null transition from end to init (as in $A_i(C)$).

The following theorem captures the relation between the executions of $A(C)$ and $\Omega(A(C))$.

Theorem 6.35 An atomic RTC execution $ex$ is in $L_{ex}(A(C))$ iff $\tilde{ex} \in L_{ex}(\Omega(A(C)))$.

Oracle 2 Checks execution inclusion on atomic RTC executions by constructing $\Delta(M)$ and $\Omega(A(C))$, and checking Step 2 as defined in Section 6.3.3.
Example 6.36 Let $\Gamma = \text{server}||\text{client}_1||\text{client}_2$, as presented in the previous example, and let $\varphi = \text{AG}(\neg (\text{In}Q(\text{grant}_1) \land \text{In}Q(\text{grant}_2)))$.

The conjecture DFA $C$ returned from the $L^*$ algorithm, for which Step 1 holds, is presented in Figure 6.12. $q_{err}$ state and transitions to $q_{err}$ are denoted with dashed lines. The multiple $q_{err}$ states are for readability. Note that $L(C) \neq A_w$. For example, the word $w = (e_2, (\text{req}_2)), (\text{grant}_2, \epsilon), (e_1, (\text{cancel}_1)) \notin L(C)$, although $w \in A_w$. Note that $\varphi$ is violated, for example, in the following scenario. Client$_1$ sends a req$_1$ followed by a cancel$_1$. Following, client$_2$ sends a req$_2$. The server will, in turn, send grant$_1$ to client$_1$ followed by grant$_2$ to client$_2$. If client$_1$ sent cancel$_1$ before it received grant$_1$, then it is possible that both grant$_1$ and grant$_2$ are in the event queues, thus violating the property.

For checking Step 2, oracle 2 constructs a single state machine $MC$ from client$_1$ and client$_2$ in two orthogonal regions, and constructs $A(C)$ from $A(C)$. The check of Step 2 returns true, stating that every atomic RTC execution of client$_1||client_2$ has a representative execution in $A(C)$. We can then conclude that $\Gamma \models \varphi$.

Let $\Gamma' = \text{server}||\text{client}'_1||\text{client}'_2$, where the state machine of server is presented in Figure 6.1, the state machine of client$_1'$ is presented in Figure 6.2, and the state machine of client$_2'$ is presented in Figure 6.8 (where $i = 2$). Note that $\Sigma$ is the same as in the previous case, and thus the conjecture DFA $C$ returned from the $L^*$ algorithm, for which Step 1 holds, is the same as before (Figure 6.12).

When checking Step 2, Oracle 2 returns false, with a counterexample. A possible counterexample is the word $w = (e_1, (\text{req}_1)), (e_1, (\text{cancel}_1), (e_2, (\text{req}_2))$. For this word, $w \in L_{ex}(\text{client}'_1||\text{client}'_2)$, however $w |_{\Sigma} \notin L(A)$.

During the counterexample analysis, the Teacher executes a membership query on $w |_{\Sigma} = (e_1, (\text{req}_1)), (e_1, (\text{cancel}_1), (e_2, (\text{req}_2))$. This query returns false, indicating that $w |_{\Sigma} \notin A_w$. We can then conclude that $\Gamma' \not\models \varphi$.

6.5 Applying Assume-Guarantee Reasoning Recursively

In the previous section we introduced a framework for applying AG reasoning for star-type systems. In this section we extend the framework presented
Figure 6.12: The conjecture DFA $C$
previously, and present a framework for applying recursive reasoning. That is, we present how to apply the following compositional rule for star-type systems:

**Rule AG-UML-Mult**

\[
\begin{align*}
(Step \ 1) & \quad [A_1]MS(\varphi) \\
(Step \ 2) & \quad [A_2]MC_1[A_1] \\
& \quad \vdots \\
(Step \ n) & \quad [A_n]MC_{n-1}[A_{n-1}] \\
(Step \ n + 1) & \quad (true)MC_n[A_n] \\
\hline
\end{align*}
\]

\((true)MS||MC_1||...||MC_n(\varphi)\)

We start by formally defining the meaning of \([A']M[A]\). Intuitively, \([A']M[A]\) holds iff every execution of \([A']||M\) has a representative in \(A\). That is, \([A']M[A]\) holds iff \(EV(A) \subseteq EV(A') \cup EV(M)\) and for every \(ex \in L_{ex}(A')\), \(ex \models_{EV(A)} L_{ex}(A)\).

**Theorem 6.37** Let \(MS\) be a state machine, and for \(i \in \{1,...,n\}\) let \(MC_i\) and \(A_i\) be state machines s.t. for every \(j \in \{2,...,n\}\): \(EV(A_{j-1}) \subseteq EV(A_j) \cup EV(MC_{j-1})\). Let \(p\) be a property over events \(EV' \subseteq (EV(A_1) \cup EV(MS))\), and let \(\varphi = AGp\). Then **Rule AG-UML-Mult** is sound.

**Proof:** Assume by means of negation that \(Step \ 1\) to \(Step \ n + 1\) hold, however \((true)MS||MC_1||...||MC_n(AGp)\) does not hold. This means that there exists an execution \(ex \in L_{ex}(MS||MC_1||...||MC_n)\) s.t. \(ex \not\models Gp\). By Lemma 6.3, \(ex \models_{EV(MC_n)} L_{ex}(MC_n)\). Thus, since \(Step \ n + 1\) holds, \(ex \models_{EV(A_n)} L_{ex}(A_n)\).

It also holds (by Lemma 6.3) that \(ex \models_{EV(MC_{n-1})} L_{ex}(MC_{n-1})\). Since \(ex \models_{EV(MC_{n-1})} L_{ex}(MC_{n-1})\) and \(ex \models_{EV(A_n)} L_{ex}(A_n)\), then by Lemma 6.3, \(ex \models_{EV(A_n)} L_{ex}(MC_{n-1})\) and since \(Step \ n\) holds, we can conclude that \(ex \models_{EV(A_{n-1})} L_{ex}(A_{n-1})\). Similarly, it can be shown that \(ex \models_{EV(A_i)} L_{ex}(A_i)\). Since \(ex \models_{EV(MS)} L_{ex}(MS)\) and \(ex \models_{EV(A_1)} L_{ex}(A_1)\), then by Lemma 6.3, \(ex \models_{EV(A_1)\cup EV(MS)} L_{ex}(A_1||MS)\). Since \(Step \ 1\) holds, we can conclude that \(ex \models_{EV(A_1)\cup EV(MS)} Gp\). Based on Theorem 6.9, \(ex \models Gp\) as well. A contradiction. We then conclude that \((true)MS||MC_1||...||MC_n(AGp)\) holds, which means that **Rule AG-UML-Mult** is sound. □
At each Step $i$, we use $L^*$ to iteratively construct assumption $A_i$, until either all premises of Rule AG-UML-Mult hold, or until a real counterexample is found. For $i \in \{1, \ldots, n\}$, let $\Sigma_i$ be the assumption alphabet of $MC_i$ w.r.t. $MS$ and $\varphi$. Then $\Sigma^i$, the alphabet of $A_i$, is defined as $\Sigma^i = \Sigma_i \cup \ldots \cup \Sigma_n$.

The notion of weakest assumption is extended for state machines.

**Definition 6.38** Let $M$ and $A$ be two state machines, and let $\Sigma_w$ be an alphabet such that $EV(A) \subseteq EV(\Sigma_w) \cup EV(M)$. A language $A_w \subseteq \Sigma_w^*$ is the weakest assumption w.r.t. $M$ and $A$ if the following holds: $w \in A_w$ iff for every execution $ex$ over $EV(\Sigma_w) \cup EV(M)$, if $ex \triangleright w$ and $ex \mid_{EV(M)} \in Lex(M)$ then $ex \mid_{EV(A)} \in Lex(A)$.

Assume we could construct a set of state machines $M_{A_w}^1, \ldots, M_{A_w}^m$ that represent $A_w$. That is, for every execution $ex$ over $EV(\Sigma_w)$, $ex \in Lex(M_{A_w}^1 || \ldots || M_{A_w}^m)$ iff there exists $w \in A_w$ s.t. $ex \triangleright w$. Then $M_{A_w}^1 || \ldots || M_{A_w}^m$ describes exactly those executions over $\Sigma_w$ that when executed with $M$ have a representative in $A$.

For $i \in \{1, \ldots, n - 1\}$, and for state machines $MC_i, MC_{i+1}, \ldots, MC_n$, it is possible to extend Theorem 6.14 and prove the following.

**Theorem 6.39** Let $A_i$ be a state machine over $\Sigma_i$, and let $A_{i+1}^+ \subseteq \Sigma_{i+1}^+$ be the weakest assumption w.r.t. $MC_i$ and $A_i$. Then $(true)MC_i || \ldots || MC_n[A_i]$ iff for every execution $ex$ over $EV(\Sigma_{i+1}) \cup EV(M)$, if $ex \triangleright w$ and $ex \mid_{EV(M)} \in Lex(M)$ then $ex \mid_{EV(A)} \in Lex(A)$.

The proof of the above theorem exploits the fact that the state machines $MC_1, MC_{i+1}, \ldots, MC_n$ do not communicate with each other. From the above theorem we can conclude that in order to prove Rule AG-UML-Mult, the goal of $L^*$ is to learn $A_{w}^i$ (for $i \in \{1, \ldots, n\}$).

Step 1 is done as described in Section 6.4. Following, we present how to recursively verify $MC_1 || \ldots || MC_n$ w.r.t. $A_1$. We define when a system is fully interleaved. Intuitively, a system is fully interleaved if for every execution $ex$ of the system, every possible interleaving of $ex$ is also an execution of the system.

**Definition 6.40** Let $\Gamma = M_1 || \ldots || M_n$ be a system, let $ex \in Lex(\Gamma)$ be an execution and let $w \in \Sigma(\Gamma)^*$ be a word s.t. $ex \triangleright w$. We say that $\Gamma$ is fully interleaved if for every $ex'$ over $\Sigma(\Gamma)$ where $ex' \triangleright w$, $ex' \in Lex(\Gamma)$.
The correctness of our framework is based on the following observation, which exploits the characteristics of fully interleaved systems. Let $\Gamma$ and $\Gamma'$ be two systems where $\Gamma'$ is fully interleaved and $EV(\Gamma') \subseteq EV(\Gamma)$. In order to check execution inclusion (i.e., check that $L_{ex}(\Gamma) \upharpoonright_{EV(\Gamma')} \subseteq L_{ex}(\Gamma')$), it is enough to check that every word $w$ over $\Sigma(\Gamma)$, if there exists some execution in $L_{ex}(\Gamma)$ that matches $w$, then this execution has a representative in $L_{ex}(\Gamma')$. This is captured in the following theorem.

**Theorem 6.41** Let $\Gamma$ and $\Gamma'$ be two systems where $\Gamma'$ is fully interleaved, and $EV(\Gamma') \subseteq EV(\Gamma)$. $L_{ex}(\Gamma) \upharpoonright_{EV(\Gamma')} \subseteq L_{ex}(\Gamma')$ iff for every word $w \in \Sigma(\Gamma)^*$, if there exists $ex \in L_{ex}(\Gamma)$ s.t. $ex \triangleright w$ then $ex \upharpoonright_{EV(\Gamma')} \in L_{ex}(\Gamma')$.

Note that $A_1$ is fully interleaved, based on the correctness of Theorem 6.20 for star-type systems. For $i \in \{2, \ldots, n\}$, when proving Step $i$, we assume $A_{i-1}$ is fully interleaved, and provide a Teacher that uses the $L^*$ algorithm for learning assumption $A_i$. Our construction ensures that $A_i$ is fully interleaved, and that $A_i$ does not communicate with $MC_{i-1}$. We can therefore conclude that for every execution $ex \in L_{ex}(A_* || MC_{i-1})$ there exists an atomic RTC execution $ex' \in L_{ex}(A_* || MC_{i-1})$ that is represented by the same word. We say that $ex'$ is the atomic RTC representative of $ex$. Thus, based on Theorem 6.41, in order to check Step $i$, it is enough to ensure that every atomic RTC execution of $A_* || MC_{i-1}$ has a representative in $A_{i-1}$.

### 6.5.1 Membership Queries

Let $A_i$ be a fully interleaved system over $\Sigma_i = \Sigma_1 \cup \ldots \cup \Sigma_n$. To answer a membership query for $w \in (\Sigma_i^{i+1})^*$, the Teacher must return true iff $w \in A_{i+1}$. The Teacher creates a collection of state machines $M_{i+1}(w), \ldots, M_n(w)$ such that for every $j \in \{i+1, \ldots, n\}$, $\Sigma(M_j(w)) \subseteq \Sigma_j$. Assume we construct $M_{i+1}(w), \ldots, M_n(w)$ as presented in Section 6.4.1. By construction, $M_{i+1}(w)||\ldots||M_n(w)$ is fully interleaved. Moreover, $M_{i+1}(w)||\ldots||M_n(w)$ do not communicate with $MC_i$, thus every execution $ex$ of $M_{i+1}(w)||\ldots||M_n(w)$ $||MC_i$ has an atomic RTC representative. We conclude that based on Theorem 6.41, $[M_{i+1}(w)||\ldots||M_n(w)]MC_i[A_i]$ holds iff for every atomic RTC execution $ex \in L_{ex}(M_{i+1}(w)||\ldots||M_n(w)||MC_i)$, $ex \upharpoonright_{EV(A_i)} \in L_{ex}(A_i)$. This is captured in the following theorem.
**Theorem 6.42** \( L_{\text{ex}}(M_{i+1}(w) || ... || M_n(w) || MC_i) \downarrow \mathcal{E}V(A_i) \subseteq L_{\text{ex}}(A_i) \) iff for every atomic RTC execution \( ex \in L_{\text{ex}}(M_{i+1}(w) || ... || M_n(w) || MC_i) \), \( ex \upharpoonright_{\mathcal{E}V(A_i)} \in L_{\text{ex}}(A_i) \).

We construct a single state machine \( M^{i+1}(w) \) whose executions are exactly the atomic RTC executions of \( M_{i+1}(w) || ... || M_n(w) \). \( M^{i+1}(w) \) is therefore constructed as described in section 6.3.2. Once \( M^{i+1}(w) \) is obtained, Oracle 1 constructs a single state machine whose executions are exactly the atomic RTC executions of \( M^{i+1}(w) || MC_i \). This is done by constructing \( \Delta(M^{i+1}(w) || MC_i) \) (from Definition 6.31). We denote \( \Delta(M^{i+1}(w) || MC_i) \) as \( \Delta_i(w) \). Similarly, in order to consider only atomic RTC executions of \( A_i \), Oracle 1 constructs \( \Omega(A_i) \) (from Definition 6.34).

Execution inclusion between atomic RTC executions of \( M_{i+1}(w) || ... || M_n(w) || MC_i \) and \( A_i \) is then done by checking execution inclusion between \( \Delta_i(w) \) and \( \Omega(A_i) \). This check is similar to the check of Step 2 in Section 6.3.3. I.e., construct a new state machine, \( \mathcal{M}(\Delta_i(w), \Omega(A_i)) \), and model check \( \mathcal{M}(\Delta_i(w), \Omega(A_i)) \models AG(\neg \text{IsIn(RTCErr)}) \). Recall that in the construction of \( \mathcal{M}(\Delta_i(w), \Omega(A_i)) \), every behavior of \( \Delta_i(w) \) is monitored. However, in this case we want to monitor only behaviors of \( \Delta_i(w) \) that follow \( w \). That is, executions of \( \Delta_i(w) \) that do not reach \text{err} \ state (on \( M^{i+1}(w) \)). We therefore modify \( \mathcal{M}(\Delta_i(w), \Omega(A_i)) \) in order to ensure that only behaviors that do not reach \text{err} \ state on \( \Delta_i(w) \) are monitored. We denote the modified state machine as \( \hat{\mathcal{M}}(\Delta_i(w), \Omega(A_i)) \)

Recall that the variable \( rtc \) is used for fixing the order of execution along an RTC step of \( \mathcal{M}(\Delta_i(w), \Omega(A_i)) \). On \( \hat{\mathcal{M}}(\Delta_i(w), \Omega(A_i)) \), \( rtc = 4 \) indicates that the execution of \( \Delta_i(w) \) does not match \( w \), and thus there is no need to ensure execution inclusion on the rest of this execution. The general structure of the modified \( \hat{\mathcal{M}}(\Delta_i(w), \Omega(A_i)) \) is presented in Figure 6.13. We modify \( \Delta_i(w) \) as follows. For every transition in the region of \( M^{i+1}(w) \) to state \text{err}, replace \( rtc := 3 \) on the action with \( rtc := 4 \).

The correctness of our construction is captured in the following theorem:

**Theorem 6.43** For every \( ex \in L_{\text{ex}}(\hat{\mathcal{M}}(\Delta_i(w), \Omega(A_i))) \) there exists \( w' \in (\Sigma^{i+1})^* \) s.t. \( ex \triangleright w' \) and the following holds:

- \( ex \) reaches state \( \text{RTCOk} \) iff \( w' \) is not a prefix of \( w \), and
Figure 6.13: General scheme for $\hat{M}(\Delta_i(w), \Omega(A_i))$

- $ex$ reaches state $\text{RTC Err}$ iff $w'$ is a prefix of $w$, $ex\mid_{EV(\Delta_i(w))} \in L_{ex}(\Delta_i(w))$, and $ex\mid_{EV(A_i)} \notin L_{ex}(\Omega(A_i))$.

Once $\hat{M}(\Delta_i(w), \Omega(A_i))$ is constructed, the Teacher model checks $\hat{M}(\Delta_i(w), \Omega(A_i)) \models AG(\neg \text{IsIn}(\text{RTC Err}))$. The Teacher returns true, indicating that $w \in A_{i+1}^w$ iff the model checker returns true.

### 6.5.2 Conjecture Queries

#### Constructing A State Machine From a DFA:

Let $C = (Q, \Sigma^{i+1}, \delta, q_0, Q \setminus \{q_{err}\})$ be the conjecture of the $L^*$ algorithm. Assume we construct $A_{i+1}(C), ..., A_n(C)$ as presented in Section 6.4.2. By construction, $A^{i+1}(C) = A_{i+1}(C) || ... || A_n(C)$ is fully interleaved. Moreover, $A^{i+1}(C)$ do not communicate with $MC_i$, thus every execution $ex$ of $A^{i+1}(C) || MC_i$ has an atomic RTC representative. We conclude that based on Theorem 6.41, $[A^{i+1}(C) || MC_i][A_i]$ holds iff for every atomic RTC execution $ex \in L_{ex}(A^{i+1}(C) || MC_i)$, $ex\mid_{EV(A_i)} \subseteq L_{ex}(A_i)$. This is captured in the following theorem.

**Theorem 6.44** $L_{ex}(A^{i+1}(C) || MC_i) \mid_{EV(A_i)} \subseteq L_{ex}(A_i)$ iff for every atomic RTC execution $ex \in L_{ex}(A^{i+1}(C) || MC_i)$, $ex\mid_{EV(A_i)} \subseteq L_{ex}(A_i)$.
We construct a single state machine from \( C \) whose executions are exactly the atomic RTC executions of \( A_{i+1}(C) \). The construction is done as described in Definition 6.34. We denote the resulting state machine as \( \Omega(A_{i+1}(C)) \).

**Check** \([A_{i+1}(C)]MC_i[A_i]\):

Oracle 2 constructs a single state machine whose executions are exactly the atomic RTC executions of \( A_{i+1}(C) \). This is done by constructing \( \Delta(\Omega(A_{i+1}(C))(MC_i)) \) (from Definition 6.31). We denote \( \Delta(\Omega(A_{i+1}(C))(MC_i)) \) as \( \Delta_i \). In order to consider only atomic RTC executions of \( A_i \), Oracle 2 constructs \( \Omega(A_i) \) (from Definition 6.34). Similar to the case of membership query in Section 6.5.1, execution inclusion is done by constructing a new state machine, \( M(\Delta_i, \Omega(A_i)) \). Since we want to monitor only behaviors of \( \Delta_i \) that match a legal execution of \( A_{i+1}(C) \), we modify \( M(\Delta_i, \Omega(A_i)) \) accordingly. We denote the modified state machine as \( \hat{M}(\Delta_i, \Omega(A_i)) \).

Again, on \( \hat{M}(\Delta_i, \Omega(A_i)) \), \( rtc = 4 \) indicates that the execution of \( \Delta_i \) does not match a legal execution of \( \Omega(A_{i+1}(C)) \), and thus no need to ensure execution inclusion on the rest of this execution. We modify \( \Delta_i \) as follows.

For every transition in the region of \( \Omega(A_{i+1}(C)) \) to state \( err \), replace \( rtc := 3 \) on the action with \( rtc := 4 \).

The correctness of our construction is captured in the following theorem:

**Theorem 6.45** For every \( ex \in L_{ex}(\hat{M}(\Delta_i, \Omega(A_i))) \) there exists \( w' \in (\Sigma^{i+1})^* \) s.t. \( ex \triangleright w' \) and the following holds:

- \( ex \) reaches state \( RTCO_k \) iff \( ex \models_{EV(A_{i+1}(C))} L_{ex}(A_{i+1}(C)) \)
- \( ex \) reaches state \( RTC\text{Err} \) iff \( ex \models_{EV(\Delta_i)} L_{ex}(\Delta_i) \), and \( ex \models_{EV(\Omega(A_i))} L_{ex}(\Omega(A_i)) \).

Once \( \hat{M}(\Delta_i, \Omega(A_i)) \) is constructed, the Teacher model checks \( \hat{M}(\Delta_i, \Omega(A_i)) \models AG(\neg IsIn(RTC\text{Err})) \). If the model checker returns \( false \) with a counterexample execution \( cex \), the Teacher informs \( L^* \) that the conjecture is incorrect, and gives it the word \( w \in (\Sigma^{i+1})^* \) s.t. \( cex \triangleright w \) to witness this fact (\( w \in L(C) \) and \( w \notin A_{i+1} \)). If the model checker returns \( true \), then the Teacher returns \( true \), indicating that \([A_{i+1}(C)]MC_i[A_i]\) holds, then the Teacher forwards \( A_{i+1}(C) \) to Step \( i+1 \).
6.6 Conclusion

We presented a framework for applying learning-based compositional verification of behavioral UML systems. Note that our framework is completely automatic; we use an off-the-shelf $L^*$ algorithm. However, our Teacher works at the UML level. In particular, the assumptions generated throughout the learning process are state machines. From the regular automaton learned by the $L^*$ algorithm, we construct a state machine (or several state machines) which is a conjecture on $M_2$. Also, the Teacher answers membership and conjecture queries by “translating” them to model checking queries on state machines.

We have extended the basic framework for $\mathbf{AG}$ reasoning to apply for recursive $\mathbf{AG}$ reasoning on star-type systems. In the future we plan to investigate other assume-guarantee rules in the context of behavioral UML systems. Another interesting extension of this work is developing a framework for applying the $\mathbf{AG}$ rule, where $M_2$ includes several state machines in systems which are not star-type. One straightforward way to handle systems which are not star-type is by learning words over single occurrences of generation or consumption of events. That is, do not define words as sequences of events representing RTC steps. However, such a definition loses the advantage of learning equivalence classes of executions.
Chapter 7

Conclusions

We presented three methods that aim at improving model checking of behavioral UML systems. The first method exploits software model checking for the verification of behavioral UML systems. Our translation to verifiable C preserves the high-level structure of the system and significantly eases the workload of the model checker. The second method provides an automatic CEGAR-like framework for abstraction and refinement of behavioral UML systems. Our abstraction and refinement are both at the UML level: the abstract model is a behavioral UML system that includes abstract state machines. The last method applies automatic learning-based compositional verification of behavioral UML systems. We use an off-the-shelf $L^*$ algorithm. However, our Teacher works at the UML level. In particular, the assumptions generated throughout the learning process are state machines.

We believe there is more to be done in order to make model checking of behavioral UML systems more efficient. Our different methods provide a first step at different directions, and each of them can be further extended.
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UML

איומת מודולרי עב-pills התנגשותים של CEGAR

דרר נספוש על מנוף החלמות על-بية התפתחות המשריה היא ביוונית מודולרית. מביקת מודול
מודולריים הריכוזים קשיחים של המונח כבדים בפרד זה, ותת-המודל ביביון המשכורת החלמה
ולשכת מת-עה ביוונית מודול. הרברשת המأجهزة היא אסף לאמפתית את כ념 המאורע תיבות משולש מודר
המريق. אונב מכונן של-half התנגשות התזונה של כל ריב תלה באינטרגראציה של-ה הסיבוב (ואشعور
המريقים). לעך,ете הבוספור סכסוף-ה, Assume-Guarantee-ה, או Bakker. סכסוף זה מיצוגה את
רכיב, תתח הatitis על התנגשות הסיבוב. יאוחר, הסיבוב בנבדק על מנוף הלתיות שיא鲞 מפסוק את
ההתחנה.

רובח המאדורות על replay מודולרי מבססות על סכסוף-ה AG- הג על לידת-יצר התחנה. הרינו
המרכזי: בסכסוף אונטומיסת מבססות למידה אונב בתיה של באג אונות-אונטירפי, דשרא בצל אונייצי
ב万公里 התחנה בდיק איה מתאימה. דוקה התאמה מבססות על למידה הצלאת אנטרמבר ביוונית.
עבודות רובחPutin אונטומיסת מבססות למידה השב快讯, וארミニום את הסכסוף בysters של חוקי
אטרים.

בפרק 6 אונטומיסライン מבססות למידה עב-pills תנגשות מבססות מודולרי התנגשותים של
 الخامפי המרכז בסקופ של הום שיאיימני דרקט-ה UML. את אומרים, הרכיבים השוויון של
המעורע, כי-ם התחנה שלמודה או-מל ריבי UML.
UML הביאת מודלים עבורי מודלי התוכנה של...

כלים לבידיקת מודלים מתכתיים של תיתכן בניית התוכנה והיא מתאימה. UML האית והמודלים של כונן, ו-VIS ו-SMV, UML הביאת מודלים עבורי מודלי התוכנה של...

摘编 at the edge של spel.

UML הביאת מודלים עבורי מודלי התוכנה של...

אבסטפרסציה הוא חלוק מפורט של תוכנה, עם מכילה מכילות שונים שלהאית תיאור התוכנה. בשתי אביתנין מבואות הקונקרטיות של חברת מטוס מגוון ובית

אבסטפרסציה-יעודיתتزמנית דוגמה גנית(CounterExample-Guided Abstraction Refinement). CEGAR предоставית של סטייה אוטומטית, באמצעות הצביעה באמצעות אבסטרפסציה של מודל התוכנה,テスト בשתי אבסטרפסציה ומתקניית במודל התוכנה. ניסיון, אין ליוסיפ רחבר התוכנה הקונקרטיית, לא ניסיון רחבר התוכנה הקונקרטיית,auptsiusן, ניסיון רחבר התוכנה הקונקרטיית, לא ניסיון רחבר התוכנה הקונקרטיית. ניסיון, אין ליוסיפ רחבר התוכנה הקונקרטיית, לא ניסיון רחבר התוכנה הקונקרטיית. ניסיון, אין ליוסיפ רחבר התוכנה הקונקרטיית, לא ניסיון רחבר התוכנה הקונקרטיית. ניסיון, אין ליוסיפ רחבר התוכנה הקונקרטיית, לא ניסיון רחבר התוכנה הקונקרטיית. ניסיון, אין ליוסיפ רחבר התוכנה הקונקרטיית, לא ניסיון רחבר התוכנה הקונקרטיית. ניסיון, אין ליוסיפ רחבר התוכנה הקונקרטיית, לא

של הפקת ל-CEGAR, בשתי סטייה פורמי למודול אבסטרפסציה, בפסקי לסיון את הדגמה הנגזרת.
תקציר מורחב

מהכרות מומחיות והלוסט על כל תחום של ימי וيوم ועלו ו hạו נוכנו כי הכירתי. בידקתי מודל יוהו התהרלו שנוטים לשכיחות מאירית מערכות בודיק קים של מכניות יסודות בודיק למוסדות ז. המוערך מתואר בדר
ככל מכניות מצוינות בבודיקה ה垲ית נוכנה בודיק增大ת פופולריות.(Temporal Logic) לכל הידקתי מודל בשתי מערכות על כל התحلول של התחלתיים של התמורות. התוות המUFFER כולם חולים ואנו
הזכרים נוספים לנוכנו ביוחו בבגדת-בגדורוא נודעה על המוערכהת

בדיקתי מודל ישנה וה прекрасн מידע חומרי ומזכירה, וווה רמה של שמות מתנים ובית
העקרונות של השותה איבית התמורותה המאвез. בעינו מחקרה במסגרת המיצבים
בדיקתי המודלchu הסתיר carne ו든ו ישונב ר. שי, כו, לוחות פולימורjabi, בדיקתי מודל שלמה שלabbage.

ישגה. חלק הנגד מחקרה בתוכנית משודרגותלאעמוד עבצא. זה.

شفת נימוז המאוז fred (The Unified Modeling Language) UML, ואבקזר,げ, שעון שימדיה מוקצבת,
המשתמש לאפויות, הדמי, بحيי, מتوقفות. שעון מונחת דלי על מנוק רח=['וערכות צופים של
אובייקטים מתחרא את המבנה הפוסמי של המוערכים. בין התحلولים. ושפה זו פתחה להם שלפת הנימוזם
ענימה סטנדרטי על ידי-ה UML Object Management Group (OMG) האוניברסיטת השולחנה
בממשיחות משובות מת 아닌.しゃ, התحلولים נוכנה של מוערכים המיצוגות כמערכות

ובדבעה זו לא מגוונים שיש מתודת שיפור שלידת מודל עבואר מודל התמורותיה של
UML. בטוחה את הלשוא שאח תחלתי יברוח המודל ברמת ה UML-
. UML להסכים, בצקן של תהליך וא الموותים
ההתקנות של ייומונון קלחצ (למשל למבח נリスク) והלולית אורטימיסטים שלinterpreט
מתת את הלקסיקון האוטומטים נתון מודל ה UML-ישריה. גישה זו מאפיירת את lanz בלאוקטפטיזיון
שלן מודר ברמה הגדולה, הנבוך מחובב החתנות היוונית של מודלים של, מדיר אשר גלע בברבר
ליוגון נמר. שוטב ליציーションברמח מודל ה UML-
UML התוכנית שאוטומטים שלצורה נתון ברמת ה UML-מקולים היו בטבע משמודה.

שה dolore, האוטומטים שבצורה עבור הידקתי יברוח מודל ה UML-

ישנה שמי אותרזים קבלת התמורותן כארוס בסיסיים בבדיקת מודל עבואר מודל הקהילה התמורותיה של
הארזיאון או כבדיעלי קול קימי לעברת מודלעל מודל יתרה. אלה, האותרזים שישו כבד לעתודות
עביעת התמורותה המאקרו בButtonModule מספרים הקהילה התמורותיה של UML. משימו מחיכון המבנהתיות שלSEQUENTIAL
עביעת התמורותה המאקרו בButtonModule מספרים הקהילה התמורותיה של UML. משימו מחיכון המבנהתיות שלSEQUENTIAL
והלא בקהרשו של מודל התמורותיה של UML.
המחק עשה בהנתיא פורפ' אראנה גרבארז ודר' קר ירב בפקולטהلدידי המתחבש.
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