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1 Introduction

In this paper we survey abstraction and refinement in model checking. We restrict the discussion to existential abstraction which over-approximates the behaviors of the concrete model. The logics preserved under this abstraction are the universal fragments of branching-time temporal logics as well as linear-time temporal logics. For simplicity of presentation, we also restrict the discussion to abstraction functions, rather than abstraction relations. Thus, every concrete state is represented by exactly one abstract state. An abstract state then represents a set of concrete states, which is disjoint from the sets represented by other abstract states.

Abstraction is identified by a set of abstract states $\hat{S}$, an abstraction mapping $h$, that associates with each concrete state the abstract state which represents it, and a set of atomic propositions $AP$ which label the concrete and abstract states. We present three types of abstractions which differ in the choice of $\hat{S}$, $h$, and $AP$: predicate abstraction, visible-variable abstraction, and data abstraction. We also suggest how an abstraction can be extracted from a high-level description of a program.

We describe the CounterExample-Guided Abstraction-Refinement (CEGAR) methodology which suggests an iterative, automated approach to verification with abstraction. We comment on different possible implementations for constructing the abstract model and its refinements.

2 Preliminaries

2.1 Temporal logics

Model checking algorithms typically use finite state transition systems to model the verified systems and propositional temporal logics to specify the desired properties. In this section we present the syntax and semantics of several subsets of the temporal logic CTL* [25].

Let $AP$ be a set of atomic propositions. We define $CTL^*$ in positive normal form, in which negations are applied only to atomic propositions. This will facilitate the definition of universal and existential subsets of $CTL^*$ [29]. Since negations are not allowed, both conjunction and disjunction are required. Negations applied to the next-time operator $X$ can be “pushed inwards” using the
logical equivalence \(-(X f) = X \neg f\). The unless operator \(V\) (sometimes called the release operator), which is the dual of the until operator \(U\), is also added. Thus, \(-(f U g) = \neg f \lor g\).

**Definition 1 (CTL\(^{\ast}\)).** For a given set of atomic propositions \(AP\), the logic \(CTL^{\ast}\) is the set of state formulas, defined recursively by means of state formulas and path formulas as follows. State formulas are of the form:

- If \(p \in AP\), then \(p\) and \(\neg p\) are state formulas.
- If \(f\) and \(g\) are state formulas, then so are \(f \land g\) and \(f \lor g\).
- If \(f\) is a path formula, then \(A f\) and \(E f\) are state formulas.

Path formulas are of the form:

- If \(f\) is a state formula, then \(f\) is a path formula.
- If \(f\) and \(g\) are path formulas, then so are \(f \land g\) and \(f \lor g\).
- If \(f\) and \(g\) are path formulas, then so are \(X f\), \(f U g\), and \(f V g\).

The abbreviations true, false and implication \(\rightarrow\) are defined as usual. For path formula \(f\), the following abbreviations are widely used. \(F f \equiv true U f\) express the properties that sometimes in the future \(f\) holds. \(G f \equiv false V f\) express the properties that \(f\) holds globally.

\(CTL^{\ast}\) is a branching-time subset of \(CTL^{\ast}\) in which every temporal operator is immediately preceded by a path quantifier. Thus, nesting of temporal operators with no path quantifier in between is not allowed. Formally, \(CTL\) (in positive normal form) is the set of state formulas defined by:

- If \(p \in AP\), then \(p\) and \(\neg p\) are \(CTL\) formulas.
- If \(f\) and \(g\) are \(CTL\) formulas, then so are \(f \land g\) and \(f \lor g\).
- If \(f\) and \(g\) are \(CTL\) formulas, then so are \(AX f\), \(A(f U g)\), \(A(f V g)\) and \(EX f\), \(E(f U g)\), \(E(f V g)\).

\(ACTL^{\ast}\) is the universal subset of \(CTL^{\ast}\) in which only \(A\) path quantifiers are allowed. Similarly, \(ECTL^{\ast}\) is the existential subset of \(CTL^{\ast}\) in which only \(E\) path quantifiers are allowed. \(ACTL\) and \(ECTL\) are the restriction of \(ACTL^{\ast}\) and \(ECTL^{\ast}\) to \(CTL\).

\(LTL\) [49] can be defined as the subset of \(ACTL^{\ast}\) consisting of formulas of the form \(Af\), where \(f\) is a path formula in which the only state subformulas permitted are Boolean combinations of atomic propositions. More precisely, \(f\) is defined (in positive normal form) by

1. If \(p \in AP\) then \(p\) and \(\neg p\) are path formulas.
2. If \(f_1\) and \(f_2\) are path formulas, then \(f_1 \land f_2\), \(f_1 \lor f_2\), \(X f_1\), \(f_1 U f_2\), and \(f_1 V f_2\) are path formulas.

We will refer to such \(f\) as an LTL path formula.

The semantics of \(CTL^{\ast}\) is defined with respect to a finite state transition system called Kripke structure.
Definition 2 (Kripke structure). Let \( AP \) be a set of atomic propositions. A Kripke structure \( M \) over \( AP \) is a four-tuple \( M = (S, S_0, R, L) \), where

- \( S \) is a (finite) set of states;
- \( S_0 \subseteq S \) is the set of initial states;
- \( R \subseteq S \times S \) is the transition relation, which must be total, i.e., for every state \( s \in S \) there is a state \( s' \in S \) such that \( R(s, s') \);
- \( L : S \rightarrow P(\mathcal{AP}) \) is a function that labels each state with the set of atomic propositions true in that state.

A path in \( M \) starting from a state \( s \) is an infinite sequence of states \( \pi = s_0, s_1, s_2, \ldots \) such that \( s_0 = s \), and for every \( i \geq 0 \), \( R(s_i, s_{i+1}) \). The suffix of \( \pi \) from state \( s_i \) is denoted \( \pi^i \). The requirement that \( R \) is total simplifies the semantics of temporal logics over a Kripke structure since all paths are infinite. Several different semantics over finite paths can be found in [24].

We now consider the semantics of the logic CTL* with respect to a Kripke structure.

Definition 3 (Satisfaction of a formula). Given a Kripke structure \( M \), satisfaction of a state formula \( f \) by a model \( M \) at a state \( s \), denoted \( M, s \models f \), and of a path formula \( g \) by a path \( \pi \), denoted \( M, \pi \models g \), is defined as follows (where \( M \) is omitted when clear from the context).

1. \( s \models p \) if and only if \( p \in L(s) \); \( s \models \neg p \) if and only if \( p \notin L(s) \).
2. \( s \models f \land g \) if and only if \( s \models f \) and \( s \models g \).
3. \( s \models f \lor g \) if and only if \( s \models f \) or \( s \models g \).
4. \( s \models \forall \pi \models f \) if and only if for every path \( \pi \) from \( s \), \( \pi \models f \).
5. \( s \models \exists \pi \models f \) if and only if there exists a path \( \pi \) from \( s \) such that \( \pi \models f \).
6. \( \pi \models f \land g \) if and only if \( \pi \models f \) and \( \pi \models g \).
7. \( \pi \models f \lor g \) if and only if \( \pi \models f \) or \( \pi \models g \).
8. \( \pi \models X f \) if and only if \( \pi^1 \models f \).
9. \( \pi \models f U g \) if and only if for some \( n \geq 0 \), \( \pi^n \models g \) and for all \( i < n \), \( \pi^i \models f \).
10. \( \pi \models f V g \) if and only if for all \( n \geq 0 \), if \( \text{for all } i < n \), \( \pi^i \not\models f \) then \( \pi^n \models g \).

\( M \models f \) if and only if for every \( s \in S_0 \), \( M, s \models f \).

In [25] it has been shown that CTL and LTL are incomparable in their expressive power, and that CTL* is more expressive than either of them.

2.2 Model Checking

Given a Kripke structure \( M = (S, R, S_0, L) \) and a specification \( \varphi \) in a temporal logic such as CTL, the model checking problem is the problem of finding all
states $s$ such that $M, s \models \varphi$ and checking whether the initial states are included in those states.

When $M$ does not satisfy $\varphi$, model checking can provide a counterexample which demonstrates why the specification does not hold in the model. Counterexamples are very helpful for debugging. However, most model checking tools provide them only in limited cases. Common counterexamples have the form of either a finite path or a “lasso”, which is a finite path followed by a simple cycle. The former is suitable for demonstrating why a specification of the form $\text{AG } p$ fails to hold. It provides a finite path to a state satisfying $\neg p$. The latter is suitable to demonstrate why $\text{AF } p$ fails. It shows an infinite path in a “lasso” shape along which all states satisfy $\neg p$. For general specifications, a tree or even a general graph is needed. Counterexamples for ACTL formulas are defined in [19] and for full CTL in [53].

Model checking has been successfully applied in hardware verification, and is emerging as an industrial standard tool for hardware design. A partial list of tools for hardware verification includes SMV [41] and NuSMV [12], FormalCheck [31], RuleBase [2], and Forecast [26]. Recently, several tools for model checking of software have been developed as well and applied to non-trivial examples. A partial list consists of SPIN [34], Bandera [21], Java PathFinder [32], SLAM, Bebop, and Zing [1], Blast [3], Magic [9], and CBMC [16]. An extensive overview of model checking algorithms can be found in [13].

The main technical challenge in model checking is the state explosion problem which occurs if the system is a composition of several components or if the system variables range over large domains.

An explicit state model checker is a program which performs model checking directly on a Kripke structure. SPIN [33] is an example of a successful tool of that kind. Large models are often handled implicitly. Two widely used approaches are the BDD-based [8, 42] and the SAT-based [4] model checking.

**BDD-based model checking:** Ordered Binary Decision Diagrams (BDDs) [7] are canonical representations of Boolean functions. They are often concise in their memory requirements. Furthermore, most operations needed for model checking can be defined in terms of Boolean functions and can be implemented efficiently with BDDs.

In BDD-based (also called symbolic) model checking, the transition relation of the Kripke structure is represented by a Boolean function, which in turn is represented by a BDD. Sets of states are also represented by Boolean functions. Fixpoint characterizations of temporal operators are applied to the Boolean functions representing the Kripke structure. BDDs are sometimes, but not always, exponentially smaller than explicit representation of the corresponding Boolean functions. In such cases, symbolic verification is successful.

Two operations are central to model checking. Given a set of states $Q$, Image computation computes the set of successors of states in $Q$:

$$\text{Image}(Q) := \{ t \mid \exists s[R(s, t) \land Q(s)] \}.$$
**Preimage computation** computes the set of predecessors of states in $Q$:

$$\text{Preimage}(Q) := \{ s \mid \exists t[R(s, t) \land Q(t)] \}.$$ 

Unfortunately, in contrast to pure Boolean operations, these operations are not efficiently computable [42], and their computation is a major bottleneck in symbolic model checking.

**SAT-based model checking:** Many problems, including some versions of model checking, can very naturally be translated into the *satisfiability* problem of propositional calculus. The satisfiability problem is known to be NP-complete. Nevertheless, modern SAT-solvers, developed in recent years, can handle formulas with several thousands of variables within a few seconds. SAT-solvers such as Grasp [39], Prover [52], Chaff [47], and Berkmin [27], and many others, are based on sophisticated learning techniques and data structures that accelerate the search for a satisfying assignment, if exists.

Below we describe a simple way to exploit satisfiability for bounded model checking of properties of the form $\text{AG} p$, where $p$ is a Boolean formula. **Bounded Model Checking** [5, 4] accepts a model $M$, a natural number (a bound) $k$, and a formula $\text{AG} p$ as above. It constructs a propositional formula $f_{M,k}$, describing all computations of $M$ of length $k$. It also constructs a propositional formula $f_{\varphi,k}$, describing all paths of length $k$ satisfying the property $\varphi = \neg \text{AG} p = \text{EF} \neg p$. Next, it sends $f_{M,k} \land f_{\varphi,k}$ to a SAT-solver to check for satisfiability. If the formula is satisfiable then $M \not\vDash \text{AG} p$ and the satisfying assignment corresponds to a computation of $M$, leading to a state satisfying $\neg p$. This path is a *counterexample* for the checked formula. If $f_{M,k} \land f_{\varphi,k}$ is unsatisfiable then no counterexample of length $k$ exists in $M$. The bound $k$ is then increased and the check is repeated.

The method described above is mainly suitable for refutation. Verification is obtained only if $k$ exceeds the length of the longest path among all shortest paths from an initial state to some state in $M$. In practice, it is hard to compute this bound and even when known, it is often too large to handle. Full verification with SAT is possible using other methods, such as interpolation [43, 40], induction [51], and ALL-SAT [11, 44, 30]. However, these methods are more limited in their applicability to large systems. Bounded model checking can easily be extended for checking LTL formulas, interpreted over finite paths [5].

Many of the modern hardware verification tools such as NuSMV [12], RuleBase [2], Forecast & Thunder [26, 20], and FormalCheck [31] include both SAT and BDD methods and apply the one that is most successful in each case.

### 2.3 Equivalences and preorders

In this section we define relations on Kripke structures that guarantee logic preservation. The relations are *structural*. That is, they are defined by means of states and transitions of the Kripke structures. The structural relations correspond to *logical* relations that guarantee preservation of truth of formulas between related structures. These relations are exploited in many of the approaches
to avoiding the state explosion problem in model checking, such as, abstraction, modular model checking, symmetry, and partial-order reductions [13]. Instead of checking the full model of the system, a smaller model with guaranteed logic preservation is checked.

We define two structural relations: The bisimulation relation [48] and the simulation preorder [45]. Intuitively, two states are bisimilar if they are identically labeled and for every successor of one there is a bisimilar successor of the other. Similarly, one state is smaller than another by the simulation preorder if they are identically labeled and for every successor of the smaller state there is a corresponding successor of the greater one. The simulation preorder differs from bisimulation in that the greater state may have successors with no corresponding successors in the smaller state.

Let $AP$ be a set of atomic propositions and let $M_1 = (S_1, S_0, R_1, L_1)$ and $M_2 = (S_2, S_0, R_2, L_2)$ be two structures over $AP$.

**Definition 4.** A relation $B \subseteq S_1 \times S_2$ is a bisimulation relation [48] over $M_1$ and $M_2$ if the following conditions hold:

1. For every $s_1 \in S_0$, there is $s_2 \in S_0$, such that $B(s_1, s_2)$. Moreover, for every $s_2 \in S_0$, there is $s_1 \in S_0$, such that $B(s_1, s_2)$.
2. For every $(s_1, s_2) \in B$, 
   - $L_1(s_1) = L_2(s_2)$ and
   - $\forall t_1 \left[ R_1(s_1, t_1) \implies \exists t_2 \left[ R_2(s_2, t_2) \land B(t_1, t_2) \right] \right]$. 
   - $\forall t_2 \left[ R_2(s_2, t_2) \implies \exists t_1 \left[ R_1(s_1, t_1) \land B(t_1, t_2) \right] \right]$. 

We write $s_1 \bowtie s_2$ for $B(s_1, s_2)$. We say that $M_1$ and $M_2$ are bisimilar (denoted $M_1 \bowtie M_2$) if there exists a bisimulation relation $B$ over $M_1$ and $M_2$.

**Definition 5.** A relation $H \subseteq S_1 \times S_2$ is a simulation relation [46] over $M_1$ and $M_2$ if the following conditions hold:

1. For every $s_1 \in S_0$, there is $s_2 \in S_0$, such that $H(s_1, s_2)$.
2. For every $(s_1, s_2) \in H$, 
   - $L_1(s_1) = L_2(s_2)$ and
   - $\forall t_1 \left[ R_1(s_1, t_1) \implies \exists t_2 \left[ R_2(s_2, t_2) \land H(t_1, t_2) \right] \right]$. 

We write $s_1 \preceq s_2$ for $H(s_1, s_2)$. $M_2$ simulates $M_1$ (denoted $M_1 \preceq M_2$) if there exists a simulation relation $H$ over $M_1$ and $M_2$.

The following theorem relates bisimulation and simulation to the logics they preserve\footnote{Bisimulation and simulation also preserve the $\mu$-calculus logic [35] and its universal [37] subset, respectively. The discussion of $\mu$-calculus is beyond the scope of this paper.}.

**Theorem 1.**

- [6] Let $M_1 \bowtie M_2$. Then for every CTL* formula $f$ (with atomic propositions in $AP$), $M_1 \models f$ if and only if $M_2 \models f$.
- [29] Let $M_1 \preceq M_2$. For every ACTL* formula $f$ with atomic propositions in $AP$, $M_2 \models f$ implies $M_1 \models f$. 

2.4 Programs and their models

We describe a simple syntactic framework to formalize programs. A program $\mathcal{P}$ has a finite set of variables $V = \{v_1, \ldots, v_n\}$ (sometimes also denoted as a tuple $\sigma = (v_1, \ldots, v_n)$), where each variable $v_i$ has an associated domain $D_{v_i}$. The set of all possible states for program $\mathcal{P}$ is $D_{v_1} \times \cdots \times D_{v_n}$ which we denote by $D$. The value of a variable $v$ in state $s$ is denoted by $s(v)$. Expressions are built from variables in $V$, constants in $D_{v_i}$, and function symbols in the usual way, e.g. $v_1 + 3$. Atomic formulas are constructed from expressions and relation symbols, e.g. $v_1 + 3 < 5$. Similarly, predicates are composed of atomic formulas using negation ($\neg$), conjunction ($\land$), and disjunction ($\lor$). Thus, predicates are in fact quantifier-free first order formulas. Given a predicate $p$, Atoms($p$) is the set of atomic formulas occurring in it. Let $p$ be a predicate containing variables from $V$, and $d = (d_1, \ldots, d_n)$ be an element from $D$. Then we write $d \models p$ when the predicate obtained by replacing each occurrence of the variable $v_i$ in $p$ by the constant $d_i$ evaluates to true.

Predicates are used to identify initial states of the program as well as conditions in program statements such as if and while.

A specification for a program $\mathcal{P}$ is an ACTL* formula $\varphi$ whose atomic formulas are predicates over the program variable. Let $\text{Atoms}(\varphi)$ be the set of atomic formulas appearing in the specification $\varphi$. $\text{Atoms}(\mathcal{P})$ is the set of atomic formulas that appear in the definition of initial states or in the conditions in the program.

Each program $\mathcal{P}$ naturally corresponds to a Kripke structure $M = (S, S_0, R, L)$, where $S = D$ is the set of states, $S_0 \subseteq S$ is a set of initial states, $R \subseteq S \times S$ is a transition relation, and $L$ is a labeling function given by $L(d) = \{ f \in \text{Atoms}(\mathcal{P}) \mid d \models f \}$. Translating a program into a Kripke structure is straightforward and will not be described here.

3 Abstract models

In this section we define an abstract model (Kripke structure) based on a given concrete one. The abstract model is guaranteed by construction to be greater than the concrete model by the simulation relation, thus preservation of universal logics is obtained. In practice, however, the concrete model is too large to fit into memory and therefore is never produced. The abstract models are in fact constructed directly from some high-level description of the system.

For simplicity we consider abstractions obtained by collapsing disjoint sets of concrete states (in $S$) into single abstract states (in $\hat{S}$). We will not consider here non-disjoint sets, as is done for instance in Abstract Interpretation [37, 22].

We use a function $h : S \to \hat{S}$, called the abstraction mapping, to map each concrete state to the abstract state that represents it. The abstraction mapping $h$ induces an equivalence relation $\equiv_h$ on the domain $S$ in the following manner: Let $s, t$ be states in $S$, then

$$ s \equiv_h t \iff h(s) = h(t). $$
Since an abstraction can be represented either by an abstraction mapping \( h \) or by an equivalence relation \( \equiv_h \), we sometimes switch between these representations. When the context is clear, we often write \( \equiv \) instead of \( \equiv_h \).

### 3.1 Existential Abstraction

We define abstract Kripke structures by means of existential abstraction [15]. Existential abstraction defines an abstract state to be an initial state if it represents an initial concrete state. Similarly, there is a transition from abstract states \( \hat{s} \) to abstract state \( \hat{s}' \) if there is a transition from a state represented by \( \hat{s} \) to a state represented by \( \hat{s}' \) (see Figure 1). Formally,
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**Fig. 1.** Existential Abstraction. \( M \) is the original Kripke structure, and \( \hat{M} \) the abstracted one. The dotted lines in \( M \) indicate how the states of \( M \) are clustered into abstract states.

**Definition 6.** Let \( M = (\mathcal{S}, \mathcal{S}_0, R, L) \) be a (concrete) Kripke structure, let \( \hat{\mathcal{S}} \) be a set of abstract states and \( h : \mathcal{S} \rightarrow \hat{\mathcal{S}} \) be an abstraction mapping. The abstract Kripke structure \( \hat{M} = (\hat{\mathcal{S}}, \hat{\mathcal{S}}_0, \hat{R}, \hat{L}) \) generated by \( h \) for \( M \) is defined as follows:

1. \( \hat{\mathcal{S}}_0(\hat{s}) \) iff \( \exists s (h(s) = \hat{s} \land \mathcal{S}_0(s)) \).
2. \( \hat{R}(s_1, s_2) \) iff \( \exists s_1 \exists s_2 (h(s_1) = \hat{s}_1 \land h(s_2) = \hat{s}_2 \land R(s_1, s_2)) \).
3. \( \hat{L}(\hat{s}) = \bigcap_{h(s) = \hat{s}} L(s) \).

Having ‘iff’ in items 1 and 2 of the definition above results in the exact abstract model of \( M \), with respect to \( h \). Replacing ‘iff’ by ‘if’ results in a model with more initial states and more transitions, which still over-approximates the structure \( M \). Such a model is sometimes easier to construct. The results below hold for any abstract Kripke structure constructed by existential abstraction, not only for the exact one.
Note that, \( \widehat{s} \) is labeled by an atomic proposition if and only if all the states it represents are labeled by that proposition. We would like the abstract model to satisfy as many atomic propositions as possible. In order to achieve this, we introduce a condition on the abstraction mapping, guaranteeing that all concrete states in an equivalence class of \( \equiv_h \) share the same labels.

An abstraction mapping \( h \) is **appropriate** for a specification \( \varphi \) if for all atomic formulas \( f \in \text{Atoms}(\varphi) \), and for all states \( s \) and \( t \) in \( S \) such that \( s \equiv_h t \) it holds that \( s \models f \iff t \models f \).

Let \( M \) and \( \varphi \) be defined over \( AP \) and let \( h \) be appropriate for \( \varphi \), then \( s \equiv_h t \) implies \( L(s) = L(t) \). Moreover, \( h(s) = \widehat{s} \) implies \( L(\widehat{s}) = L(s) \).

The following theorem shows that for \( \text{ACTL}^* \), specifications which are correct for \( \widehat{M} \) are correct for \( M \) as well.

**Theorem 2.** Let \( M \) be a Kripke structure and \( \varphi \) be an \( \text{ACTL}^* \) formula, both defined over \( AP \). Further, let \( h \) be appropriate for \( \varphi \). Then \( M \preceq \widehat{M} \). Consequently, \( \widehat{M} \models \varphi \) implies \( M \models \varphi \).

Note that once \( \widehat{S} \), \( h \), and \( AP \) are given, \( \widehat{S}_0, \widehat{R}, \) and \( \widehat{L} \) are uniquely determined. Thus, \( \widehat{S}, h, \) and \( AP \) uniquely determine \( \widehat{M} \). Since \( h \) implicitly includes the information about \( \widehat{S} \) and \( AP \), we sometimes refer to \( h \) for identifying \( \widehat{M} \). In the next subsections we will define different types of abstraction by means of their abstract states and abstraction mapping. Other abstraction types are also possible.

### 3.2 Abstraction Types

Let \( P \) be a program and let \( \varphi \) be an \( \text{ACTL}^* \) formula. We describe several ways to define abstractions that are appropriate for checking \( \varphi \) on \( P \). They are all based on the existential abstraction. They differ from each other in their choice of abstract states, in the set of atomic propositions that label both concrete and abstract states and in the definition of the abstraction function \( h \).

**Predicate Abstraction:** Predicate abstraction [28, 50] is based on a set of predicates \( \{P_1, \ldots, P_k\} \), defined over the program variables. Recall that predicates are quantifier-free first order formulas. Since our goal is to check a property \( \varphi \) on a program \( P \), \( \text{Atoms}(\varphi) \), the set of predicates appearing in \( \varphi \), must be included in the set of predicates. In addition, this set will contain some of the conditions in control statements in \( P \), and possibly other predicates.

In order to define the abstract state space, each predicate \( P_j \) is associated with a Boolean variable \( B_j \). The set of abstract states are valuations of \( \{B_1, \ldots, B_k\} \). Thus, \( \widehat{S} = \{0, 1\}^k \).

The predicates are also used to define the abstraction mapping \( h \) between the concrete and abstract state spaces. A concrete state \( s \) will be mapped to an abstract state \( \widehat{s} \) through \( h \) if and only if the truth value of each predicate on \( s \)
equals the value of the corresponding Boolean variable in the abstract state \( \hat{s} \). Formally,

\[
h(s) = \hat{s} \iff \bigwedge_{1 \leq j \leq k} (P_j(s) \Leftrightarrow B_j(\hat{s})).
\]  

(1)

The predicates also serve as the atomic propositions that label the states in the concrete and abstract models. That is, the set of atomic propositions is \( AP = \{P_1, P_2, \ldots, P_k\} \). A state in the concrete system will be labeled with all the predicates it satisfies. Note that, all concrete states mapped to the same abstract state \( \hat{s} \) agree on the values of all predicates \( P_j \) and also agree with \( \hat{s} \) on the value of the corresponding \( B_j \). Thus, an abstract state will be labeled with predicate \( P_j \) if and only if the corresponding bit \( B_j \) is 1 in that state.

Note also that \( h \) is a function because each \( P_j \) can have one and only one value on a given concrete state and so the abstract state corresponding to the concrete state is unique. \( h \) is also appropriate for any ACTL* formula over \( AP \), and in particular \( \varphi \).

Once \( \hat{S}, h, \) and \( AP \) have been determined, the rest of the abstract model is defined as explained before, by means of existential abstraction.

**Example 1.** We will exemplify some of the notions defined above on a simple example. Consider a program \( P \) with variables \( x, y \) over the natural numbers and a single transition \( x := x + 1 \). Let \( AP = \{P_1, P_2, P_3\} \) where \( P_1 = (x \leq 1) \), \( P_2 = (x > y) \), and \( P_3 = (y = 2) \).

Let \( s \) and \( t \) be two concrete states such that \( s(x) = s(y) = 0 \), \( t(x) = 1 \) and \( t(y) = 2 \). Then, \( L(s) = \{P_1\} \) and \( L(t) = \{P_1, P_3\} \).

The abstract states are defined over valuations of the Boolean variable \( B_1, B_2, B_3 \). Thus, \( \hat{S} \subseteq \{0, 1\}^3 \). The abstraction mapping \( h \) is: \( h(s) = (1, 0, 0) \) and \( h(t) = (1, 0, 1) \). Note that \( \hat{L}((1, 0, 0)) = L(s) = \{P_1\} \), where \( \hat{L}((1, 0, 1)) = L(t) = \{P_1, P_3\} \). The abstract transition relation can be represented by the following formula:

\[
\hat{R}(B_1, B_2, B_3, B_1', B_2', B_3') \iff \\
\exists x, y, x', y'[ P_1(x, y) \Leftrightarrow B_1' \land P_2(x, y) \Leftrightarrow B_2' \land P_3(x, y) \Leftrightarrow B_3' \land \\
x' = x + 1 \land y' = y \land \\
P_1(x', y') \Leftrightarrow B_1' \land P_2(x', y') \Leftrightarrow B_2' \land P_3(x', y') \Leftrightarrow B_3' ].
\]

If the program \( P \) is over a finite, relatively small state space, then BDDs can be used to compute \( \hat{R} \). For that, we will need a BDD representation of the concrete transition relation \( R \) (possibly in the form of a partitioned transition relation [13]). Further, we will need a BDD representation for \( h \).

If the program is over a finite but large state space then SAT solvers will be more appropriate, while if its state space is infinite then theorem prover will have to be used [50].

The two other types of abstractions described next can both be defined by means of predicate abstraction. However, they are interesting special cases.
**Abstraction based on visible and invisible variables:** The visible-variables abstraction, also known as *localization reduction* [36], is based on a partition of the program variables into visible and invisible variables. It is a simpler special case of predicate abstraction and is widely used in model checking of hardware. The visible variables, denoted $\mathcal{V}$, are considered to be important for the checked property $\varphi$ and hence are retained in the abstract model. This set includes, in particular, all variables that appear in $\varphi$. The rest of the variables, called *invisible*, are considered irrelevant for checking $\varphi$. Ideally, only a small subset of the variables will be considered visible.

Formally, given a set of variables $U = \{u_1, \ldots, u_p\}$, $U \subseteq V$, let $s^U$ denotes the portion of $s$ that corresponds to variables in $U$, i.e., $s^U = (s(u_1), \ldots, s(u_p))$.

Let $\mathcal{V} = \{u_1, \ldots, u_q\} \subseteq V$ be the set of visible variables. Then, the set of abstract states is $\hat{S} = D_{u_1} \times \cdots \times D_{u_q}$. The abstraction function $h : S \rightarrow \hat{S}$ is defined as $h(s) = s^\mathcal{V}$. $AP$ includes all atomic propositions in $\varphi$. Since all variables that appear in $\varphi$ are visible, $h$ is appropriate for $\varphi$.

A conservative choice of the set of visible variables is described below. Assume that each variable $v \in V$ is associated with a next-state function $f_v(V')$. Typically, $f_v$ depends only on a subset of $V$. The Cone Of Influence (COI) [13] of a formula $\varphi$ is defined inductively as follows. It includes all the variables in $\varphi$. In addition, if $v$ is in COI, then all variables on which $f_v$ depends are also in COI.

Taking the COI of $\varphi$ to be the set of visible variable, results in an abstract model which is equivalent to the concrete model with respect to $\varphi$. That is, the abstract model satisfies $\varphi$ if and only if the concrete model satisfies it. As a result, refutation of $\varphi$ on the abstract model implies refutation on the concrete model. This choice, however, is often not practical, since COI is typically too large.

Note that, in contrast to predicate abstraction, the visible-variables abstraction cannot retain any information on variables over infinite domain. Such variables must be considered invisible. This is because the domain of a visible variable is taken as is and no abstraction is applied to it. In the next section we present an abstraction that can abstract domains of individual variables.

**Data abstraction:** Another useful abstraction can be obtained by abstracting away some of the data information. *Data abstraction* [15, 38] is done by choosing, for every variable in the system, an abstract domain that is typically significantly smaller than the original domain. The abstraction function maps concrete data domains to abstract data domains and induces an abstraction function from concrete states to abstract states.

Clearly, a property verified for the abstract model can only refer to the abstract values of the program variables. In order for such a property to be meaningful in the concrete model we label the concrete states by atomic formulas of the form $\mathcal{V}_i = a$, where $a$ is an element of the abstract domain of $v_i$. These atomic formulas indicate that the variable $v_i$ has some value $d$ that has been abstracted to $a$.  


Let $\mathcal{P}$ be a program with variables $v_1, \ldots, v_n$. For simplicity we assume that all variables are over the same domain $D$. Thus, the concrete model of the system is defined over states $s$ of the form $s = (d_1, \ldots, d_n)$ in $D \times \ldots \times D$, where $d_i$ is the value of $v_i$ in this state.

In order to build an abstract model for $\mathcal{P}$ we need to choose an abstract domain $A$ and an variable-abstraction mapping $h : D \rightarrow A$. The abstract state space is then defined by

$$\hat{S} = A \times \ldots \times A.$$  

The abstraction mapping is an extension of the variable-abstraction mapping $h$ to $n$-tuples in $D \times \ldots \times D$. By abuse of notion we denote the abstraction mapping by $h$ as well.

$$h((d_1, \ldots, d_n)) = (h(d_1), \ldots, h(d_n)).$$

As before, an abstract state $(a_1, \ldots, a_n)$ of $\hat{S}$ represents the set of all states $(d_1, \ldots, d_n)$ such that $h((d_1, \ldots, d_n)) = (a_1, \ldots, a_n)$.

The next step is to restrict the concrete model of $\mathcal{P}$ so that it reflects only the abstract values of its variables. This is done by defining the set of atomic propositions as follows:

$$AP = \{ \hat{v}_i = a \mid i = 1, \ldots, n \text{ and } a \in A \}.$$  

The notation $\hat{v}_i$ is used to emphasize that we refer to the abstract value of the variable $v_i$. The labeling of a state $s = (d_1, \ldots, d_n)$ in the concrete model will be defined by

$$L(s) = \{ \hat{v}_i = a_i \mid h(d_i) = a_i, \text{ } i = 1, \ldots, n \}.$$  

By restricting the state labeling we lose the ability to refer to the actual values of the program variables. However, many of the states are now indistinguishable and can be collapsed into a single abstract state.

Here again all states mapped to an abstract state agree on all atomic propositions. Thus, the abstraction mapping $h$ is appropriate for every ACTL$^*$ formula defined over $AP$. The abstract labeling, defined according to the existential abstraction, can also be described as follows. Let $\hat{s} = (a_1, \ldots, a_n)$. Then,

$$\hat{L}(\hat{s}) = \{ \hat{v}_i = a_i \mid i = 1, \ldots, n \}.$$  

**Example 2.** Let $\mathcal{P}$ be a program with a variable $x$ over the integers. Let $s, s'$ be two program states such that $s(x) = 2$ and $s'(x) = -7$. Following are two possible abstractions.

**Abstraction 1:**

$$A_1 = \{a_-, a_0, a_+ \} \text{ and }$$

$$h_1(d) = \begin{cases} 
  a_+ & \text{if } d > 0 \\
  a_0 & \text{if } d = 0 \\
  a_- & \text{if } d < 0 
\end{cases}$$
Thus, $h(s) = (a_+)$ and $h(s') = (a_-)$. The set of atomic propositions is $AP_1 = \{ \hat{x} = a_-, \hat{x} = a_0, \hat{x} = a_+ \}$. The labeling of states in the concrete and abstract models induced by $A_1$ and $h_1$ is: $L_1(s) = \hat{L}(a_+) = \{ \hat{x} = a_+ \}$ and $L_1(s') = \hat{L}(a_-) = \{ \hat{x} = a_- \}$.

**Abstraction 2:**

$$A_2 = \{ a_{\text{even}}, a_{\text{odd}} \} \text{ and }$$

$$h_2(d) = \begin{cases} 
  a_{\text{even}} & \text{if even}(|d|) \\
  a_{\text{odd}} & \text{if odd}(|d|)
\end{cases}$$

Here $h(s) = (a_{\text{even}})$ and $h(s') = (a_{\text{odd}})$. The set of atomic propositions is $AP_2 = \{ \hat{x} = a_{\text{even}}, \hat{x} = a_{\text{odd}} \}$. The labeling induced by $A_2$ and $h_2$ is: $L_2(s) = \hat{L}(a_{\text{even}}) = \{ \hat{x} = a_{\text{even}} \}$ and $L_2(s') = \hat{L}(a_{\text{odd}}) = \{ \hat{x} = a_{\text{odd}} \}$.

### 4 Deriving models from the program text

In the next section we explain how the exact and approximated abstract model for the system can be derived directly from a high-level description of a program. In order to avoid having to choose a specific programming language, we argue that the program can be described by means of first-order formulas. In this section we demonstrate how this can be done.

Let $\mathcal{P}$ be a program, and let $\overline{v} = (v_1, \ldots, v_n)$ and $\overline{v'} = (v'_1, \ldots, v'_n)$ be two copies of the program variables, representing the current and next state, respectively. The program will be given by two first-order formulas, $S_0(\overline{v})$ and $R(\overline{v}, \overline{v'})$, describing the set of initial states and the set of transitions, respectively. Let $\overline{d} = (d_1, \ldots, d_n)$ be a vector of values. The notation $S_0(\overline{v} \leftarrow \overline{d})$ indicates that for every $i = 1, \ldots, n$, the value $d_i$ is substituted for the variable $v_i$ in the formula $S_0$. A similar notation is used for substitution in the formula $R$.

**Definition 7.** Let $S = D \times \ldots \times D$ be the set of states in a model $M$. The formulas $S_0(\overline{v})$ and $R(\overline{v}, \overline{v'})$ define the set of initial states $S_0$ and the set of transitions $R$ in $M$ as follows. Let $s = (d_1, \ldots, d_n)$ and $s' = (d'_1, \ldots, d'_n)$ be two states in $S$.

- $S_0(s) \iff S_0(\overline{v} \leftarrow \overline{d})$ is true.
- $R(s, s') \iff R(\overline{v}, \overline{v'})[\overline{v} \leftarrow \overline{d}, \overline{v'} \leftarrow \overline{d'}]$ is true.

The following example demonstrates how a program can be described by means of first-order formulas. A more elaborate explanation can be found in [13]. We assume that each statement in the program starts and ends with labels that uniquely define the corresponding locations in the program. The program locations will be represented in the formula by the variable $pc$ (the program counter), which ranges over the set of program labels.
Example 3. Given a program with one variable $x$ that starts at label $l_0$, in any state in which $x$ is even, the set of its initial states is described by the formula:

$$S_0(pc, x) = pc = l_0 \land \text{even}(x).$$

Let $l : x := e \ l'$ be a program statement. The transition relation associated with this statement is described by the formula:

$$R(pc, x, pc', x') = pc = l \land x' = e \land pc' = l'.$$

Given the statement $l :$ if $x = 0$ then $l_1 : x := 1$ else $l_2 : x := x + 1 \ l'$, the transition relation associated with it is described by the formula:

$$R(pc, x, pc', x') = (pc = l_1 \land x = 0 \land x' = x \land pc' = l_1) \lor$$

$$\quad (pc = l_1 \land x \neq 0 \land x' = x \land pc' = l_2) \lor$$

$$\quad (pc = l_2 \land x' = x + 1 \land pc' = l')).$$

Note that checking the condition of the if statement takes one transition, along which the value of the program variable is checked but not changed. If the program contains an additional variable $y$, then $y' = y$ will be added to the description of each of the transitions above. This captures the fact that variables that are not assigned a new value keep their previous value.

4.1 Deriving abstract models

Let $S_0$ and $R$ be the formulas describing a concrete model $M$. Let $\hat{S}$ and $h$ be the set of abstract states and the abstraction mapping, defining an abstract model $\hat{M}$. We would like to define formulas $\hat{S}$ and $\hat{R}$ that describe the model $\hat{M}$. We first define formulas that describe the exact abstract model. To emphasize that it is the exact model we will denote it by $\hat{M}_e$. We then show how to construct formulas describing an approximated abstract model with possibly more initial states and more transitions. The latter formulas represent an abstract model which is less precise than the exact one, but is easier to compute.

Let $\hat{S}$ be defined over the variables $(\hat{v}_1, \ldots, \hat{v}_k)$, that is $\hat{S}$ is the set of valuations of those variables. Further, let $h((v_1, \ldots, v_n)) = (\hat{v}_1, \ldots, \hat{v}_k)$. Thus, $h$ maps valuations over the concrete domain to valuations over the abstract domain. The new formulas that we construct for $\hat{M}$ will be defined over the variables $(\hat{v}_1, \ldots, \hat{v}_k)$. The formulas will determine for abstract states whether they are initial and whether there is a transition connecting them. For this purpose, we first define a derivation of a formula over variables $\hat{v}_1, \ldots, \hat{v}_k$ from a formula over $v_1, \ldots, v_n$.

Definition 8. Let $\varphi$ be a first-order formula over variables $v_1, \ldots, v_n$. The formula $[\varphi]$ over $\hat{v}_1, \ldots, \hat{v}_k$ is defined as follows:

$$[\varphi](\hat{v}_1, \ldots, \hat{v}_k) = \exists v_1 \ldots v_n (h((v_1, \ldots, v_n)) = (\hat{v}_1, \ldots, \hat{v}_k) \land \varphi(v_1, \ldots, v_n)).$$
Lemma 1. Let $\bar{\mathcal{S}}_0$ and $\bar{\mathcal{R}}$ be the formulas describing a model $\bar{M}$. Then the formulas $\bar{\mathcal{S}}_0 = [\mathcal{S}_0]$ and $\bar{\mathcal{R}} = [\mathcal{R}]$ describe the exact model $\bar{M}_e$.

The lemma holds since $\bar{M}_e$ is defined by existential abstraction (see Definition 6). This is directly reflected in $[\mathcal{S}_0]$ and $[\mathcal{R}]$.

Using $\bar{\mathcal{S}}_0$ and $\bar{\mathcal{R}}$ allows us to build the exact model $\bar{M}_e$ without first building the concrete model $\bar{M}$. However, the formulas $\mathcal{S}_0$ and $\mathcal{R}$ might be quite large. Thus, applying existential quantification to them might be computationally expensive. We therefore define a transformation $\mathcal{T}$ on first-order formulas. The idea of $\mathcal{T}$ is to push the existential quantification inwards, so that it is applied to simpler formulas.

Definition 9. Let $\varphi$ be a first-order formula in positive normal form. Then $\mathcal{T}(\varphi)$ is defined as follows:

1. If $p$ is a predicate, then $\mathcal{T}(p(v_1, \ldots, v_n)) = [p](\hat{v}_1, \ldots, \hat{v}_k)$ and $\mathcal{T}(-p(v_1, \ldots, v_n)) = \neg[p](\hat{v}_1, \ldots, \hat{v}_k)$.
2. $\mathcal{T}(\varphi_1 \land \varphi_2) = \mathcal{T}(\varphi_1) \land \mathcal{T}(\varphi_2)$.
3. $\mathcal{T}(\varphi_1 \lor \varphi_2) = \mathcal{T}(\varphi_1) \lor \mathcal{T}(\varphi_2)$.
4. $\mathcal{T}(\forall \varphi) = \forall \mathcal{T}(\varphi)$.
5. $\mathcal{T}(\exists \varphi) = \exists \mathcal{T}(\varphi)$.

We can now define an approximated abstract model $\bar{\bar{M}}$. It is defined over the same set of states as the exact model, but its set of initial states and set of transitions are defined using the formulas $\mathcal{T}(\mathcal{S}_0)$ and $\mathcal{T}(\mathcal{R})$. The following lemma ensures that every initial state of $\bar{M}_e$ is also an initial state of $\bar{\bar{M}}$. Moreover, every transition of $\bar{M}_e$ is also a transition of $\bar{\bar{M}}$.

Lemma 2. For every first-order formula $\varphi$ in positive normal form, $[\varphi]$ implies $\mathcal{T}(\varphi)$. In particular, $[\mathcal{S}_0]$ implies $\mathcal{T}(\mathcal{S}_0)$ and $[\mathcal{R}]$ implies $\mathcal{T}(\mathcal{R})$.

Note that the other direction does not hold. Cases 2 and 4 of Definition 9 result in nonequivalent formulas.

Corollary 1. $M \preceq \bar{M}_e \preceq \bar{\bar{M}}$.

By allowing $\bar{\bar{M}}$ to have more behaviors than $\bar{M}_e$, we increase the likelihood that it will falsify ACTL* formulas that are actually true in the concrete model and possibly true in $\bar{M}_e$. This reflects the tradeoff between the precision of the model and the ease of its computation.

In practice, there is no need to construct formulas in order to build the approximated model. Let $p$ be a predicate associated with a basic action $a$ in the program (e.g. conditions, assignments of mathematical expressions). The user should provide abstract predicates $[p]$ and $[-p]$ for every such action $a$. Based on these, the approximated model can be constructed automatically.

In [15, 38], the construction of abstract models presented here has been developed and applied in the context of data abstraction.
5 Counterexample-guided Abstraction Refinement

It is easy to see that, regardless of the type of abstraction we use, the abstract model $\hat{M}$ contains less information than the concrete model $M$. Thus, model checking the structure $\hat{M}$ potentially produces incorrect results. Theorem 2 guarantees that if an ACTL* specification is true in $\hat{M}$ then it is also true in $M$. On the other hand, the following example shows that if the abstract model invalidates an ACTL* specification, the actual model may still satisfy the specification.

Example 4. The US traffic light controller presented in Figure 2, is defined over atomic propositions $AP = \{\text{state} = \text{red}\}$. We would like to prove for it the formula $\psi = AG AF(\text{state} = \text{red})$ using the abstraction mapping $h(\text{red}) = \hat{\text{red}}$ and $h(\text{green}) = h(\text{yellow}) = \hat{\text{go}}$. It is easy to see that $M \models \psi$ while $\hat{M} \not\models \psi$. There exists an infinite abstract trace $(\text{red}, \hat{\text{go}}, \hat{\text{go}}, \ldots)$ that invalidates the specification. However no corresponding concrete trace exists.

![Red Green Yellow Traffic Lights](image)

Fig. 2. Abstraction of a US traffic light.

When an abstract counterexample does not correspond to some concrete counterexample, we call it spurious. For example, $(\text{red}, \hat{\text{go}}, \hat{\text{go}}, \ldots)$ in the above example is a spurious counterexample.

Let us consider the situation outlined in Figure 3. We see that the abstract path does not have a corresponding concrete path. Whichever concrete path we go, we will end up in state $D$, from which we cannot go further. Therefore, $D$ is called a deadend state. On the other hand, the bad state is state $B$, because it made us believe that there is an outgoing transition. Finally, state $I$ is an irrelevant state since it is neither deadend nor bad. To eliminate the spurious path, the abstraction can be refined, for instance, as indicated by the thick line, separating deadend states from bad states.

5.1 The Abstraction-Refinement Framework for ACTL*

In this section we present the framework of CounterExample-Guided Abstraction-Refinement (CEGAR), for the logic ACTL* and existential abstraction. The main steps of the CEGAR framework are presented below:

---

2 From now on we will assume that $\hat{M}$ is defined according to an abstraction mapping $h$ which is appropriate for the checked property.
Fig. 3. The abstract path in \( \hat{M} \) (indicated by the thick arrows) is spurious. To eliminate the spurious path, the abstraction has to be refined as indicated by the thick line in \( M \).

1. Given a model \( M \) and an ACTL* formula \( \varphi \), generate an initial abstract model \( \hat{M} \).
2. Model check \( \hat{M} \) with respect to \( \varphi \). If \( \varphi \) is true, then conclude that the concrete model satisfies the formula and stop. If a counterexample \( \hat{T} \) is found, check whether it is also a counterexample in the concrete model. If it is, conclude that the concrete model does not satisfy the formula and stop. Otherwise, the counterexample is spurious. Proceed to step 3.
3. Refine the abstract model, so that \( \hat{T} \) will not be included in the new, refined abstract model. Go back to step 2.

Suggesting an initial abstraction and refinements manually requires great ingenuity and close acquaintance with the verified system. Here we present a framework, developed in [17], in which both steps are done automatically. The initial abstraction is constructed based on the program text, and refinements are determined by spurious counterexamples.

5.2 Detailed Overview of CEGAR

We now describe in more detail the CEGAR framework for ACTL*. For a program \( \mathcal{P} \) and an ACTL* formula \( \varphi \), our goal is to check whether the Kripke structure \( M \) corresponding to \( \mathcal{P} \) satisfies \( \varphi \). The CEGAR methodology consists of the following steps.

1. \textit{Generate the initial abstraction}: We generate an initial abstraction mapping \( h \) by examining the program text. We consider the conditions used in control statements such as \texttt{if}, \texttt{while}, and \texttt{case}, and also the atomic formulas in \( \varphi \).

\footnote{Most existing model checking tools handle CTL or LTL which are subsets of ACTL*.}
The initial abstraction is an existential abstraction, constructed according to one of the abstractions described in Section 3.2.

2. **Model-check the abstract structure:** Let \( \tilde{M} \) be the abstract Kripke structure corresponding to the abstraction mapping \( h \). We check whether \( \tilde{M} \models \varphi \). If the check is affirmative, then we can conclude that \( M \models \varphi \) (see Theorem 2). Suppose the check reveals that there is a counterexample \( \tilde{T} \). We ascertain whether \( \tilde{T} \) is an actual counterexample, i.e., it corresponds to a counterexample in the unabstracted structure \( M \). If \( \tilde{T} \) turns out to be an actual counterexample, we report it to the user, otherwise \( \tilde{T} \) is a spurious counterexample, and we proceed to step 3.

3. **Refine the abstraction:** We refine the abstraction mapping \( h \) by partitioning a single equivalence class \( \equiv \) so that after the refinement, the refined abstract structure \( \tilde{M} \) does not admit the spurious counterexample \( \tilde{T} \). We will not discuss here partitioning algorithms. After refining the abstraction mapping, we return to step 2.

The refinement can be accelerated in the cost of faster increase of the abstract model if the criterion obtained for partitioning one equivalence class (e.g. a new predicate) is used to partition all classes.

Depending on the type of \( h \) and the size of \( M \), the initial abstract model (i.e., abstract initial states and abstract transitions) can be built using BDDs, SAT solvers or theorem provers. Similarly, the partitioning of abstract states, performed in the refinement, can be done using BDDs (e.g. as in [17]), SAT solvers (e.g. as in [10]), or linear programming and machine learning (e.g. as in [18]).

### 5.3 BDD-based CEGAR

In this section we describe a BDD-based implementation of the CEGAR framework, in which the initial abstraction and the refinements are computed and represented symbolically, using BDDs.

**Model Checking the Abstract Model** We use standard symbolic model checking procedures to determine whether \( \tilde{M} \) satisfies the specification \( \varphi \). If it does, then by Theorem 2 we can conclude that the original Kripke structure also satisfies \( \varphi \). Otherwise, assume that the model checker produces a counterexample \( \tilde{T} \) corresponding to the abstract model \( \tilde{M} \). In the rest of this section, we will focus on counterexamples which are finite paths. In [17], counterexamples consisting of a finite path followed by a loop are also considered. In [19], tree-like counterexamples for all of \( \text{ACTL} \) are considered.

### 5.4 Identification of Spurious Path Counterexamples

Assume the counterexample \( \tilde{T} \) is a path \( (\hat{s}_1, \ldots, \hat{s}_n) \). Given an abstract state \( \hat{s} \), the set of concrete states \( s \) such that \( h(s) = \hat{s} \) is denoted by \( h^{-1}(\hat{s}) \), i.e.,
$h^{-1}(\tilde{s}) = \{s | h(s) = \tilde{s}\}$. We extend $h^{-1}$ to sequences in the following way: $h^{-1}(\tilde{T})$ is the set of concrete paths defined as follows:

$$h^{-1}(\tilde{T}) = \{(s_1, \cdots, s_n) | \bigwedge_{i=1}^{n} h(s_i) = \tilde{s}_i \land S_0(s_1) \land \bigwedge_{i=1}^{n-1} R(s_i, s_{i+1})\}.$$  

Next, we give a symbolic algorithm to compute $h^{-1}(\tilde{T})$. Let $S_1 = h^{-1}(\tilde{s}_1) \cap S_0$. For $1 < i \leq n$, we define $S_i$ in the following manner: $S_i := \text{Image}(S_{i-1}) \cap h^{-1}(\tilde{s}_i)$. Recall that, $\text{Image}(S_{i-1})$ is the set of successors of states in $S_{i-1}$. The sequence of sets $S_i$ is computed symbolically using BDDs and the standard image computation algorithm. The following lemma establishes the correctness of this procedure.

**Lemma 3.** The following are equivalent:

(i) The path $\tilde{T}$ corresponds to a concrete counterexample.

(ii) The set of concrete paths $h^{-1}(\tilde{T})$ is non-empty.

(iii) For all $1 \leq i \leq n$, $S_i \neq \emptyset$.

Suppose that condition (iii) of Lemma 3 is violated, and let $i$ be the largest index such that $S_i \neq \emptyset$. Then $\tilde{s}_i$ is called the failure state of the spurious counterexample $\tilde{T}$. It follows from Lemma 3 that if $h^{-1}(\tilde{T})$ is empty (i.e., if the counterexample $\tilde{T}$ is spurious), then there exists a minimal $i$ ($2 \leq i \leq n$) such that $S_i = \emptyset$.

**Example 5.** In this example we apply data abstraction. Consider a program with only one variable with domain $D = \{1, \cdots, 12\}$. Assume that the abstraction mapping $h$ maps $d \in D$ to $\lfloor (d - 1)/3 \rfloor + 1$. There are four abstract states corresponding to the equivalence classes $\{1, 2, 3\}$, $\{4, 5, 6\}$, $\{7, 8, 9\}$, and $\{10, 11, 12\}$. We call these abstract states $\hat{1}$, $\hat{2}$, $\hat{3}$, and $\hat{4}$. The transitions between states in the concrete model are indicated by the arrows in Figure 4; small dots denote non-reachable states. Suppose that we obtain an abstract counterexample
\( \hat{T} = \{1, 2, 3, 4\} \). It is easy to see that \( \hat{T} \) is spurious. Using the terminology of Lemma 3, we have \( S_1 = \{1, 2, 3\} \), \( S_2 = \{4, 5, 6\} \), \( S_3 = \{9\} \), and \( S_4 = \emptyset \). Notice that \( S_4 \) is empty. Thus, \( \hat{s}_3 \) is the failure state.

**Algorithm SplitPATH(\( \hat{T} \))**

\[
S := h^{-1}(\hat{s}_1) \cap S_0
\]

\[j := 1\]

**while** \((S \neq \emptyset \) and \( j < n \)) {

\[j := j + 1\]

\( S_{prev} := S \)

\[S := \text{Image}(S) \cap h^{-1}(\hat{s}_j) \]

**if** \( S \neq \emptyset \) **then** output "counterexample exists"

**else** output \( j-1 \), \( S_{prev} \)

**Fig. 5.** SplitPATH checks if an abstract path is spurious.

The symbolic Algorithm SplitPATH in Figure 5 computes the index of the failure state and the set of states \( S_{i-1} \); the states in \( S_{i-1} \) are called **dead-end** states. After the detection of the dead-end states, we proceed to the refinement step. On the other hand, if the conditions stated in Lemma 3 are true, then SplitPATH will report a “real” counterexample and we can stop.

### 5.5 Refining the Abstraction

In this section we explain how to refine an abstraction to eliminate the spurious counterexample. In order to simplify the discussion we assume that the abstract model is exact (see the discussion following Definition 6). Less precise abstract models can also be handled. Recall the discussion concerning Figure 3 in Section 5.1 where we identified dead-end states, bad states, and irrelevant states. The refinement should suggest a partitioning of equivalence classes, that will separate the deadend states \( S_D \) from the bad states \( S_B \).

We already have the deadend states. \( S_D \) is exactly the set \( S_{prev} \), returned by the algorithm SplitPATH(\( \hat{T} \)). The algorithm also returns \( j-1 \), the index in the counterexample where the failure state has been encountered. We can now compute the bad states symbolically as follows:

\[ S_B = \text{PreImage}(h^{-1}(\hat{s}_{j+1})) \cap h^{-1}(\hat{s}_j). \]

\( h^{-1}(\hat{s}_j) \) should now be partitioned to separate these two sets of states. This can be done in different ways. For example, if we work directly with BDDs, then we can add a new abstract state \( \hat{s}_j \) to \( \hat{S} \) and update the BDD for \( h \) so that states
in $S_D$ are now mapped to the new state $\hat{s}_j$. Of course, now $\hat{R}$, $\hat{S}_0$ and $\hat{L}$ should be updated.

Our refinement procedure continues to refine the abstraction mapping by partitioning equivalence classes until a real counterexample is found, or the property is verified. If the concrete model is finite, then the partitioning procedure is guaranteed to terminate.

6 Conclusion

We surveyed abstractions based on over-approximation and preserving truth results of universal branching-time logics from the abstract model to the concrete model.

We did not cover many other approaches to abstraction. Those are usually based on more elaborated models. Such models allow, for instance, for abstract states to represent non-disjoint sets of concrete states. Others allow two types of transitions that over- or under-approximate the concrete transition relation and thus preserve the truth of full branching-time logics. Others allow to interpret formulas over 3-valued semantics, and can preserve both truth and falsity of full branching-time logics.

A relevant question for the abstraction-refinement framework is whether every infinite-state model has a finite-state abstraction (sometimes referred to as completeness). This question has been discussed for branching-time logics in, e.g., [23]. It turns out that some notion of fairness is needed in order to guarantee completeness. It should be noted that for a finite model this question does not arise since it can always serve as its own abstraction. It should also be noted that even for complete abstraction the iterative process of abstraction-refinement is not guaranteed to terminate since there is no constructive way to construct the abstraction.
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